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This paper presents the D O N A U  (Domain Oriented NAtural  language 
Understanding) system. The system can extract, from a sentence expressed 
in natural language, the useful information that is necessary in order to 
provide either an appropriate command for a robot or an acceptable query 
to a database system. The D O N A U  system, being adapted for such different 
versions, is intended to provide a contribution of quite general significance 
in the field of natural language understanding and within the general area of 
artificial intelligence. In fact, while a first version of DONAU, which has 
been developed and successfully tested on UNIVAC 1108 computer, is 
devoted to the semantic domain of robotics, a second D O N A U  version for 
querying databases has been constructed. Thus, the D O N A U  architecture 
has been conceived and developed in order to provide an experimental and 
formalizable result that is of general value, and that therefore can be applied 
to semantic domains of a different type as well. 
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1. I N T R O D U C T I O N  

Natural language (NL) understanding has been for many years one of the 
central research goals of artificial intelligence. (6,16) Different approaches to 
the problem have been followed, and different experimental results have been 
obtained. The content of this paper is devoted to providing a conceptual and 
experimental contribution to this field, based on the invention of a particular 
modular architecture for an NL understanding system, and centered on the 
realization and experimentation of the DONAU (Domain Oriented NAtural 
Understanding) system, in a version intended to provide NL programming 
language of a robot. (3`z~) The purpose of this paper is the study of the 
problem of NL understanding with the goal of obtaining a highly modular 
system of general validity. (5,12,13) Such a system is intended to be able to 
extract from an NL input sentence (lS) information useful for constructing 
an order to be executed by a robot or a query for a database/1,9,.5) 

A preliminary version of a DONAU system was developed and tested 
on the UNIVAC 1108 of the Milan Polytechnic Artificial Intelligence Project 
(MP-AI Project). (2,7~ At the present time, a first version, devoted to the 
semantic dornain (SD) of robotics, is working; a second version, devoted 
to the SD of the International Institute for Applied System Analysis (IIASA) 
database, has been also successfully tested. In fact the DONAU system is 
based on general criteria, on which research has already been done, and 
which provide the possibility of developing different DONAU versions 
devoted to different SD's. On the other hand, the already available DONAU 
version on robotics cannot be considered as having reached a final state 
of development. Study and evolutional changes are still being done in order 
to increase and improve the modularization of the system, and in order to 
make more practicable and simple any change of SD of application. 

The reason the first DONAU version was devoted to robotics is related 
to the existence, within the MP-AI Project's Robotics Laboratory, of the 
SUPERSIGMA robot devoted to the assembly of complex mechanical 
systems. We think that in the near future it will be possible to interact with 
SUPERSIGMA in Italian. Moreover, the possibility of programming a robot 
in NL represents a typical example of the research of artificial intelligence 
and the technical exigencies of robotics finding an interesting connection 
point. Also, the SD of robotics presents, in relation to NL understanding, 
a practical and realistic environment (namely industrial robotics) that 
enables one to clarify some controversial points about how to face such 
research problem. 

After the SD of robotics was chosen for the development of a first 
DONAU version, a simple assembly robot was simulated on the UNIVAC 
1108 computer. This simulated robot corresponds in many ways to the 
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SUPERSIGMA robot, so that, in the future, a direct connection between 
DONAU and SUPERSIGMA will be easily established. The simulator was 
developed by using both the LlSP and MICROPLANNER languages. ~1~ 
commands, which can be executed by the robot, are expressed by means of 
patterns of MIGROPLANNER theorems. Therefore, the control language of  
the robot is, at the present time, MICROPLANNER. (4"8'18) I t  iS interesting to 
observe that it will be possible to substitute, in the future, this simulator with 
a module of command SUPERSIGMA. In order to develop a new DONAU 
version on a database, we think that such a robot-oriented module will be 
replaced by another module that will deal with the query of  a database. 

After the construction of the robot's simulator, we selected a significative 
set of sentences, related to man-machine interaction, that we have called 
interaction protocol (IP). The various modules dedicated to performing the 
semantic analysis were constructed with the guidance of the IP. Such goal- 
oriented construction of the semantic analyzer constitutes one of the 
innovative characteristics of our system. 

Moreover, a clever examination of each IS of the liP enables us to reach 
a deeper understanding of the NL subset which is related to the actual SD 
considered by the DONAU system. All the peculiarities, ambiguities, and 
problems related to NL understanding are considered in a more precise and 
realistic way, by having under consideration such IP. 

The analysis of an IS is done according to the conceptual order of 
(1) syntactic analysis, (2) semantic analysis, (3) operative information 
extraction, (4) legality control, and (5) interaction execution. The syntactic 
analysis makes use of  the PIAF system, developed at the University of 
Grenoble, France, and working also for Italian language. To an IS as input 
of  the PIAF system correspond as output a few syntactic structures (SS's). 
The semantic analysis is performed by a semantic descrimination network 
(DN) which is based on a hierarchy of model lists (ML's); such a DN is an 
important part of the modular architecture of the D O N A U  system. A 
uniform technique has been developed that enables the construction of a 
different D N  when a different SD and, hence, a different IP (i.e., a different 
DONAU version) is selected. 

The operative information extraction is performed by another module, 
which operates on the results of the matching between the different SS's 
and the DN. Such results, contained in information lists (IL's), are processed 
automatically, within another module, by means of elimination rules which 
are based on domain-oriented information sets (IS's), which specify the partial 
ordering of information content assigned to various words of the lexicon. 

IS's can be changed as well, within a general technique, when a new SD, 
and hence a new DONAU version, is developed. The legality control is 
made in order to check that the extracted operative information (OI) is 
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consistent with respect to the interaction world, namely with the state of the 
world. Thus, it can eliminate operational ambiguities, and it produces, at its 
output, the executable interaction (El). The module for such control is 
general; its output is provided to the robot 's simulator which then executes 
the commands. 

In Sec. 2 we illustrate the role of syntactic and semantic analysis in 
NL  understanding in a restricted SD. In Sec. 3 a detailed example of under- 
standing of an IS, taken from a first DONAU version on robotics, is 
presented. In Sec. 4 the design criteria of a second D O N A U  version for 
querying databases are illustrated. In Sec. 5 concluding remarks and directions 
for future research are presented. 

2. N A T U R A L  L A N G U A G E  U N D E R S T A N D I N G  I N  A RESTRICTED 
S E M A N T I C  D O M A I N  

In this section we will describe, in general way, how NL understanding 
is structured and analyze an NL input sentence (IS) performed by the 
DONAU system. The NL understanding process can be divided, as a first 
approximation, into the following phases: 

1. syntactic analysis; 

2. semantic anslysis; 

3. operative information extraction; 

4. legality control; 

5. interaction execution. 

The syntactic analysis is made by the PIAF system, which was developed 
at the University of Grenoble"5.8); this system works currently for French 
but can be adapted to Italian as well. It is evident that, in this way, we have 
organized the syntactic and semantic analyses as two independent activities 
performed by two autonomous modules. Therefore we have not considered 
the solution of a close interaction between the two analyses, as it has been 
suggested by Winograd and other authors, a~,171 We have adopted this 
criterion of separation, which, by the way, has been followed by other authors 
as well, (6) in spite of the consequent decrease of efficiency, which probably 
arises because of the lack of cooperation between the two analyses. 

Such a decision has been considered as a convenient one because of the 
possibility of having already available a module for performing the syntactic 
analysis, thus avoiding, for the present time, the need of developing such a 
module by ourselves. But the more important reason lies in the fact that 
the characteristics of the PIAF system are such that it can provide, in 
correspondence to one IS, only a very limited number of output SS's. Thus, 
in most cases, it is not cumbersome at all to examine all of them. At any rate 
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such a design criterion enables one to proceed on a system organized within 
a modular structure. It is therefore possible to proceed to modifications 
and improvements of each block, the same time preventing a change of a 
module from influencing another module. The idea of considering the 
DONAU system as a software system, including all the most advantageous 
technological results of software engineering research, such as modularization, 
is one of the main characteristics contained in our research effort. 

An inconvenience of having the syntactic analysis independent from 
the semantic analysis could lie in the fact that an IS, illegal on the syntactic 
level, could be eliminated during the syntactic analysis also when it might 
actually contain all the information necessary for providing a command to 
the robot. This inconvenience would be rather unacceptable, because it 
would oblige the user to face a heavy task in formulating the IS's. This 
difficulty is largely overcome by the possibility, provided by the PIAF system, 
of also analyzing IS's that are illegal, within some limits, thus constructing, 
also in these cases, the corresponding SS's. It is then the responsibility of 
the semantic analysis of processing such SS's, in order to carry on the 
successive understanding process. This advantageous PIAF characteristic, 
which has not yet been completely exploited, will provide, in the future, some 
interesting improvements. 

As we have already mentioned, the syntactic analysis is followed by the 
semantic analysis. The width and the complexity of the Italian language 
make evident the impossibility of considering its machine understanding on a 
completely general level. We think that NL understanding, within the 
framework of artificial intelligence, should be always founded on the identifica- 
tion of a well-defined (and, hence, necessarily formalized) NL subset and of a 
well-specified SD of application. It is therefore necessary to select such 
well-specified SD with the identification of a specific task to be accomplished, 
where the NL interaction plays a precise role. 

As a specific SD on which to develop the first version of our DONAU 
system, we have selected the SD of robotics. This choice was motivated by 
the fact that in our Laboratory of Robotics we have working the SUPER- 
SIGMA robot, devoted to performing the assembly of complex mechanical 
systems. Thus, a DONAU version on robotics should provide, in the near 
future, a direct NL interaction between the user and SUPERSIGMA. The 
role of the NL interaction is the programming of SUPERSIGMA in pro- 
cessing and executing and assembly algorithm. The mechanisms that are 
actuated during the semantic analysis will be illustrated, in greater detail, 
in the Sec. 3. However, we will here outline some general criteria that have 
been utilized. 

The first criterion is the adoption of a nondeterministic language for 
processing the various SS's fromPIAF, in order to discriminate which of them 
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should be considered as the correct one, hence eliminating syntactic 
ambiguities. Thus, we have selected MICROPLANNER as the language in which 
the semantic discrimination network (DN), devoted to the task of  eliminating 
ambiguities, has been constructed; hence the DONAU system results are 
programmed both in LISP and in MICROPLANNER. (1~ 

Moreover, we have designed the D N  under the guidance of a very simple 
subset of the understandable NL called interaction protocol ([P). In fact 
the DN is made up of a certain number of model lists (ML's), hierarchically 
arranged, whose selection and definition are based on and guided by the IP. 
]-he IP has been defined with the idea of exemplifying some typical 1S's from 
which an unambigous meaning should be obtained and an executable 
operative information should be extracted. Obviously, the lP selection 
should not be limited to the extension of the Italian subset which can be 
utilized in the NL interaction. This is, in fact, our case, since the IP is simply 
a subset of the understandable NL. Still we think that our DONAU system 
is a modular system, where each module is designed with some general 
technique and with some SD orientation. The IP plays the role of orienting 
the construction of the DN toward the selected SD. 

The operative information extraction constitutes a successive phase of 
the understanding process. It is executed by a separate module which takes 
as its input the information constructed by the matching between the various 
SS's, of an IS, and the DN. Such constructed information, contained in 
information lists (IL's), is therefore processed, in order to eliminate semantic 
ambiguities, by this new module, which is based on the operation of particular 
elimination rules. The module, like the preceding two modules devoted to the 
syntax and semantic analyses, is based on an orientation toward the selected 
SD. This guidance is provided by the information sets (IS's), dependent on 
the SD, which specify the application of the elimination rules. By applying 
the elimination rules on the IL's, we obtain the output of this module, called 
operative information (Ol). Each OI corresponds to an interaction with the 
real world (in our case the command to a robot, but, in another case, the 
query to a database): 

The  task of the successive phase, called the legality control, is performed 
by another module of the DONAU system, which processes the OI and 
proceeds to eliminate the operative illegalities related to IS's that are correct 
both on the syntactic and the semantic level, but that are inconsistent with 
the actual status and configuration of the interaction world (the robot or the 
database). Evidently, this module is also heavily related to the selected SD. 
The output, called executable interaction (El), is processed by the last module 
of the DONAU system, which, in our DONAU version on robotics, is now 
constituted by the robot simulator and later, will be constituted by the 
interaction execution module connected with the SUPERSIGMA robot. 



Domain-Oriented Natural Language Onderstanding System 147 

As we have already said, the syntactic analysis is performed by the 
PIAF system, while the successive phases (semantic analysis, etc.) are carried 
out by the DONAU system. Therefore, while DONAU activity will be 
discussed in greater detail in the following sections, it is worthwhile to 
illustrate the output of the P1AF system (i.e., of  the syntactic analysis), 
which constitutes the input of t h e  DONAU system in its present status. 
The PIAF system, after having received as its input the 1S to be analyzed, 
provides as its output a small number of SS's which are alternative candidates 
of  the syntactic interpretation of the IS. 

It  is the  task of  the successive DONAU's  semantic analysis to perform 
the choice of that one candidate that is correct, not only syntactically, as is 
any one of the SS's, but semantically as well, as is the selected SS. While an 
SS, actually outputted by the PIAF system, is a tree, the input to the DONAU 
system is a parenthesized description of the same tree. For instance, to the 
tree 

a 

b i l l \  d 
will correspond the list (a b c,d),  i.e~, a list defined recursively in this way: 
the first element is the root of the tree, and the asterisk separates the left 
subtrees from the right ones: The P1AF system constructs an SS in such a 
way that the root of a tree corresponds to an NL word which, in the IS, 
is preceded by the words contained in the left subtrees and is followed by 
the words contained in the right subtrees. (In the sequel to this paper we will 
present the English translation of any given IS considered. The corresponding 
IS in the Italian language, which is the actual input to the DONAU system, 
will be presented m square brackets after the English translation; this will be 
done only the first time that such an IS is considered.) 

in order to illustrate in a better way the output of the PIAF system, 
let us examine the following example of IS: 

PUT THE CROSS ON-THE TABLE 

[METTI LA CROCE SUL TAVOLO] 

The PIAF system provides, as its output, the two following SS's: 

PUT (VERB) 
X.N 7 

CROSS (SUBC) ON-THE (PREP) 
/ I . /  

THE (ARTDS) TABLE (SUBC) 

((PUT VERB).((CROSS SUBC) (THE ARTDS),,((ON-THE 
(TABLE SUBC))) 

PREP)* 
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PUT (VERB) 

\ 
CROSS (SUBC) 

/ \ 
THE (ARTDS) ON-THE (PREP) 

\ 
TABLE (SUBC) 

((PUT VERB),((CROSS SUBC) (THE ARTDS),((ON-THE PREP), 
(TABLE SUBC)))) 

In this example of IS, we can distinguish three parts: the verb (PUT 
[METTI]), the object (THE CROSS [LA CROCE]), and the place (ON-THE 
TABLE [SUL TAVOLO]). It is easy to observe that in only the first one 
of these two SS's can we clearly distinguish these three parts. These are the 
criteria that will guide the algorithms devoted to the execution of the semantic 
analysis, as it will be illustrated in the next section. 

3. T H E  A N A L Y S I S  O F  N L  I N P U T  S E N T E N C E S  

In this section we will discuss how it is possible to solve the problem 
of the extraction of the OI from an IS. At the DONAU's input we have 
some SS's provided by PIAF, which are represented, for our convenience, 
as Lisv lists. We have to appropriately elaborate these lists, in the semantic 
context in which we operate, in such a way that we can recover the useful 
elements for the construction of a MICROPLANNER command for the robot. 

Before examining in detail the mechanism that guides the semantic 
analysis, we want to point out how in an IS, which is apparently simple and 
easily understandable for human intelligence, there can be quite often some 
ambiguities and some lack of information. This is because of the fact that 
man often expresses himself either with sentences containing redundant 
information or with sentences requiring some deduction activity. On the 
other hand the computer, in order to operate in a correct way, needs the 
provision of precisely described information, which should be neither scarce 
nor redundant. Therefore it is necessary to insert, in the modules that deal 
with the analysis of the SS's the complete knowledge of the world in which 
the robot operates. This will allow the computer to understand the IS, i.e., 
to make the necessary deductions that are based on the information contained 
in the IS. 

We will now show how the analysis of the SS's has been realized. This 
procedure can be considered as divided into three phases: in the first phase 
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we discriminate, from the set of SS's provided by PIAF, a certain number 
of parenthesized structures; in the second phase we extract from such 
structures the information contained in the IS, which is sufficient in order 
to build the command to the robot; in the third phase we control the con- 
sistency of  the extracted information with the physical reality of  the robot's 
world. We will now examine, through a simple example, this process. Let us 
consider the following IS to be analyzed: 

TAKE A TI FROM-THE TABLE 

[PREND[ UNA TI DAL TAVOLO] 

The first word that the Filter will take into consideration is the verb of the IS; 
in our ease TAKE. Associated with this verb there are some ML's tha t  
correspond to the possible structures of a command beginning with this 
verb. In our example we find, in correspondence with the verb TAKE, the 
two following ML's: 

(OBJ) 

(OBJ PLACE) 

The ML's indicate, as elementary semantic models, that the verb TAKE 
must necessarily be associated with the information of the object to be taken 
and, optionally, with the information of the place where the object to be 
taken is located. It is evident that, in our example, we find ourselves in the 
second case and that, in the IS, the two groups of words corresponding to 
OBJ and to PLACE are well identified. One SS, which is provided by PIAF 
in correspondence with the IS of our example, is the following one: 

(TAKE, (TI  A , )  (FROM-THE,TABLE))  

The elements OBJ and PLACE, belonging to the considered ML, are catled 
meaningful elements (ME's). Each one of these ME's is associated with a set 
of  ML's that distinguishes the various ways in which they can be further 
developed. In the example of the considered IS, we have the following 
correspondences: 

OBJ --+ (SUBS ARTDS) 

PLACE --+ (PREP SUBS) 

Moreover, the dements SUBS, ARTDS, and PREP cannot any longer be 
developed; therefore, they are called basic meaningful elements (BME's). 
At this point it is dear  how we can make a first choice of the SS's given by 
PIAF. Each SS is examined and, at each level of the syntactic tree, it is 

3=8/9/=-6 
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matched with the ML's of length equal to the number of syntactic subtrees 
whose roots belong to that level. This matching procedure is recursively 
repeated at all levels of the SS and, if the matching succeeds, then the SS 
examined is considered as a correct one. The set of ML's has been defined 
on the basis of the considered IP, but it has a more general validity because it 
enables the understanding of a large set of IS's which includes the IP as a small 
subset of its own. Furthermore, both the insertion of new ML's and the 
modification of the already existing ML's do not present excessive difficulty. 

We will now discuss how the discrimination process, performed on the 
SS's by the Filter, produces the construction of the IL's that constitute the 
basis for the successive activity of  extraction of the OI. During the semantic 
analysis, each BME which is encountered is utilized for further processing. 
In fact each BME that is obtained guarantees that the IS is correct, up to 
that point. Thus the BME contains an information that is very useful in 
order to build a command to the robot. Then the question arises of identifying 
which BME's are really of interest, and how to process the useful information 
that is associated with them. In order to solve these problems we have 
associated with each BME, that is encountered a property that is defined 
by the two following characteristics: 

1. the position of the BME, namely the ME from which the BME has 
been derived; 

2. the group of Italian language words to which the BME belongs 
(e.g., proper noun, common noun, couple of coordinate, etc.). 

In correspondence with such properties, particular lists, namely the IL's, 
are associated. Each BME, which is associated with a particular property, 
is inserted in the corresponding IL. Intuitively, we can identify two categories 
of BME's. The first category provides information related to the part of the 
SS that is being considered. Such BME's (e.g., prepositions) give some 
information on which ML's have to be examined in the sequel of the dis- 
crimination process in order to control whether the considered SS is a correct 
one. The second category contains the information that is actually necessary 
in order to formalize a command to the robot. Only those BME's that belong 
to this second category are inserted in the IL's. 

We can examine a simple example in order to illustrate the content of 
the IL's. Let us consider the following IS to be analyzed: 

TAKE THE MODULE TI FROM-THE TABLE 
[PRENDI IL MODULO TI DAL TAVOLO] 

The correct SS, given by the PIAF system, is the following one: 

(TAKE*(MODULE THE*TI)  (FROM-THE*TABLE))  
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The correctness of  this sentence is controlled by using the ML's  as it has 
previously been illustrated. The processing of the semantic analysis will 
eventually provide a certain number of  BME's  that we will briefly discuss. 
M O D U L E  and TI are BME's  that both satisfy the same property of  deriving 
f rom the same ME, OBJ, and of belonging to the group of substantives in 
the lexicon of the system. On the basis of  this latter property, P~, these 
two BME's  are inserted in a corresponding IL, I L l ,  which contains all the 
information concerning the object of the action. THE is a BME that satisfies 
a different property, P2, since it derives from the same ME, OBJ, but it 
belongs to the group of articles in the lexicon of the system; therefore it is 
inserted in a different IL, IL2. 

When the BME TABLE is encountered, we can observe that it again 
satisfies the property of belonging to the group of substantives, like 
M O D U L E  and TI. However, it has been derived from the ME PLACE, 
and therefore it is inserted in a new IL, IL  a , which contains all the informa- 
tion on the place of  the action. The ME F R O M - T H E  is a preposition and 
as has been previously specified, it is utilized only in order to more easily 
identify the ML's  that are associated to the considered SS; it is inserted 
in a new IL, IL4. 

When we have completed the examination of the correctness of the SS, 
we have constructed the following IL's:  

IL 1 = ( M O D U L E  TI) 

IL~ == (THE) 

ILa = (TABLE) 

IL~ = (FROM-THE)  

The two ]L's, ILl  and IL2, are considered of particular interest for the 
construction of the command to the robot. As we can see, even from this 
simple example, the obtained information is still in a rather complex form, 
mainly because two BME's  belong to the same IL 1 . 

In order to construct the command it is necessary to distinguish only 
one object of  the action performed by the robot. Therefore, the system should 
be able to recognize the fact that TI  is a particular module and, hence, that it 
contains all the information that is required for providing the command 
to the robot. This activity, which is executed by the Operative Information 
Extractor, is performed by utilizing a set of  IS's; each 1S is associatcd to 
each BME which is a substantive, and it distinguishes the content of informa- 
tion which is associated to such BME. In our example, to the two BME's  TI  
and MODULE,  we have associated the two following IS's: 

TI  ---* {TI, M O D U L E ,  PIECE} 
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i.e., each TI is a module and is a piece; 

MODULE --~ {MODULE, PIECE} 

i.e., each module is a piece. 
By executing simple set inclusion operations on the IS's, it is possible 

to extract the OI on the basis of the IL's. More precisely, a binary relation 
of  dominance <~, defined on the set of BME's, is introduced. Given two 
BME's, xl and x2, we say that x' 1 ( X 2 when the two corresponding IS's, 
IS1 and 1S2, satisfy the relation IS1 C IS~. In this case we say that x~ is 
dominated by x2 and this assertion signifies that x2 has a greater content of 
information than x l .  This dominance relation is iteratively applied to the 
BME's that belong to the same IL, by eliminating each time a BME that is 
dominated by another one. Thus, in our example, since MODULE is 
dominated by TI, we obtain the following new ILl: 

IL~ == (TI) 

In order to verify the correctness of the OI that has been extracted from the 
IS, and in order to construct the order for the robot, the system must know 
the world in which the robot operates and its instantaneous situation. 
Therefore it is clear that the Legality Controller, which performs the check 
of the correctness of the OI, must be strictly dependent on the particular 
SD that has been chosen. In order to decide whether the O[ is correct, we 
again start the processing activity by considering the verb contained in the IS. 
Each verb is associated with some ML's which characterize the order to the 
robot that is related to the use of that verb. In our example TAKE is related 
with the following ML: 

(OBJ PLACE) 

We try to construct this type of order with the use of the OI. If this can be 
done, this means that the OI is sufficient in order to formulate the command; 
in the opposite case, more detailed information will be requested. The control 
of the sufficiency of the OI does not necessarily complete the activity of the 
Legality Controller; in fact, the consistency of the OI with the instantaneous 
situation of the world also has to be checked. For instance, the following IS: 

TAKE THE TI FROM-THE TABLE 

[PRENDI LA TI DAL TAVOLO] 

leads to the construction of the following OI : 

(TAKE TI TABLE) 
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We also have to verify, because of the article THE, that on the table there 
is only one TI, in order that the order can be actually executed. In our case, 
then, the OI is legal and it becomes the EI ready for execution. Therefore, 
whenever the OI is controlled and is found to be sufficient and consistent, 
it becomes the EI that is communicated to the Formalizer which, by using 
the Robot Language, provides to the Executer, i.e., to the robot, the command 
for execution. 

Let us consider, in conclusion, what happens when more than one SS is 
accepted by the Filter. In this case we can distinguish two cases: 

1. All the accepted SS's lead to the construction of  the same command. 

2. Different SS's correspond to different commands. 

In the first case we have an ambiguity only at the syntactic level, which 
is eliminated by successive semantic analysis. On the other hand, in the 
second case the ambiguity is also at the semantic level, i.e., the IS actually 
has more than one meaning. In this latter case the system asks for more 
information by providing an error message of semantic ambiguity. In a 
similar way when the OI examined by the Legality Controller either is not 
sufficient or is not consistent, an error message of operative illegality is 
provided. 

4. T O W A R D  A D O N A U  V E R S I O N  OF DATABASE Q U E R Y  

The first version of DONAU that was developed was devoted to the 
programming of a robot for the manipulation of  objects. (1,z) Subsequently, 
after the completion of the first DONAU version on robotics, the decision 
was made to develop a second DONAU version, oriented on a different 
semantic domain. In this way it was possible to control whether the archi- 
tecture of  DONAU, arranged in a modular way, was adapted, as desired 
when it was conceived, for its specialization on various semantic domains. 
Therefore, a new DONAU version, devoted to the semantic domain of 
querying databases, has been conceived and developed. More precisely, the 
query system has been constructed for the query in Italian, of  the IIASA 
database, which contains information on the different types of energy 
resources in the world. 

We will now discuss how it is possible to build a DONAU version 
dedicated to the query, in Italian, of  a database. First, we must recognize 
that the problem of  querying a database appears to be very similar to that 
of  programming a robot. More precisely, the various phases of the NL 
understanding process are easily applicable to this new and very important 
application of NL understanding. Moreover, as has been illustrated in 
Sec. 2, the architecture of the DONAU system (see Fig. 1) is highly modular. 
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Program architecture of the DONAU system. 

We have clearly divided the blocks that are SD independent (blocks (1), (3), 
(5), and (8)) from the blocks that are SD dependent (blocks (2), (4), (6), 
(7), (9), and (10)). These six latter blocks need to be changed and the new ones, 
oriented toward the new SD of databases, have to be developed and inserted 
in their places. In this way a new DONAU version can be built by utilizing 
a conspicuous part of an old DONAU version. Both in the case of robotics 
and in the case of databases it is convenient to distinguish the IS's of an 
interaction in the following three classes: orders, questions, and descriptions. 

Orders relate to the specification of the activity that the artificial system 
(either a robot or a database) has to perform (either an assembly operation 
or a data input/output). Questions refer to the request to the artificial system 
for knowledge about its characteristics and information about its structure 
and status, which are needed by the user for a better knowledge of its artificial 
behavior and available operating procedure. Descriptions indicate the 
specifications and modifications which the user applies to the structure and 
configuration of the artificial system. 

As we illustrated in Sec. 2, the first  step to be accomplished in order 
to develop the SD dependent blocks is the identification of a good IP. For 
this it is important to choose a set of typical IS's which are examples of 
common interaction. In our case these IS% should be selected from among 
the typical database queries that the new DONAU version should be able 
to deal with. 

We will now give an example of IP oriented to database. This example 
is reduced to a minimal size, for providing understanding of just its main 
characteristics. 
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GIVE-ME THE PRODUCTION OF OIL OF-THE KUWAIT OF-THE 1975 
[DAMMI LA PRODUZIONE DI PETROLIO DEL KUWAIT DEL 1975] 

GIVE-ME THE PRODUCTION OF OIL OF-THE 1975 
[DAMMI LA PRODUZIONE DI PETROLIO DEL 1975] 

TELL-ME WHICH IS THE GREATEST PRODUCER OF OIL 
[DIMMI QUALE E' IL MAGGIORE PRODUTTORE DI PETROLIO] 

GIVE-ME THE PRODUCTION OF OIL OF-THE ARAB COUNTRIES 
[DAMMI LA PRODUZIONE DI PETROLIO DEI PAES[ ARABI] 

TELL-ME HOW-MANY ARE THE PRODUCERS OF OIL 
[DIMMI QUANTI SONO I PRODUTTORI DI PETROLIO] 

The careful study of such IP, together with the analysis of the SS's that are 
provided by PIAF in correspondence with each IS of the IP, constitute the 
basis for the design of block (2), i.e., for the selection of the ML's that 
provide the semantic representation of the SD. The ME's that appear in the 
ML's related to the new SD of databases are almost the same ones that have 
been adopted in the ML's related to the old SD of robotics. On the other 
hand, the BME's of these new ML's are almost completely different from 
the ones considered in the old ML's. 

We will now examine two 1S's and we will illustrate how the DONAU 
version on databases will perform, on these two examples, the NL under- 
standing process. Let us consider as examples of database queries, the 
following two IS's to be analyzed: 

GIVE-ME THE PRODUCTION OF OIL OF-THE KUWAIT OF-THE 1975 
[DAMMI LA PRODUZIONE DI PETROLIO DEL KUWAIT DEL 1975] 

GIVE-ME THE PRODUCTION OF OIL OF-THE 1975 
[DAMMI LA PRODUZIONE D1 PETROLIO DEL 1975] 

While the first query requests only the oil production of Kuwait in 1975, 
the second query asks for the oil production of the whole world in 1975. 
The correst SS, given by the PIAF system for the first IS, is the following one: 

(GIVE-ME,(PRODUCTION THE,(OF,OIL) (OF-THE,(KUWAIT,(OF- 
THE*1975))))) 

The first ML that is associated to GIVE-ME[DAMMI] is the following one: 

(OBJ) 

This ML indicates that the verb GIVE-ME must necessarily be associated 
with the information to be given. In fact, in the considered SS, the root of 
the tree (i.e., GIVE-ME) is followed by only one subtree, namely a right 
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subtree, which corresponds to the only ME, OBJ, of the matched ML, 
Successively, the DONAU system selects the following ML's when it tries 
to match the considered SS with the hierarchical arrangement of the ML's. 
In a similar way the other ML's that are matched, in hierarchical way, to 
the considered SS are the following ones: 

OBJ --+ (SUBS ARTDS SPEC PLACE-SPEC) 
SUBS -* (PRODUCTION) 
ARTDS --~ (THE) 
SPEC --~ (PREP SUBS) 
PREP ~ (OF) 
SUBS ~ (OIL) 
PLACE-SPEC --* (PREP PREP-SPEC) 
PREP --~ (OF-THE) 
PREP-SPEC --+ (SUBS TIME-SPEC) 
SUBS ~ (KUWAIT) 
TIME-SPEC - .  (PREP SUBS) 
PREP --* (OF-THE) 
SUBS --* (1975) 

It is easy to control that the topology of the discrimination tree (i.e., the 
hierarchical organization of the previously indicated ML's) completely 
matches the topology of the SS (i.e., the corresponding syntactic tree, 
described in a parenthesized way, as illustrated in Sec. 2). In a similar way 
the correct SS given by the PIAF system for the secondIS is the following one: 

(GIVE-ME,(PRODUCTION-THE*(OF*OIL)  (OF-THE,1975))) 

Also in this case, as in the previous one, the first ML which is associated 
with GIVE-ME is the following one: 

(OBJ) 

Successively, the DONAU system selects the following ML's which 
completely match the SS when they are hierarchically arranged: 

OBJ --+ (SUBS ARTDS SPEC TIME-SPEC) 
SUBS --~ (PRODUCTION) 
ARTDS --~ (THE) 
SPEC --* (PREP SUBS) 
PREP ~ (OF) 
S U B S  - - .  (OIL) 
TIME-SPEC --+ (PREP SUBS) 
PREP --* (OF-THE) 
SUBS --~ (1975) 
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At the end of the now-illustrated semantic analysis, the DONAU system 
constructs, as we described in Sec. 3, the IL's. In correspondence with the 
first IS, we have the following IL's: 

ILz ----- (PRODUCTION OIL) 

IL2 = (KUWAIT) 

IL 3 ~ (1975) 

In correspondence with the second IS, we have the following IL's: 

ILz = (PRODUCTION OIL) 

IL2 = (NIL) 

IL3 = (1975) 

In the ILl it is clear that the BME OIL also contains the information expressed 
by PRODUCTION. Thus, the Operative Information Extractor, by applying 
(see Sec. 4) the following dominance relation: 

PRODUCTION ~ OIL 

will reduce the ILz to the following one: 

ILl = (OIL) 

Thus, in correspondence to the two considered IS's, the OI and, after the 
activity of the Legality Controller, the EI are provided to the Formalizer 
as the following two patterns of MICROPLAbrNER theorems: 

(OIL KUWAIT 1975) 

(OIL NIL 1975) 

In this case we have made the assumption that the internal formal query 
language of the database is the MICROPLANNER language. Of course, if a 
different formal language is utilized, then the Formalizer will present the EI 
in its corresponding way. 

5. C O N C L U S I O N S  

We have illustrated the DONAU (Domain Oriented NAtural language 
Understanding) system which, in its two versions, has been devoted to 
robotics and to database querying. This is not a limitation, since the system 
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was designed with a modu la r  archi tecture  tha t  al lows, in qui te  a s imple way, 
the deve lopment  o f  o ther  D O N A U  versions dedica ted  to different appl ica-  
t ions.  

I n  the first pa r t  of  the p a p e r  we examined  the robot ics  vers ion tha t  
cur rent ly  runs on the U N I V A C  1108 of  the M P - A I  Project .  In  the future  
we will connect  the system with the S U P E R S I G M A  robot ,  which is now 
work ing  in our  L a b o r a t o r y  of  Robot ics .  I n  the second pa r t  o f  the pape r  
we discussed the deve lopment  of  a second D O N A U  vers ion dedica ted  to  
the  query of  da tabases ;  an example  o f  this type  was i l lus t ra ted in detail .  
W e  p lan  to use this new version in the near  future and  to test it on  the I I A S A  

database .  
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