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Abstract. We propose a model for the neuronal implementation of selective visual attention based on 
temporal correlation among groups of neurons. Neurons in primary visual cortex respond to visual 
stimuli with a Poisson distributed spike train with an appropriate, stimulus-dependent mean firing 
rate. The spike trains of neurons whose receptive fields do not overlap with the "focus of attention" 
are distributed according to homogeneous (time-independent) Poisson process with no correlation 
between action potentials of different neurons. In contrast, spike trains of neurons with receptive 
fields within the focus of attention are distributed according to non-homogeneous (time-dependent) 
Poisson processes. Since the short-term average spike rates of all neurons with receptive fields in the 
focus of attention covary, correlations between these spike trains are introduced which are detected by 
inhibitory interneurons in V4. These cells, modeled as modified integrate-and-fire neurons, function 
as coincidence detectors and suppress the response of V4 cells associated with non-attended 'visual 
stimuli. The model reproduces quantitatively experimental data obtained in cortical area V4 of 
monkey by Moran and Desimone (1985). 

1 Introduction 

Selective attention is the process whereby a par- 
ticular piece of information is selected from a 
sensory array for further processing, in particu- 
lar for recognition or mnemonic tasks. Visual 
attention usually manifests itself within a single, 
circumscribed spatial area that can vary in size 
and that scans objects in the visual field at a rate 
of about 30--50 msec per object. Visual atten- 
tion has been postulated to operate by either 
suppressing all distracting information, by en- 
hancing the selected (attended) information, or 
by both. At the neuronal level, the cortical areas 
thought to be involved in the control and expres- 
sion of attention include the object recognition 
pathway, in particular extrastriate areas V4 and 
IT, as well as the posterior parietal cortex and 
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parts of prefrontal cortex. Among extra-cortical 
sites, the pulvinar nuclei of the thalamus and 
the superior colliculus in the midbrain have been 
implicated in the control of attention (for re- 
views see Treisman, 1988, Braun and Sagi, 1990, 
Julesz, 1991, Colby, 1991, Posner and Petersen, 
1990, Kanwisher and  Driver, 1992, Posner and 
Driver, 1992). 

Behaviorally refined selective attention can be 
observed and quantified at the level of single 
neurons. Motter (1993) recorded in cortical ar- 
eas V1, V2 and V4 of highly-trained macaque 
monkeys while they were attending one of sev- 
eral stimuli in their visual field. All stimuli 
except one were located outside the receptive 
field of the cell whose activity was recorded. It 
was found that the average firing rate of the 
cell depended on whether the animal directed 
its attention to this one stimulus or to other 
stimuli. In the early cortical areas V1 and V2, 
the firing rate of about one third of the ob- 
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served cells was modi f ied-e i ther  suppressed or 
e n h a n c e d - u n d e r  the influence of focal atten- 
tion. This effect occurred only for stimuli close 
to the cell's preferred orientation, and usually 
(in about 90% of all cells which showed a statis- 
tically significant change caused by attentional 
modulation) only in the presence of competing 
stimuli outside the receptive field. In contrast, 
modulation of cell responses in extrastriate area 
V4 was not restricted to stimuli close to the 
preferred orientation of the cells. Furthermore, 
attentional modulation was reliably observed in 
V4 not only for stimulus configurations compris- 
ing arrays of several stimuli in the surround of 
the receptive field but also for isolated stimuli 
(Motter, 1993). 

While in these experiments all stimuli but 
one were placed outside the (classical) recep- 
tive field of the recorded cell, the functional 
structure of the attentional mechanism has been 
further investigated by another series of exper- 
iments in which more than one stimulus was 
located in each receptive field (Moran and Des- 
imone, 1985, Desimone et al., 1991). When 
two different objects, say a red and a green 
bar, are both located within the receptive field 
of a V4 neuron selective for red, the neuron 
will respond vigorously if the monkey attends 
to the red stimulus, but respond much less if 
the monkey is attending to the green stimu- 
lus. Functionally, the receptive field has shrunk 
around the attended stimulus. 

In the present work, we use computer simula- 
tions to study a model of the physiological im- 
plementation of selective visual attention com- 
patible with the above mentioned experimental 
results. Our model is based on a hypothesis 
by Crick and Koch who proposed that selective 
visual attention manifests itself at the single cell 
level via "temporal tagging" (Crick and Koch, 
1990a,b). It is assumed that different features 
of a perceived object are represented by cor- 
related activity of neurons in different cortical 
and subeortical areas (yon der Malsburg, 1981, 
v o n d e r  Malsburg and Schneider, 1986, Crick 
and Koch, 1990a). It is this correlated activity 
which provides the system (i.e., the observer) 
with a unitary percept of the object across fea- 
ture dimensions and modalities. It is commonly 

assumed that selective attention restricts the ac- 
cess of sensory input to conscious perception and 
working memory, and we will make the assump- 
tion that at any given time, only one stimulus 
is chosen for such access. This selection is per- 
formed in our model by a "saliency map" ~ la 
Koch and Ullman (1985; see also the "master 
map" of Treisman, 1988) which encodes informa- 
tion on where salient (conspicuous) objects are 
located in the visual field, but not what these 
objects are. After a short time, the location of 
the presently most salient object becomes inhib- 
ited in the saliency map and attention switches 
to the next most conspicuous location (we will 
not discuss the interior dynamics or mechanism 
of the saliency map in this report; see Koch and 
Ullman, 1985 for this). In the present work, we 
assume that salient objects have been selected 
in the visual field by such a mechanism and that 
they are "tagged" by modulating the temporal 
structure of the neuronal signals corresponding 
to attended stimuli. 

Possible anatomical sites for this topographic 
map include the superior colliculus, the poste- 
rior parietal cortex, and the dorsomedial region 
of the pulvinar. The superior eolliculus is inti- 
mately involved in the control of overt attention, 
i.e., saccadic eye movements. The response of 
cells in posterior parietal cortex can be modu- 
lated by attention factors, and this modulation 
can be completely dissociated from eye move- 
ments (Mountcastle et al., 1981, Colby, 1991). 
There is also strong experimental evidence link- 
ing the pulvinar to the control of selective at- 
tention. The pulvinar is phylogenetically the 
most recent nucleus of the dorsal thalamus. It 
may still be absent in rodents, it is relatively 
small in carnivores, and it increases in size pro- 
gressively from monkeys to apes, until in man 
it reaches enormous proportions (several times 
the size of, e.g., the much more studied lateral 
geniculate nucleus). Among the six pulvinar nu- 
clei whose function are strongly related to visual 
processing, three are organized retinotopically. 
Petersen, Robinson and Morris (1987) reported 
that reversible chemical de-activation of the dor- 
somedial portion of the pulvinar in monkeys 
causes an increased reaction time in switching 
attention from the ipsilateral to contralateral vi- 
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sual field. Studies of humans with thalamic lea- 
sion involving the pulvinar have shown impair- 
ments in the ability to engage attention (Rafal 
and Posner, 1987). Positron emission tomog- 
raphy studies in humans have shown increased 
activation of the pulvinar in attentional tasks 
(LaBerge and Buchsbaum, 1990). Single cell 
recordings showed that pulvinar neurons relate 
to the saliency of visual objects (Robinson and 
Petersen, 1992). 

How can a signal from a saliency map be 
used to lead to the changes in V4 receptive 
fields observed by Desimone and colleagues? 
According to an idea expressed by Desimone 
(1992), competition between cells in area V4 
could be biased in favor of cells representing 
attended stimuli. Following Crick and Koch 
(1990b), our basic hypothesis is that this is ac- 
complished using different temporal structures 
(but identical average spike rates) of the spike 
trains generated by neurons presynaptic to V4 
inside and outside the focus of attention. No 
change of the average firing rate of these neu- 
rons is needed; attentional modulation by the 
saliency map influences the timing of spikes so 
that V2 neurons within the focus of attention 
tend to fire together (within a few milliseconds) 
more frequently than neurons outside the focus 
of attention. In contrast, at the level of V4 
and beyond, signals along the tagged pathway 
compete with signals in the untagged pathway, 
leading to an inhibition or reduction in the re- 
sponse of neurons in the untagged pathway. 

2 The Model 

The gross architecture of our model is shown 
in Figure 1A. We here simulate two interacting 
cortical areas in the hierarchy of visual corti- 
cal processing. We will first assume that these 
areas are among the first (i.e., closest to the pe- 
riphery) of those areas which have been shown 
to be subjected to attentional influence. As 
was discussed previouSly, activity in area V4 is 
strongly and systematically modified by selective 
attention. Although this area receives some 
direct input from V1, this projection is weak 
and limited to the central field representation 

(Nakamura et al., 1993), and V4 receives its 
major input from V2. Therefore, we will label 
the first area modelled in this work as V2, and 
the area it projects to as V4. We emphasize, 
however, that the model does not rely on de- 
tails of the anatomy of these areas, and we will, 
in fact, argue later on (see Figure 4) that our 
model can be "cascaded" over more than one 
stage, the output area of one stage becoming 
the input area of the next stage. 

Input from the two-dimensional retina is fed 
via the lateral geniculate nucleus (LGN) and V1 
(both not shown) into area V2, where the at- 
tentional modulat ion-  originating in the saliency 
m a p - i s  added. We assume that cells in V2 are 
only selective to one of two different features, 
e.g., the colors red or green (our results do not 
depend on this simplification). The output of 
our model V2 projects into neuronal "stacks" 
(see below) in our model V4, where it excites 
pyramidal cells as well as inhibitory interneu- 
rons. These V4 interneurons, in turn, inhibit 
the pyramidal cells of opposing feature selectiv- 
ity (Fig. 1B). 

For the sake of simplicity of language, we 
will sometimes refer to neurons whose recep- 
tive fields are inside the focus of attention as 
"attended neurons". 

2.1 Circumstriate Cortex (V2) 

The visual input into each V2 cell is provided 
by a 10 by 10 array of pixels. The output of 
any V2 cell are pulses, generated using a Poisson 
process of mean firing rate A in combination with 
a refractory period, which is chosen randomly 
from a uniform distribution with values between 
2 msec and 5 msec. Bair, Koch, Newsome and 
Britten (1993) analyzing 216 cells recorded from 
extrastriate area MT in the awake and behaving 
monkey, showed that the stochastic properties 
of about one third of these cells-firing at high 
discharge frequencies-can best be described on 
the basis of a Poisson process in combination 
with a short refractory period (see also Softky 
and Koch, 1993). 

The total firing rate A of any neuron is the 
sum of the spontaneous firing rate Aspont, and 
the stimulus-dependent rate ),0. If no stimulus 
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Fig. 1. (A) Architecture of the model. Receptive fields of V2 cells are represented by overlapping circles arranged in a 
two-dimensional tiling array (actual receptive fields in the model are square). White and gray circles represents cells receptive 
to the two features considered in the text. Actual overlap is larger than shown in the figure: every point is represented in 
the receptive fields of 4 cells of each feature type (i.e., by 4 white and 4 gray cells). The two unfilled black circles denote 
the receptive fields of V4 cells, i.e., all cells in a stack in V4 receive input from all V2 cell in the corresponding circle 
(arrows) with the same feature selectivity (See (B) for details of the connectivity). The shaded unfilled circle indicates the 
fueus of attention; the activity of all V2 cells inside this circle is subjected to temporal modulation by the saliency map (SM). 
The inset shows the stochastic modulation of neuronal activity in attended cells. Shown is the modulation imposed on cells 
with receptive field inside the focus of attention. At random times (subject to a Poisson distribution), P(t) deviates from its 
average value (P  = 1) during events which consist of a 2.5 ms long elevation of the firing rate (in the case shown, to a level 
of P = 8), followed by a subsequent depression (to P - 0) of a duration of 17.5 ms. One can think of these events as the 
release of a neuromodulatory substance-which is quickly taken up again- that  briefly increases the firing rate of all nearby 
neurons. The mean activity, averaged over any period of time which includes only entire events (i.e. no incomplete events) 
is unity. (B) Schematic connectivity of the model. The two types (white and gray) of V2 pyramidal cells (triangles) project to 
a stack of cells in V4. Strong excitatory synapses are made to V4 pyramidal cells (triangles) and smooth interneurons (circles) 
with the same preferred color (full lines), weaker connections are made to pyramidal cells of the other (non-preferred) color 
(dashed lines). The V4 smooth interneurons inhibit pyramidal cells of opposing feature selectivity. 

or a non-preferred stimulus is present in the 
receptive field of the cell under study, A0 = 0. 
If a preferred stimulus is present, A0 is chosen to 
be proportional to the degree of spatial overlap 
of the receptive field of the cell with the stimulus, 

A0 = Am~x x overlap(stimulus, receptive field) 
(1) 

where Am~ = 200 Hz and the overlap varies 
between zero (no overlap) and unity (com- 
plete overlap). 

The action of attention is to modulate this dis- 
charge without affecting its mean rate A, since 
this is determined primarily by the stimulus con- 
ditions. We ignore here the occasional changes 
(which can be positive or negative) in V1 firing 
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Fig. I. (Cont'd.) 

rates observed by Motter (1993). Such changes 
could be caused by the modulatory input from 
the saliency map which may influence the firing 
rate of some cells. The modulation is imple- 
mented using an inhomogeneous Poisson pro- 
tess, whose instantaneous firing rate A(t) varies 
over time. In the present model, we assume that 
A(t) is determined itself by a stochastic process 
with average rate Asm = 20 s -1 (see below for 
a discussion of this value). The events of this 
process do not correspond, however, to action 
potentials of V2 neurons but to a sequence of 
synchronized elevations and depressions of the 
spiking rates of all attended neurons. More 
concretely, we assume that the mean rate of an 
attended neuron is given by 

A(t) = AoP(t) + A.pont (2) 

where P(O = 1, except during a modulation 

event. If such an event of this Poisson process 
occurs at t = to, P(t) instantaneously increases 
for 2.5 msec to 8, and then drops for 17.5 msec 
y to 0. This assures that the mean rate is always 
constant, independent of the level of attentional 
modulation (see inset in Fig. 1A). 

Although the exact value of A,m is to some 
extent arbitrary in our model, it is nevertheless 
constrained within relatively strict limits. The 
lower limit comes from the requirement that 
the experimentally observed time required for 
changing the location of the focus of attention 
is on the order of some tens of milliseconds 
(Saarinen and Julesz, 1991), which means that 
1/A,m should be not smaller than this value. On 
the other hand, A,m is constrained from above 
by the required stochastic character of the sim- 
ulated spike train. Since during each of the 
events, which occur with an average rate of Asm, 
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the instantaneous firing rate is increased by a 
factor of eight for a duration of 2.5 ms and this 
increase is compensated by a decreased of the 
firing rate for 17.5 ms, each event takes 20 ms. 
If Asm comes too close to the inverse of this time, 
or if it becomes even larger (i.e., if Asm ~ 50 
Hz or larger), the spike train will consist of 
immediately adjacent instances of events of ele- 
vated and following suppressed firing. The spike 
train is then basically a regular series of bursts, 
following one another with a repetition rate of 
20 ms, which is not compatible with the stochas- 
tic character of most observed spike trains. 

2.2 Extrastriate Cortex (V4) 

Following Crick and Koch (1990a), we assume 
that selective attention activates competition 
within a "stack" or microcolumn of neurons 
in V4. In the presence of multiple stimuli, 
the neurons responding to the different stimuli 
will compete against each other and attentional 
modulation will bias this competition in favor 
of attended stimuli. In our model, there are 
two classes of neurons in every stack: inhibitory 
interneurons which function as coincidence de- 
tectors and detect the correlation in their input, 
and excitatory pyramidal neurons, which provide 
the output to higher cortical areas. Members of 
both classes receive overlapping input from 100 
V2 cells. Thus, the receptive fields of V4 cells 
are much larger than those of V2 cells. The 
single-cell models for both classes are similar 
and will be discussed together. 

The basic difference between the two neu- 
ron classes is the behavior of the firing thresh- 
old. While excitatory neurons have a time- 
independent threshold 69(0 = 15 mV, V4 in- 
terneurons ignore the average activity. Thus, 
their firing threshold is modelled as an elabo- 
rated version of a gliding average of the cell's 
membrane voltage with a time constant ~-o (pa- 
rameters are listed in Table 1). We assure that 
the threshold is on average above the membrane 
voltage by adding a constant offset ~90 = 7 mV 
to the differential equation for O. Since the 
voltage excursion during an action potential is 
not modeled explicitly (instead, spikes are rep- 
resented by the variable s(t), see below), we add 

Table I. Parameters used in the simulations. The first 
column shows the symbol of the parameter and the second 
the number of the equation where it was introduced. The 
third and fourth columns show the values used in the models 
for the inhibitory and excitatory V4 neurons, respectively. 
The synaptic weights (last 5 rows) and the constants b and 
d are dimensionless, 

Parameter Equation Value inh. Value ext. 

ro  3 5 ms n/a 

Oo 3 7 mV n/a 

d 3 120 n/a 

VNa 3 100 mV 100 mV 

VK 4 - 2 0  mV - 2 0  mV 

Vcl 8 -25  mV -25  mV 

~- 4 10 ms 30 ms 

~'r 5 3 ms 3 ms 

rexc 6 I ms 1 ms 

7"in h 7 60 ms 60 ms 

b 5 70 300 

W "  c 6 9 x 10 -3 3.75 x 10 -4 

We(x~ 6 9 x 10 -3 7.5 x lO-S 

We(xc ) 6 0 1.25 x 10-5 

Witnh 7 6 X 10 -2 1.5 x 10 -6 

W da) 7 0 5 x 10 -'I inh 

a voltage-dependent term to the threshold each 
time an action potential occurs. We arrive at 
the following equation for the threshold O for 
inhibitory neurons: 

dO 
 -o77 = -e + eo + v + a(v o - (3) 

where d is a constant and VNa = 100 mV is the 
sodium reversal potential. 

The equation for the membrane voltage V is 

dV 
T - ~  = - V  + 1 + gK(VK -- V) (4) 

where ~- is the membrane time constant. The 
first term on the right-hand side represents the 
transmembrane leakage current, I is the nor- 
malized synaptic current (having the units of 
voltage; see eq. 8), and the last term represents 
the repolarization of the membrane following ac- 
tion potential initiation. In this term, g r  is the 
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(dimensionless) conductance of the potassium- 
selective ion channels (see eq. 5), and V~- = -20  
mV the potassium reversal potential. 

Whenever V > O and the last spike was gen- 
erated prior to the absolute refractory period r~, 
chosen randomly with uniform probability from 
the interval [2 ms, 5 ms], an action potential is 
generated, that is, we set s(t) = 1 for the neu- 
ron (otherwise, s(t) = 0). The cell is repolarized 
by the opening of calcium-dependent potassium 
channels whose conductance is given by 

daK 
rK-~-  = --gK + bs(t) (5) 

with "r g = 3 ms and b = 70. As was mentioned 
previously, gK as well as all other ionic con- 
ductances in our model is made dimensionless 
by dividing the actual potassium conductance by 
the unit of conductance. 

Action potentials induce synaptic conductance 
changes in postsynaptic cells. A V4 neuron re- 
ceives input from all V2 cell in its receptive 
field. Let t!? ) be the time of the j-th spike of ~3 

the i-th presynaptic V2 neuron with the same 
preferred features as the V4 neuron under study 
(the superscript "s" stands for "same" preferred 
features), and let W(x~r ) be the weight of the 
synapse of this V4 neuron (we assume all these 
weights to be identical). Let t.! ~ and tx,'(~ be the - ' $ 3  �9 �9 e x c  

corresponding spike times and synaptic weights 
for V2 cells with different preferred features (the 
superscript "o" stands for "other" preferred fea- 
tures, and we assume always that W~(~2 > W~(~ 
We lump the input from all other areas into two 
stochastic (Poisson) spike trains, one conveying 
excitatory input (spikes at times rE,i) and the 
other inhibitory input (spikes at times t~j). The 
rates of these processes were determined by the 
requirement of obtaining a spontaneous firing 
rate of a few spikes per second in the absence 
of stimulation. Modeling the time courses of the 
conductances by a decaying exponential, we ob- 
tain the (dimensionless) excitatory conductance 
g~c from the equation, 

i,j 

+ 5:. 6(t- t,(;.>) 
i,j 

+ W'~c E 5(t - te,j) (6) 
J 

The equation for inhibitory conductances is 
analogous, except that the input is from V4 and 
that there is only input from cells with different 
preferred features (plus noise): 

r inh - ' ~  -- IIV(~ + = ' "  inh 
i,j 

+ - t ,j) ( 7 )  

J 

We also choose a longer time constant (rmh = 
60 msec) for inhibitory than for excitatory con- 
ductances (text = 1 msec), because of the 
longer activation time constants of GABAer- 
gic synapses relative to glutaminergic (non- 
NMDA) synapses. 

Synaptic currents are products of a synap- 
tic conductance and the difference between 
V(t) and the respective reversal potential. We 
use the sodium reversal potential for excitatory 
synapses and the chlorine potential for inhibitory 
synapses. The total synaptic I(t) current is then, 

-~ --~ g e x c ( V  - -  VNa) + ginh(V -- Vd) (8) 

3 Results 

The activity of our V2 and V4 neurons is shown 
in Fig. 2. A key aspect of the "temporal tagging" 
hypothesis (Crick and Koch, 1990b) is evident 
here: in agreement with the data of Moran and 
Desimone (1985), the firing rate is modified by 
attention only in area V4, not in V2. Neu- 
rons in V2 respond to a stimulus at the same 
rate, whether they are unattended (Fig. 2A) or 
attended (Fig. 2B). Spike trains are not corre- 
lated between different trials (corresponding to 
different rows in Fig. 2A, B), except for the 
trivial correlation caused by the higher spiking 
frequency during stimulus presentation. Only 
the spike trains of attended neurons, recorded 
during the same trial, are correlated (see Fig. 4). 

Figures 2C, D show the spike activity of two 
inhibitory V4 neurons which receive input from 
unattended and attended stimuli, respectively. 
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Fig. 2. Spiking activity of different cells. For each cell, 13 spike trains are shown, each action potential being represented 
by a dot. Stimuli are presented between t ffi 0.2 s and t = 0.4 s. Activity outside this period is due to spontaneous firing. 
(A) Response of a V2 cell to a preferred stimulus. The cell's receptive field has no overlap with the focos of attention 
(P(t) ffi 1 for all t). (B) Same, but for a cell in the focus of attention. The average spike rate for complete overlap with 
a preferred stimulus is the same as in (A), namely 202 Hz during stimulus presentation and 2 Hz otherwise. (C) Activity 
in inhibitory V4 cells. In contrast to (A, B), now two stimuli are presented simultaneously in the receptive field of the cell, 
one being of the preferred kind, the other of the non-preferred kind. The attention is directed to the non-preferred stimulus 
(as in the right part of Fig. 3A). After an initial bursts of activity due to the onset of the stimulus, the cell becomes nearly 
quiescent. Average spiking rate during stimulus presentation 7 Hz, spont, activity 0.7 Hz. (D) Same stimulus as in (C), 
but now the attention is directed on the preferred stimulus (as in the left part of Fig. 3A). The neuron continues to fire 
due to its correlated input. Average spiking rate during stimulus presentation 17 Hz, spont, activity 0.7 Hz. (E) Activity in 
excitatory V4 cells. Stimulus as in (C, D), attention directed on the non-preferred stimulus (as in C). (F) Same, but attention 
dire�9 on the preferred stimulus (as in D). Note the higher firing rate in (F) vs. (E), due to the suppression of activity in 
the unattended neurons. For the stimulus shown, consisting of one 200 ms presentation per second, the average response to 
the stimulus (after subtraction of the spontaneous rate of 2.1 Hz) was suppressed from 16.9 Hz to 8.7 Hz. 
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The uncorrelated input to the unattended neu- 
ron is usually unable to push the membrane volt- 
age above the threshold, except at the stimulus 
onset when one or a few spikes are generated 
(Fig. 2C). Although the stimuli have identi- 
cal strength, the attended interneuron receives 
modulated input, which enables it to fire during 
the presentation of the stimulus (Fig. 2D). It 
can therefore suppress the response of the unat- 
tended excitatory V4 neurons. Figures 2E, F 

illustrate the resulting response of unattended 
and attended excitatory V4 cells. The attended 
cell (Fig. 2F) spikes at a significantly higher rate 
than the unattended cell (Fig. 2E; see below 
and Table 2 for a more quantitative characteri- 
zation). Note also the considerable spontaneous 
activity during the periods when no stimulus is 
present. Spontaneous activity is important in 
our model not only because a significant spon- 
taneous firing rate is frequently observed exper- 
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imentally in area V4, but also because the high 
level of added noise demonstrated the robust- 
ness of the temporal modulation mechanism we 
are proposing. 

In order to compare our simulations against 
the experiments of Desimone and colleagues, 
we chose a representation analogous to that of 
Fig. 10 of Desimone and Ungerleider (1989). 
Figure 3A shows the activity of an excitatory V4 
neuron with an effective and an ineffective stim- 

ulus in its receptive field. If attention is focused 
on the ineffective stimulus, the average rate of 
stimulus-generated action potentials (after sub- 
traction of the spontaneous firing rate of 2.1 Hz) 
which are generated by the stimulus is reduced 
from 16.9 to 8.7 per second. This reduction 
in firing by a factor of about 1.9 in our model 
(bottom row) is comparable to the experimen- 
tal results reported by Moran and Desimone 
(1985; middle row). They also found that fo- 
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Fig. 3. Effect of selective attention on neural response in V4 in experiment (center row) and model (bottom row). The 
stimulus configuration is shown in the top row. Simulated results are the sum of 50 simulated experiments. (A) A preferred 
(hatched) and a non-preferred stimulus were presented simultaneously in the receptive field in the cell during two period 
of length 200 ms each, indicated by horizontal lines below the histograms. The monkey attended to one location (circled) 
inside the receptive fields (RF) of the cell while maintaining fixation at the fixation point (FIX). When the animal attended 
to the location of the effective stimulus, the cell gave a good response (left), but when the animal attended to the it,cation 
of the ineffective stimulus, the cell gave only a poor response (right). The two periods of elevated activity visible in the 
experimental date correspond to the presentation of the target and the test stimuli used in the "delayed match to sample task" 
used to control the monkey's attention (see Desimone and Ungerlieder, 19889 for details of the experimental procedure). In 
our model, this was simulated by presenting the same stimulus twice. Experimental data reproduced, with permission, from 
(Desimone and Ungerleider, 1989). 
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Fig. 3. (Cont'd.) (B) As in (A), but with different stimulus condition, only one stimulus bar being present in the receptive 
field. In the experiment shown to the left, the monkey attends to the object inside the receptive field, while in the ease shown 
to the right, the attention is directed to an object outside the receptive field. In both cases, the cell response is comparable 
to the response to two stimuli when the monkey attended the preferred stimulus (A, left) and significantly larger than when 
the monkey attended the non-preferred of two stimuli (A, right). 

cussing attention on the ineffective stimulus fails 
to reduce the response to the effective stimulus 
as long as the attended stimulus is not inside the 
receptive field of the recorded cell. Figure 3B 
shows that this behavior (middle row) is repro- 
duced in our model (bottom row). As is seen in 
Table 2, attention increases the stimulus-related 

response of the inhibitory model V4 neurons 
by an even larger factor (from 4.9 Hz to 14.5 
Hz) than it is the case for tile excitatory neu- 
rons. However, these neurons are small, aspiny 
interneurons and we expect that microelectrode 
recordings which are not designed specifically to 
find such cells (for an example of such a study 
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Table 2. Influence of attentional modulation on spike rates 
in model area V4. The first row ("spontaneous") shows 
the average spike rates (impulses per second) of excitatory 
and inhibitory V4 neurons in the absence of external stim- 
uli (second and third column, respectively. The stimulus 
configuration corresponding to the second and third column 
is as in Fig. 3A, where two stimuli are presented in the 
overlapping receptive fields of two neurons with different 
preferred stimuli. Only one of the two stimuli is attended. 
The second row shows the response of excitatory and in- 
hibitory cells whose preferred stimulus is attended, and the 
third row the response of unattended cells (all in impulses 
per second). After subtraction of spontaneous activity, the 
response of the unattended cells is suppressed by about a 
factor of 2 for the excitatory cells and by a factor of 3 for 
the inhibitory cells. 

Stimulus Excitatory Inhibitory 

spontaneous 2.1 0.8 

attended 19 14.5 

unattended 10.8 4.9 

see Llinas et al. 1991) would only rarely record 
their activity. Instead, generic recordings will 
select the larger pyramidal cells. 

Cross-correlation functions between two long 
spike trains of attended and unattended cells in 
V2 and V4 are shown in Figure 4. It is easy to 
see that the cross-correlation function vanishes 
(except for statistical fluctuations) between two 
pure Poisson processes. This is found to be 
the case for the correlation function between 
unattended V2 cells (not shown). Attended V2 
cells, however, show positively correlated activ- 
ity if ~- is on the order of a few milliseconds, 
as is seen in Fig. 4A. For r ~ 15 ms, a valley 
in the correlation function is observed, i.e., a 
negative correlation. For longer times, the cor- 
relation function vanishes. This behavior follows 
from the temporal structure of the modulation 
of the V2 neurons which imposes synchronous 
firing for short times (2.5 ms) and suppression 
of activity after each period of enhanced firing 
probability for 17.5 ms (see inset in Fig. 1A). 
There is also a peak is the cross-correlation 
function at about 30 ms which is caused by a 
maximum in the inter-spike interval distribution 
at 30 ms. The modulation-induced peak in V2 
is reproduced approximately between attended 
V4 neurons, as is seen in Fig. 4B. On the other 

hand, only a very weak correlation is observed 
between two unattended V4 neurons (Fig. 4C). 
The importance of the correlation between at- 
tended pyramidal V4 cells, which is similar to 
the correlation imposed by the attentional mod- 
ulation on V2 neurons, lies in the fact that the 
pyramidal cells represent the output stage of 
area V4. The proposed mechanism conserves 
the synchronicity structure across cortical areas, 
allowing the system to "cascade" the mechanism 
to the next cortical stage. 

4 Discussion 

Temporal modulation of sensory evoked activ- 
ity in early cortical areas (like V2) is proposed 
as a labelling mechanism for neurons which re- 
spond to properties of an attended object. This 
is in spirit related to the hypothesis that the 
figure-ground distinction is similarly due to syn- 
chronous neuronal activity in all neurons firing 
in response to the "figure" (vonder  Malsburg 
and Schneider, 1986, Engel et al. 1992, Baldi 
and Meir, 1990). This labelling enables the 
system to suppress the cell responses to non- 
attended objects present in close vicinity of the 
attended object. The model is compatible with 
the known anatomy of the mammalian visual 
system and makes use of simple neuron models: 
neurons in V2 generate spikes with a Poisson 
distribution (with either a constant or a time- 
varying mean rate of fire) while V4 cells are 
of the leaky-integrate-and-fire type. By an ap- 
propriate choice of the details of the cell dy- 
namics, the properties of the inhibitory cells en- 
hance the coincidence-detection capabilities of 
integrate-and-fire cells while the excitatory cells 
are basically pure integrators. 

One of the hypotheses underlying the present 
work is the presently popular idea that the 
nervous system might make better use of the 
bandwidth available to spiking neurons by us- 
ing not only the average spike rate but also the 
details of the temporal structure of the spike 
trains (at a resolution of one or a few millisec- 
onds; see yon der Malsburg, 1981, McClurkin 
et al. 1991, Bialek et al., 1991). This al- 
lows the system to use a multiplexed code for 
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Fig. 4. Cross-correlations between (A) two V2 cell with receptive fields in the focus of attention, (B) two excitatory V4 cells 
in the focus of attention, (C) two excitatory V4 cells outside the focus of attention. The cross-correlation function U/,g(r) 
between the spike trains of two cells is computed as follows. We divide each of the spike trains, f ( t )  and g(t), in N adjacent 
pieces of length T each and number these segments as f i(t)  and gi(t), respectively. Segments are defined by / i ( t )  = f ( t  - iT)  
for 0 _< t < T, and analogously for gi(t). We chose N = 3 in (A) and N = 31 in (B, C), the length of each segment being 
in each case T = 32.768s. Longer spike trains (length about 1000 s) were use for V4 neurons (in B,C) than for V2 neurons 
(length about 100 s; in A) in order to obtain comparable signal-to-noise ratios, since the average firing rate of V4 neurons 
is about 10 times smaller than that of V2 neurons. Assuming that correlations over very long times (longer than T) are 
accidental, we can then compute a shift predictor 

S('r) = N ( N  - 1) f i(t)gj(t  + r)dt (9) 
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Fig. 4. (Contd.) 

where the sum runs over the N ( N -  1)/2 permutations of ( i , j )  with i < j.  The correlation function is then found as 

N 

(lO) 

(In practice, the integrals are computed in Fourier space, using the fact that the Fourier transformation of the correlation 
function between two functions is the product of the Fourier transforms of the first function with the complex conjugate of 
the Fourier transform of the second function.). For a pure Poisson process, the correlation functions vanishes except for 
statistical fluctuations. The modulation-induced peak in V2 (A) is reproduced approximately between attended V4 pyramidal 
neurons (B), while only a very weak correlation is observed between unattended V4 pyramidal neurons (C). Valleys in (A) 
and (13) are due to the 17.5 msec long suppression of activity after each 2.5 msec long period of elevated firing~ 

different information dimensions. In the case 
considered, the stimulus properties are coded 
in terms of the average spike rate of neurons 
in primary cortical areas, whereas information 
about the attentional state of the animal (i.e., 
which stimulus is at any given time attended 
to) is provided in the fine temporal structure 
among spike trains. One of the crucial tasks 
of higher cortical areas would then be to de- 
code this information and to make both kinds 
of information available. In the implementation 
suggested in the present work, the two kinds of 
V4 neurons described subserve this function, 
one of them (the inhibitory neurons working 
in the coincidence-detection regime) detecting 
correlated input while the other (the excitatory 
neurons of the integrator type) determining the 
average activity. Despite the simplicity of the 
model, it is capable of reproducing electrophys- 
iological results quantitatively (Fig. 3). Noise 
in the form of realistic spontaneous activity was 
included in all stages to demonstrate the robust- 
ness of the proposed mechanism. 

We here assume that synchronization is in- 
troduced by briefly and rapidly increasing the 
input from the saliency map in the form of 
P(t) (see eq. 2 and Fig. 1A) to all neurons. 
By transiently increasing the firing rate of all 
neurons within the "focus of attention," cross- 
correlation among the neurons is induced for a 
short time. However, even this brief period of 
mutually enhanced firing probability is sufficient 
for the postsynaptic V4 interneurons to suppress 
activity of all non-attended cells. 

In other modelling work (e.g., Olshausen et al. 
1993), the suppression of unattended stimuli 

is effected by switching off the input of unat- 
tended neurons using specific synaptic connectiv- 
ity schemes (thus the term "input-gating models" 
in the terminology of Desimone, 1992). In con- 
trast, the requirements of our model regarding 
the details of the connectivity are minor, at the 
cost of a higher complexity in the temporal fine 
structure of the neuronal spike trains. Instead 
of switching off selected neurons by cutting off 
their input, temporal structure is used in our 
model to modulate the cells' output responses. 
Our model would therefore be classified as a 
"cell-gating model" by Desimone (op. cir.). 

In a previous report (Niebur et al., 1993), we 
studied a model in which temporal tagging was 
implemented at the single cell level using an os- 
cillatory signal in the 30-50 Hz range (referred 
to as "40 Hz" oscillations) observed in the visual 
system of the cat and macaque monkey (Eck- 
horn et al., 1988, Gray and Singer, 1989, Gray 
et al. t990, Livingstone, 1991, Gray et al., 2993, 
Kreiter and Singer, 1992). The two models are 
based on the same overall anatomical architec- 
ture (compare Fig. 1 in Niebur et al., 1993 
with Fig. 1 in this report), and in both models, 
competition between V4 cells is biased by tem- 
poral modulation in earlier cortices. The nature 
of this modulation is, however, different in the 
two models, and therefore different functional 
cell models are required. Temporal tagging was 
mediated in the previous work by oscillatory 
modulation of the average spike rate around a 
mean value. However, while the existence of 
single unit activity oscillating in the 30-70 Hz 
range is strong (for a review see Singer, 1993), 
a number of groups have failed to find such 
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oscillatory activity in single neurons in cortical 
areas V1, MT and IT in the anaesthesized mon- 
key (Young et al., 1992, Tovee and Rolls, 1992, 
Bair et al., 1994). We therefore investigate al- 
ternative ways to implement temporal tagging 
in the present model in which no periodically 
recurring events are required. Instead, attended 
regions of the visual field are distinguished from 
unattended regions by the activity of V2 neu- 
rons which respond to attended stimuli by firing 
synchronously (within a few milliseconds) but 
not periodically. In both case, there is no cor- 
relation between unattended neurons. These 
different modulation schemes in early cortices 
are reflected in different detection schemes in 
higher areas. The oscillatory modulation used 
in (Niebur et al. 1993) was detected in area V4 
by frequency selective neurons. In the present 
work, detection of attended stimuli relies on 
neurons which detect coincidences in their in- 
put, rather than specific frequencies. 

Which o n e - i f  a n y - o f  the described two 
models corresponds to physiological reality will 
ultimatively have to be determined by exper- 
iment. But models predict relatively subtle 
changes of the temporal structure of spike trains 
inside the focus of attention compared to the 
response to the same stimulus outside the focus 
of attention. If the implementation of selective 
attention is based on oscillatory mechanisms, 
as proposed in (Niebur et al., 1993), periodic 
modulation should be visible in the recordings 
of cells with attended stimuli in their receptive 
fields (but their amplitude can be expected to 
be relatively weak, as was shown in the cited 
work). In contrast, modulation by synchroniza- 
tion, as proposed in the present work, would not 
be visible in any single spike train, but only in 
multi-unit recordings. Furthermore, both mod- 
els predict correlations between spike trains gen- 
erated by neurons in different cortical areas if 
an attended stimulus is present in their recep- 
tive fields. The discovery of stimulus-locked, 
long-distance correlations between cells in vi- 
sual cortex of cat (Gray and Singer, 1989, Engel 
et al., 1991a, Engel et al., 1991b) and monkey 
(Kreiter and Singer, 1992, Livingstone, 1991) is 
certainly compatible with this prediction, insofar 
as it shows that the neural substrate is capable 

of producing such synchronization. However, 
these experiments cannot be taken as direct ev- 
idence for the validity of the presented model, 
since this would require careful control of the 
attentional state of the animals, which was not 
the case in the cited studies (most of which were 
performed in anesthetized animals). 

Keele and collaborators used psyehophysical 
methods to study temporal mechanisms for at- 
tentional binding (Keele et al,, 1988). They 
found that binding of different features of an 
object to closely related to the common loca- 
tion of these features, whether the features are 
presented simultaneously or not. These findings 
provid little support for models in which exter- 
nal temporal information is used for attentional 
binding (e.g., vonde r  Malsburg and Schneider, 
1986, Horn et al, 1991), but they are consistent 
with models in which the temporal patterns are 
generated internally, as in our models. Indeed, 
the strong correlation of attentional binding with 
the spatial location of the object is consistent 
with both of our models, since they are based 
on a spatially defined focus of attention in which 
the modulation takes place. 

A consequence of the brain's distributed cod- 
ing of features is that the brain must identify 
and distinguish objects based on the conjunction 
of features. In the Crick and Koch (1990a,b) 
and in other models (yon der Malsburg, 1981, 
Engel et al., 1992), this is achieved naturally by 
imprinting a temporal structure on the neural 
signals at the peripheral level, which can then 
be detected in all structures higher in the corti- 
cal hierarchy. The representation of features of 
the objects inside the focus of attention share 
a common trait throughout all cortical areas, 
namely their temporal structure. We suggest 
that imposing a temporal modulation on at- 
tended sensory signals is a plausible mechanism 
for producing unique percepts within the highly 
distributed architecture of the cortex. 
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