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Abstract 

In this paper we propose an answer to the following problem of comparative statics in models with 
multiple sources of risk: How a risk averse agent will change his coinsurance demand when the 
distribution of the insurable loss is shifted? To answer the question, we first comment on Jack 
Meyer 's  results and then we show how an alternate approach leads to more definitive comparative 
statics. 
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1. Introduction 

In his article (this issue), Jack Meyer addresses the difficult problem of compar- 
ative statics analysis in models with multiple sources of risk. The discussion is 
presented in terms of coinsurance demand ~ with two sources of randomness that 
can be independently distributed or stochastically dependent. The comparative 
statics concerns the following question: How will a risk averse agent change his 
coinsurance demand when the distribution of the insurable loss is shifted? In this 
paper, we first comment on Meyer's results and then show how an alternate ap- 
proach leads to more definitive comparative statics. 

2. Comment  

J. Meyer analyzes the effects of four different shifts: first degree stochastically 
dominant decrease, first degree risk reducing deterministic transformations of in- 
surable losses, Rothschild-Stiglitz mean preserving decrease in risk, and simple 
risk reducing deterministic transformations of insurable losses around the insur- 
ance premium. Four theorems are discussed in detail; two with independent ran- 
dom variables and two with stochastically dependent variables. More generally, 
he proposes a methodology to handle the specific characteristics associated with 
the comparative statics analysis of problems with more than one random variable: 
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the notion of beneficial changes in a random parameter  is introduced and a ceteris 
paribus assumption concerning the other random parameters is proposed. When 
the random parameters are independently distributed, the ceteris paribus assump- 
tion considered is that of Hadar and Seo [1990] who assumed that the distribution 
function of the other random variables remains fixed when shifts in the distribu- 
tion of one asset are considered for comparative statics analyses. When the ran- 
dom parameters are not independently distributed, we face the difficulty of defin- 
ing a shift in risk of  one random parameter  without altering the riskiness of the 
other random parameters;  i.e. without altering the marginal distribution of the 
other parameters.  In his article, J. Meyer  proposes the use of deterministic trans- 
formations to solve this problem. 

Following Meyer  [1992], we consider an insurance model with two random vari- 
ables 17 and (M - X) where 17 is the background risk and (M - X) is the value of the 
insurable asset. 2 The problem of the risk averse individual is to maximize 

BM 

EU(~ ,N1)  = ff g ( z ( ~ , x , y ) )  hl(x,y) dxdy 
00 

(1) 

where Z - = M  - X + !? + g(~ - P); 
P = marginal cost in insurance, 0 < P < M; 

= coinsurance rate; 
hl(x,y) = joint density of the initial risky situation; 

[0,M] x [0,B] = support of (~,17). 

It is important to emphasize here that Z is a linear payoff  of both g and the 
random variables ~ and 9. (See Dionne, Eeckhoud t  and Gollier [1990] for more 
details.) 

The first order condition for an interior solution of the above problem is 

BM ff 0---~- (g,,hO = U'(Z(5,,x,y)) (x - P) h,(x,y) dxdy = 0 (2) 
O0 

02EU 
Under strict risk aversion, - ~  < 0, and the above first order condition is nec- 

essary and sufficient for g~ to be the optimal (interior) coverage. We are now ready 
to present some comparative statics analyses. 

Theorem 1 and 3 in Meyer ' s  article extend to the insurance problem Hadar and 
Seo's results on portfolio selection with two independent risky assets.3 In theorem 
3 it is shown that if relative risk aversion is (weakly) less than one and if decision 
makers are increasingly relative and decreasing absolute risk averse, then the de- 
mand for insurance is reduced when the insurable loss undergoes a Rothschild 



COMPARATIVE STATICS 23 

and Stiglitz decrease in risk. Theorem 1 shows the same result when the insurable 
loss undergoes a first degree stochastically dominant decrease. In this case the 
sufficient conditions to obtain the desired result are simply that the individual is 
risk averse and that relative risk aversion is (weakly) lower than one. In both 
cases, since the studied shifts are general, restrictions on utility functions are 
necessary to obtain acceptable results or results that are intuitively appealing. 
However  the same results Can be obtained more directly by using the concept  of  
partial relative risk aversion (Menezes and Hanson [1970] and Zeckhauser  and 
Keeler  [1970]) instead of combinations of  both absolute and relative risk aversion. 
Suppose that wealth (Z) has two components  (Z~ + 7'2 ~- Z) .  Then partial relative 
risk aversion (Rp) is defined by 

-- Z Utt(Z1 q- z2)  
Rp(Zl,Z2) = 2U--7~1 Jr- Z2 ) • 

As shown by Diamond and Stiglitz (1974) 

dRp _ dRr Zi dR---e 
dZ2 dZ2 dZ 2 

where Ra and R r are used for absolute and relative risk aversion respectively. 
When Rr is nondecreasing and Ra is nonincreasing, Rp is nondecreasing. The re- 
verse is not true which reinforces the idea that the direct use of partial relative 
risk aversion for comparative statics analyses may generate more general results. 
Applying the above definitions to the insurance problem one can restate the re- 
suits of  Theorem 1 and Theorem 3 as follows: 

Theorem 3': I f  ~ and y are independent random parameters and ~ undergoes a 
Rothschild and Stiglitz decrease in risk, then decisions makers who are nonde- 
creasingly partial risk averse with Rp (ZI, Z2) <- 1 for all ZI, Z2, will (weakly) de- 
crease 8. 

Proof." It is sufficient to show that U'(Z) (x - P) is convex in x for all values for y. 
The first derivative is equal to U'(Z) [1 - Rp(Z~, Z2)] where Z~ ~- M - P + y 
and Z2 -= ( 3 - 1 )  ( x - P ) .  Differentiating again we obtain ( 8 - 1 )  {U"(Z) [1-Rp(Z~, 

ORp 
Z2)] - U'(Z) ~22 (Zj, Z2)} which is (weakly) positive when the two sufficient con- 

ditions of  the theorem are used and when (8 - 1) < 0. 

Theorem 1': I f 2  and y are independent random parameters and 2 undergoes a 
first degree stochastically dominant decrease, then risk averse decision makers 
with Rp(ZI,Zz) <~ 1 for all Zj, Z2, will not increase 8. 
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The proof  is straightforward from the first derivative of  U'(Z) (x - P) above and 
the use of the sufficient conditions. The requirement that R~ -< 1 for all Z~ and Z~ 
implies that Rr -< 1 for all Z. Let  Z~ = 0 to see the point. This means that Theo- 
rem 1' is simply a restatement of Theorem 1 in Meyer ' s  art icle? However  Theo- 
rem 3' is a generalization of Meyer ' s  Theorem 3 since it allows the possibility of 

dRa ___ 0. Moreover,  dRp dRF 
-> 0 for all ZI and Z2, implies that ~ -  -> 0. 

dZ2 

The above result about first degree stochastic dominance has to be qualified 
more carefully. In his article, Meyer  assumes explicitly that the insurance pre- 
mium is not affected when shifts in the distribution of losses are considered. This 
restriction is natural when we consider mean preserving increases in risk. 5 Indeed, 
when the insurer is risk neutral, only expected losses matter  in setting premiums. 
The existence of a positive loading is then rationalized by the presence of trans- 
action costs. This restriction is also natural when we are concerned with a specific 
decision maker 's  loss distribution. However,  it is clear that when expected losses 
are shifted for all the insured in the portfolio, the insurer's profitability is shifted 
and premiums have to be adjusted. More investigation of  this particular assump- 
tion is necessary since in many circumstances exogenous shifts in risk may affect 
a significant group of individuals in the insurer's portfolio. 

The same comment  applies to Meyer ' s  Theorem 2 where it is shown that a first 
degree stochastically dominant decrease in ~ reduces 8 under the same sufficient 
conditions as in Theorem 1. However  here X and 5, are stochastically dependent  
and the result was obtained by using a deterministic transformation of the random 
variable R. 

We now concentrate the discussion on the effect of a second degree decrease 
in risk on 8, when random variables are not necessary stochastically independent.  
This analysis is related to Theorem 4 in Meyer ' s  contribution where three ingre- 
dients are used to obtain the desired intuitive comparative statics results: 1) the 
change in the random parameter  is (semi-) deterministic; 2) the transformation of 

corresponds to a simple decrease in risk around P (to be defined); however,  the 
mean is not required to be kept fixed; 3) finally, the transformation is expected 
utility increasing. 

We comment  on these ingredients before presenting the main results. Deter- 
ministic transformations of random variables were used by Sandmo [1970] in his 
classical article on optimal saving under uncertainty where he applied a linear 
transformation of the random variable (or a stretching of a random variable 
around a constant mean) to represent a particular type of risk increase. 6 This 
transformation approach was recently generalized by Meyer  [1989] and Meyer  
and Ormiston [1989] who showed that a particular class of deterministic transfor- 
mations can be interpreted as a fourth characterization of a Rothschild-Stiglitz 
decrease in risk. Let  us suppose that the random parameter  ~ is t ransformed by 
using the function t(~) which is assumed to be non decreasing, continuous and 
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differentiable. Then, the transformation from X to Z = t(X) represents a Roths- 
child and Stiglitz decrease in risk if it guarantees that the mean of the random 
variable is preserved and guarantees that the initial random variable (X) is second- 
order stochastically dominated by the transformed random variable (Z). There- 
fore, deterministic transformations that share these characteristics represent a 
general definition of a decrease in risk and restrictions on utility functions are 
needed to obtain unambiguous comparative statics results. In fact, in their 1989 
article, Meyer  and Ormiston proposed restrictions on both the utility functions 
and the deterministic transformations to obtain intuitive comparative statics re- 
sults. They showed that a risk averse decision maker wilt invest more in a risky 
asset if t(X) is a simple deterministic decrease in risk and if its utility corresponds 
to a decreasing absolute risk aversion function (see Alarie, Dionne and Eeckhoudt  
[1992] for an application to the coinsurance problem). It should be noted that the 
above definition of a simple deterministic decrease in risk is not restricted to be 
around a particular parameter.  

An alternative method is to use an even more restrictive definition of decrease 
in risk. For  example, the definition of  a strong decrease in risk was introduced in 
the literature by Meyer  and Ormiston [1985]. It has proved to be a useful restric- 
tion of  the Rothschild-Stiglitz [1970] definition of a decrease in risk which obtains 
intuitive comparative statics results. The same restriction can be applied to deter- 
ministic transformations: probability mass of  the original distribution can be re- 
distributed to points inside its support. This case will be discussed later. Another  
type of restriction is to use a simple decrease in risk across a particular point. In 
his article, J. Meyer  uses a simple decrease in risk across P, the marginal cost of  
insurance. 

The third ingredient (increasing expected utility) is particularly important since 
this was never emphasized in modeling comparative statics results in the presence 
of  a single random variable. Of course, all existing changes in risk exhibiting the 
intuitively appealing comparative statics results for the case of one random pa- 
rameter are restricted cases of the Rothschild-Stiglitz definition of decreases in risk. 
Therefore, they all unambiguously increase expected utility. This point is emphasized 
in Gollier [1991] who shows that it is possible to find changes in risk which are 
beneficial, but which increase the demand for insurance, even with a single random 
parameter. As pointed out in Meyer's paper, in the presence of two risky assets, a 
decrease in one risk can either increase or decrease the expected utility of a risk 
averse individual. For example, as shown in the first example of Meyer's article, a 
mean preserving decrease in risk can eliminate the possibility of diversifying the 
decision maker's risk when the two risks are negatively correlated. 

Theorem 4 uses an assumption on the variation of the expected utility to get 
the result. We will show that this last restriction is not necessary to obtain com- 
parative statics results in presence of  two dependent  random variables. We will 
also show that fully deterministic transformations of  the insurable loss are. not 
necessary;  semi-deterministic transformations of  x will be sufficient. 
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3. Extension 

A necessary  and sufficient condition for g2 < gl is that 

B M  

0EU(g,,h2) _ (x-p) h:(x,y) dxdy < 0. 
0g 

0 0  

(3) 

In order to introduce our main results with two dependent  random variables,  
let us first consider the simple case where y = Y0 with probabili ty one (no back-  
ground risk) so that hi(x,y) is degenerate:  hi(x,y) = f~(x) [~(y), i =  1,2, with [3(y) 
being the Kronecker  function. 

Let  F~(x), i=  1,2, denote the cumulative distribution function of x. A useful 
definition is the following. 

Definition 1: (Dionne-Gollier [1991]): We say that F2(x) is a simple decrease in risk 
(sDR) across P of  Fl(x) if and only if 

1.1) the mean is preserved 
1.2) Fz(x) is larger than Fl(x) whenever x is larger than P and F2(x) is less than 

Fl(x) whenever x is less than P. 

A simple decrease in risk is illustrated in Figure 1. 

Definition 2: (Dionne-Gollier [1991] and Meyer [1992]. 7 We say that t(x) represents 
a simple risk reducing deterministic transformation across P of  2 if and only i f  it 
is a deterministic transformation satisfying the following properties: 

density 

P x 2 

Figure 1. A simple decrease in risk across P. 

X 
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2.1) E[t(2)] = E(X) 
2.2) t(x) is nondecreasing and t(x) <- x whenever x > P and t(x) >- x whenever 

x < P .  

It should be emphasized here that the above definition of a simple decrease in risk 
across P differs from that in Meyer and Ormiston [1989] which is not restricted to 
be around a particular parameter. 

Proposition 1: l f  F2(x) is a simple decrease in risk across P o fF, (x)  or i f  2 under- 
goes a simple risk reducing deterministic transformation across P, then all risk- 
averse individuals (weakly) reduce their coinsurance rate; ~2 ~ ~1 ~ 

The proof consists of showing that the above conditions are sufficient to verify 
that 

M 

0EU f O--~- (8,,f2) = U'(Z(~,,x,y)) ( x - P )  (fz(X) - f,(x)) dx < 0 (4) 
0 

for all strictly concave utility functions and all admissible values of g~. See Gollier 
[1991] and Dionne and Gollier [1991] for more details. In fact, Dionne and Gollier 
[1991] show that simple decreases in risk are equivalent to simple risk reducing 
deterministic transformations. 

We now extend the above results to the case of two dependent random variables 
where any type of stochastic dependence is permitted between X and ~?. Define 
conditional density of x given y (f~(xly),i = 1,2) and the marginal density of y by 
gi(y),i = 1,2. Thus hi(x,y) = fi(xly) gi(Y). As in Meyer 's  contribution, we consider 
a change in the distribution of the insurable loss while assuming that the marginal 
distribution of y is held fixed gE(Y) --- g2(Y). We can also consider deterministic 
transformations of the insurable loss distribution but need not. However, as 
pointed out above, when we consider deterministic transformations we do not 
impose the same deterministic transformation t(x) for all y. Our methodology al- 
lows us to consider more general transformations t(xly), that is, semi-determin- 
istic transformations of x that are conditional on the realizations of y (See Dionne 
and Gollier [1991] for more details). 
We are now ready to present our main result: 

Proposition 2: If, for  all possible real&ations o f  the background risk y, the distri- 
bution o f  the insurable losses x conditional on y undergoes a simple decrease in 
risk across P, then all risk averse individuals will (weakly) decrease their demand 
for insurance. 
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Proof: From the above discussion we have that 

B M 
0EU(gl'ha)- ![!U'(Z(gI'x'Y))(x-P)d(Fz(xIY)- FI(xIY))] g ( y ) d y 0 g  (5) 

We have shown in Proposition 1 that the square bracketed term in (5) is negative 
if Fz(xly ) is a simple decrease in risk across P. Since this property holds for every 

OEU(~l,h2) 
y, it implies that above is negative. The concavity of EU concludes the 

08 
proof. 

4. Other results 

Dionne, Eeckhoudt and Gollier [1991] have shown that, for the case of one ran- 
dom variable and for linear payoffs, if fz(X) is a relatively weak decrease in risk of 
f~(x), then ~2 ~ ~l" A direct implication of that result will be useful for the follow- 
ing discussion. Let us first rephrase the definition of strong increases in risk 
(Meyer and Ormiston, [1985]): 

Definition 3: We say that f2 is a strong decrease in risk compared with f~ if" and 
only i f  there exist xl,x2 in [O,M], x~ < x2, such that 

3.1) the mean is preserved 
3.2) A(x )  = o Vx ¢ [x,,x2], A(x )  >- f l (x)  v x  ~ [xl,x2]. 

Proposition 3:lff2 is a strong decrease in risk compared with fl  then all risk averse 
individuals will (weakly) decrease their insurance coverage (~2 <- ~0. 

The proof is similar to that of Proposition l where it is shown that (4) is nega- 
tive. 

The following definition of a strong deterministic transformation of ~ can be 
useful for some applications. 

Definition 4: t(x) is a strong risk reducing deterministic transformation o f  x i f  and 
only if  there exist Xl, x2 E [O,M], xt < x~ such that 

4.1) t(x) and x have the same mean; 
4.2) t(x) e [x~,x2]for all x outside [xl, x2] and t(x) = x for all x e [xl, x2]. 

Any strong decrease in risk can be represented by a strong risk reducing deter- 
ministic transformation of the insurable loss. Therefore, the result of Proposition 
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I also applies to a strong deterministic transformation of ~. We can also extend 
the result of  Proposition 3. 

Proposition 4: If, for all possible realisatLons of the background risk y, the distri- 
bution of the insurable losses x conditional to y undergoes a strong decrease in 
risk, then all risk averse insured will (weakly) decrease their demand for insur- 
arlce .  

The proof  is similar to that of Proposition 2 where we obtain that (5) is negative. 
A more general result is obtained in Dionne-Gollier [1991] when combinations 

of different decreases in risk of x are applied. Notice,  that as said earlier, any 
strong decrease in risk conditional on y can be represented by a semi-determin- 
istic risk reducing strong transformation t(xly) of x. Similarly any simple decrease 
in risk conditional on y can be represented by a semi-deterministic simple risk 
reducing transformation t(xly) of  x. This is illustrated in Figures 2 and 3 where 
different strong risk reducing deterministic transformations and simple risk re- 
ducing deterministic transformations are observed at Yl and Y2 respectively. 

5. Conclusion 

Let  us conclude with the following remarks about portfolio selection with more 
than one random asset and demand for insurance with a background risk. The two 
problems are not formally identical. In the portfolio problem with two random 
assets the payoff  Zp is defined as 

Z p ~ b ~  + ( l - b ) ?  + Z o 
=-b( :~-9)  + P + Zo 

, density of x 
conditional on y 

M 

//r //,~ 

11 iii 

[y [ I r I / / / P! ! / A i / I_/ -  / l l  /" 

/ /  
/ / /  

/ 
Yl Y2 

Figure 2. Condi t ional  d is t r ibut ions  undergo  simple dec reases  in risk. 
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,density ofx 
conditional on y x • ,, 

/Z• /F  

¢,/ i f 
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Y~ Y2 

Figure 3. Conditional distributions undergo strong decreases in risk. 

where b is the decision variable and ~ and ~ are random returns for assets x and 
y and Z0 is a constant parameter. 

In the coinsurance problem, the payoff Za is equal to 

Z a ~ (M-R) + a(R-P) + 9 
(8-1)  (R-P) + ~ + Z 0 

where Z0 -= (M-P) .  When EU is maximized over 8, background risk is not ad- 
justed, although it influences the optimal level of insurance coverage. The same 
comment applies when a shift in the distribution of x occurs; the adjustment of 
does not affect directly the level of the background risk. In portfolio models, when 
b is chosen, (1 - b )  is determined. Moreover, in the analysis of the effects of shifts 
in the distribution of x on b, (1 -b )  is also adjusted and there is a substitution of 
assets in the portfolio. In that respect, the portfolio problem is a different problem 
than the simple coinsurance problem with an exogenous background risk, a par- 
ticularity not observed in presence of a single risk since both payoffs are equiva- 
lent: 

Zp -= b ( ~ . - r )  + Z o 
Z, -= (8 -1)  (R- P) + Z 0. 

In the presence of more than one random variable, the two problems are equiv- 
alent when the background risk is not exogenously determined, as in the model 
of Mayers and Smith [1983]. An extension of the analysis to this general model is 
welcome. Another extension is to consider changes in background risk. 

Professor J. Meyer has presented a very important contribution to the theory 
of economic behavior under uncertainty. His paper will rapidly become a path- 
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breaking contribution to the literature on the comparative statics analysis of 
changes in risk under multiple sources of risk. 
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Notes 

1. For an analysis of the effect of increases in risk on the optimal deductible in presence of a single 
risk, see Eeckhoudt, Gollier and Schlesinger [1991]. 

2. On the demand for insurance in presence of uninsurable background risks see also Doherty and 
Schlesinger [1983, 1985l, Eeckhoudt and Kimball [1992], Levy-Garboua and Montmarquette 
[1991], Ramaswami and Roe [1992] and Scarmure [1991]. Mayers and Smith [1983] studied the 
simultaneous optimal choices of insurance and assets portfolio; i.e. they developed a general 
model where the "background" risk is endogenously determined. 

3. See also Meyer and Ormiston [1991] for an analysis of optimal portfolio decisions under multiple 
sources of risk. 

4. We thank J. Meyer for pointing out some results in this paragraph. For others applications of 
the definition of the partial relative risk aversion function, see Dionne [1984], Briys and Eeck- 
houdt [1985] and Eeckhoudt and Gollier [1991]. 

5. See however Eeckhoudt, Gollier and Schlesinger [1991]. 
6. See Eeckhoudt and Hansen [1980] for a squeeze of a random variable around a constant mean 

which is also a deterministic transformation. 
7. For another definition of simple transformations of random variables see Hammond [1974]. 
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