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On the Game of Two Cars 

P. B O R O W K O  1 A N D  W. R Z Y M O W S K [  2 

Communicated by G. Leitmann 

Abstract. Necessary and sufficient conditions for the existence of the 
evasion strategy in the so-called game of two cars are given. 

Key Words. Differentia1 games, pursuit-evasion games, piecewise 
programming strategy, evasion strategy. 

1. Introduction 

Let us consider a well-known (Ref. 1) pursuit-evasion game in which 
the evader and the pursuer move according to the equations 

x;(  t) = v~ cos  x3 ( t ) ,  

x~(t) = vE sin x3(t), ( l)  

x;(t) = u(t),  

and 

y~(t) = Vp COS y 3 ( t ) ,  

y;( t) = vp sin y3(t), (2) 

y ; ( t )  = w( t ) ,  

respectively; here, u and w are measurable functions, 

u:[O, oe)-~[-a,a],  0 < a e ~ ,  

w:[O, co)-~[-b,b], 0 < b ~ N ,  

with rE, vp real, positive numbers. 
Denote by U,, t e [0, co), the set of  all measurable functions u: It, co)-~ 

[ - a ,  a] and by W the set of  atI measurable functions w: [0, co) ~ I -b ,  hi. 
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Consider the set of  all pairs of the form (e, {tn}); here, e is a function 
defined on the set [0, oe) x R 3 x ~3, such that 

e ( t , x , y ) e  U,, ( t ,x ,y)e[O, oo) xR3xiR 3, 

and {t.} denotes an increasing sequence of nonnegative numbers satisfying 
the following conditions: 

0 = to, lim t. = oo. 
n - . ~ o o  

This set is called the set of strategies of the evader and is denoted by ~. 
It is not hard to see that ~ is the so-called set of piecewise programming 

strategies (see Ref. 2), in which decisions about the control are taken at 
times from the sequence {t.} only. 

Also, consider the set of  all functions p: Uo-~ W such that, if  

u,/i  ~ Uo, t e [0, oo), Ul[o,,] =/~1[o,,], 

then 

p(u)lto,,~ = p(a)ko, ,~.  

This set is called the set of  strategies of the pursuer and is denoted by ~. 

Lemma 1.1. Assume that 

X"~'(XI, X2, X3) C~ 3, y=(yJ,y2,  y3) E~ 3, 

(e, {t.}) e ~, p e ~. 

There exists exactly one pair of  trajectories 

x = (xl, x2, x3), Y = (Yb Y2, Y3), 

and exactly one pair of measurable functions (u, w) e Uo x W, such that: 

(i) w = p ( u ) ;  
(ii) x is a solution of (1) with the initial condition x(0) = x, and y is 

a solution of  (2) with the initial condition y ( 0 ) = y ;  
(iii) ujtt,,,,.+~]=e(t.,x(t.),y(t.))lE,..~.+jj, n e N .  

Proof. It proceeds by induction. 

We say that the trajectories from Lemma 1.1 are determined by the 
initial situation (x, y) and by the strategies (e, {t~}) and iv. 

Definition 1.1. The pursuer wins for the initial condition ( x , y ) e  
~3 X~3 if  there exists a strategy p e ~ such that, for any strategy (e, {t~}) e ~, 



JOTA: VOL. 44, NO. 3, N O V E M B E R  i984 383 

one can find t c [0, co) for  which 

x~( t )=y , ( t ) ,  i = 1 , 2 ;  

here, the pair  (x, y) is de termined by (x, y) ,  (e, {tn}), p. 

Detimtion 1.2. The evader  wins for  any initial condit ion,  if there exists 
a strategy (e, {t~}) ~ ~, such that  

(x , ( t ) ,  x2(t)) ¢ (y l ( t ) ,  y2(t)),  

for any (x, y) ~ N3 xN 3, (xl, x2) ¢ (Yl, Y2), any strategy p c ~,  and every t 
[0, ec); here,  the pair  (x, y) is de termined by (x, y),  (e, {tn}), p. 

2. Main Result 

Theorem 2.1. The  evader  wins for  any situation iff 

~)P < ~)E, b13p ~ aVE, 

o r  

(3a) 

vp = vL~, b < a. (3b) 

Without  loss of  generality, we may assume that 

V E = l ,  / ) p =  ~)~ 

where v e R, v > 0; we wilt consider  such a game from now on. In this case, 
the condi t ion  (3) assumes the form 

v < 1, by ~ a, (4a) 

o r  

v = 1, b < a. (4b) 

3. Necessity 

(a) Let us assume that v >  1, 

Lemma 3.1. Assume that the funct ion u: E0, oo) -~ I - a ,  a]  is measurable  
and, for  

t ~ [0, a-2bx/v -T-S- 1], 
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we have  

~,={~,~io[f~, q}/{~2 cos~[I~ ~, 4}  
Then,  w projects  [0, a-2bv , ]~  - 1] into I - b ,  b] and  it is a measurab le  function.  

Lemma  3.2. Assume  that  the funct ions  u and  w are the same  as in 
L e m m a  3.1 and,  for  

t ~ [0, a -2b  v 2 x / ~ -  1], 

we have 

fo[  Io ~ ] x 2 ( t )  = sin ~ / 2 +  w(r) dr ds, 

Io[ I: J y2(t) = v sin ~ r - a r c s i n ( v  -1) + w(r) dr ds. 

Then,  

x2(t) = y2(t),  r e [ 0 ,  a-2bvZ,/~-l]. 

Proof. Because  

x2(0) = y~(O), 

it is sufficient to p rove  that,  for  

t c [0, a-2b~/v -771], 

we have  

x'2(t) = y~(t).  

Lemma 3.3. Assume  that  a > b, the funct ions u and w are the same 
as in L e m m a  3.1, and  

to = min{a-2b',/v-5~- l, ~ / - ~ /  a~/v + 1}, 

d = - , / v -~ -  1 t o -  ( a / 2 ) (1  + v)t~: 

assume also that,  for  t ~ [0, to], we have 

fo[  I: ] y l ( t ) = d + v  cos ~ r - a r c s i n ( v - l ) +  w(r) dr ds. 
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Then, 

y,(to)<X,(to). 

Proof.  Let 

f ( t )=  v2~- l t - (a /2)( l  +v)t 2. 

Then, 

f ( t ) >  0, te(O, 2~/-v--~/a~/~-+l). 

Hence,  

d = f ( t o )  > 0. 

From the inequali ty b < a, and since 

sin[~r - a rcs in(v- l ) ]  = v : l ,  

it results that  

yl ( t )  - x , ( t )  = y ,  (o )  - x l  (o)  + t[y'~ (o)  - x', (o ) ]  

+ fo' { fj [y'((~)-x';(~)l d,} ds 
<~ d + tv cos[rr - a rcs in(v- l ) ]  + (a/2)(a + vb) t 2 

= d -~/v-~-l t+(a/2)(a + vb)t2< d - f ( t ) .  

Therefore,  for t = to, we have 

Yl (to) - x~ (to) < d - f ( t o )  = 0. 

(b) Let now v~< 1 and a < b w .  

Lemma 3.4. Assume that the funct ion u: [0, oo) -~ [ - a ,  a]  is measurable  
and, for  

t c [0, ~/b2v 2-  a2/a~/~-a2),  

we have 

.~,,={_u~t,~os[;;.~...] }/J.2_ s,n' [ Io'. ~...]. 
Then, w projects [0, ~ -  a 2 / a ~ )  into I - b ,  b] and it is measurable.  

Lemma 3.5. Assume that the funct ions u and w are the same as in 
Lemma 3.4 and, for 

t ~ [0, ~/b2v ' -  a2/a~/b 5 -  a2], 



386 JOTA: VOL. 44, NO. 3, NOVEMBER 1984 

we have 

x 2 ( t ) = f ] s i n [ f ] u ( r ) d r ]  ds, 

f 0 [ I o  ~ l 
y2(t) = v sin Ir + w('r) d'r ds. 

Then,  

x 2 ( t )  = y2(¢) ,  t ~ [0, ,/b2v 2 - a 2 / a ~ ] .  

Proof .  As before,  it is sufficient to show that 

x~(t) = y~(t). 

Similarly as for  the case v > 1, it is now possible to choose  

d > O ,  t o ~ [ O , - j ~ v 2 - a 2 / a  b~-Za2], 

such that,  if 

I o [ £  ? y l ( t ) = d + v  cos ~r+ w('r) dr ds, 

then 

y~( to) < x~( to). 

Thus,  it now follows that, for v <~ 1 and a < by, the pursuer  can catch the 
evader  also. 

(c) In  the case where v = 1 and b = a, it is sufficient to consider  the 
same initial condi t ion and the same argument  for 

w ( t ) = - u ( t ) ,  t e [0, oe), 

as in case (b). 
In cases (a), (b), (c), there exists an initial condi t ion (x, y), (x~, x2) 

(y~, y~), for  which the pursuer  wins. This can be obta ined easily f rom Lemma 
1.1 and  the above considerat ions.  

4. Sufficiency 

Let us assume that  v < 1 and by <~ a. It is sufficient to prove the existence 
o f  the evasion strategy for the evader for bv = a only. I f  by < a, it is enough 
to use the strategy found  for a* = by. 



JOTA: VOL. 44, NO. 3, NOVEMBER 1984 387 

Let us fix arbi t rar i ly  a, /3 e [0, ~r/2]; a ssume that  

sin a = v sin/3. 

Lemma  4.1. The fol lowing condi t ions  are satisfied: 

0 < arcsin v < 7r/2, a ~ [0, arcsin v]. 

We in t roduce  the no ta t ion  

T=a- l (Tr /2-o~) .  

Lemma 4.2. The  fol lowing inequal i ty  is true: 

0 <  a - l ( I r / 2 -  arcsin v) <~ T. 

L e m m a  4.3. We have that  ~ <~ v/3 and,  i f /3  > 0, then 0 < c~ < v/3. 

Proof .  Observe  that  

sin a = v sin/3, vsinfl<~sin(vfl) .  

Therefore ,  

t l  ~ /)/3. 

I f /3  > 0, then 

sin o~ = v sin/3 < sin (v/3); 

and,  because  v > 0, we have 

0 < c ~ <  vB. 

Lemma  4.4. Assume that,  for t ~ 0, 

x2(t) = sin(c~ +as) ds, 

Io[f/ 1 y2(t)= v sin fl + w(r) d'r ds, 

where w:[0, o o ) - , [ - b ,  b] is an arbi t rary  measurab le  function.  Then,  for  
t c (0, T], the fol lowing inequali ty is satisfied: 

x2(O > y2(t). 

Proof .  Let 

tl = b-l( Tr/2- /3 ). 
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Obviously,  t~ >I 0. Because o f  Lemma 4.3, o~ <~ v/3 ; therefore,  

o~ + aq <. v(/3 + btO = vTr/2 < 7r/2. 

Thus,  it can happen  that  

q < T .  

I f  t~ > 0, then,  for  t ~ [0, fi], we obtain that  

sin[fl + f/ w(s) dsJ <~sin(/3 +bt). 
The inequal i ty  

+at<~3 + bt 

is satisfied for  all t > 0. Observe that  the cosine funct ion is decreasing at 
[0, rr/2].  Therefore ,  for  t ~ (0, tl], we have 

[s in(a  + a t ) ] ' =  a cos (a  + a t ) >  vb cos(/3 +bt) 

= Iv sin(/3 + bt)]'. 

Thus,  for  t c (0, q], we obtain that  

x~(t) = s in(a  + a t ) >  v sin(fi +bt) 

[fo ] ~>vsin 13+ w(s) ds ---y~(t). 

If  we notice that  

v sin(/3 +bq) = v sin(~r/2) = v, 

then,  for  any t/> 0, the following must  be true: 

] v sin /3 + w(s) ds ~ v sin(/3 +btO. 

From the inequali ty 

s in(o~+at)>vsin( /3+bt) ,  t~(O, fi], 

it follows that  

s in(~ + a q ) >  v sin(/3 +bq). 

Observe that  the sine funct ion is increasing at [0, n-/2]. Therefore ,  for  
t 6 ( t l ,  T], 

sin(o~ +at) > sin(ce +aq). 
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From the above, it follows that also, for  t ~ (t~, T], 

x;(t) = s in(a  + at) > sin(c~ +ah) 

>vsin([3+bh)>-vsin 13+ w(s) ds =y~( i ) .  

This ends the proof" of  the inequali ty 

x2(t)> y2(t), t~(o, T], 
for  f i > 0 .  

In the case where t~ = 0, we use the fact that, for  t ~ (0, T], 

s in (a  + at) > s in(a  + atl) = v sin(B + b6) 

= v>~ v sin[CC + f /  w(s) ds]. 

Lemma 4.5. Assume that w: [0, ,ze) ~ [ - b ,  b] is a measurable  function. 
Then,  for  t ~ [0, b-~cr/2], the following inequali ty is fulfilled: 

Lemma 4.6. Assume that, for t >/0, 

f0 x2( t ) = s in(a  - as) ds, 

where w: [0, oe[ -b ,  b] is an arbi t ra te  measurable  function. Then,  for  
t c (0, b -t ~r/2], the fol lowing inequali ty is fulfilled: 

x2(t) < y2(t). 

Proof.  It is sufficient to prove that,  for  t~ (0, b 1~-/2], 

x~(t) < y;( t ) .  

Because o f  Lemma 4.5, it is enough to show that  

s in (oe-a t )<vs in(~-b t ) ,  t c (0, b-~Tr/2]. 

Let 

f ( t )=sin(c~-at) ,  g ( t ) = v s i n ( ~ - b t ) ,  t>~O. 
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Therefore ,  for  t >I 0, we obtain  

f ' (  t ) = - v b  cos(I a - vbtl), 
(5) 

g'( t ) = - v b  cos(lfi - btl). 

Now,  a s sume  that  fl > 0. Thus,  f rom L e m m a  4.3, we obta in  that  0 < a < vfl. 
Let 

? = a / v b ,  t , = ( ~ + a ) / b ( l + v ) ,  t 2 = ( f i - a ) / b ( 1 - v ) .  

Therefore ,  we have t2 > t~ > 7, and also 

la-vbt~l=[~-btll, i = 1 , 2 .  

We can see that  

] a - v b t l < ] ~ - b t [ ,  t ~ [0 ,  t l )w( t z ,  oo), (6) 

]~ - vbtl > l~ - btl, t ~ ( t,, t2). 

Moreover ,  

tl = Q3 + a ) / b ( t  + v) < (fl + vf l ) /b (1  + v) = b-~ fi <~ b-lrr/2.  

I f  

b-17r /2~ t2, 

then,  f rom (5) and (6), it results that  

f f ( t ) < g ' ( t ) ,  t 6 ( 0 ,  tl); 

and,  f rom 

f(O) = g(O), 

we also get 

f ( t ) < g ( t ) ,  t o ( 0 ,  tl]. 

F r o m  (5) and  (6), it fol lows that,  for  

t c ( tl, b - l e t / 2 ) ,  

the fol lowing inequal i ty  is satisfied: 

i f ( t )  > g'(t) .  

In  addi t ion  (see p r o o f  o f  L e m m a  4.3), 

f ( b  -l 7r/2) < s in(v~ - v~ /2 )  <~ v sin(/3 - 7r/2) = g(b -t ~r/2). 

Therefore ,  

f ( t ) < g ( t ) ,  t ~ ( t l ,  b-17r/2]. 
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For 

t2 < b-l~r/2,  

using an analogous  argument ,  it is sufficient to prove that  

f ( t 2 )  < g(t2) ; 

this is obvious because  

-7r /2~< a -  v/3 < 0 ;  

therefore,  

f ( t2)  = sin[(o~ - v/3)/(1 - v ) ] <  v s in[(a  - v/3)/(t - v)] = g(t2). 

Thus,  in the case where /3  > 0, our  l emma is proven. I f  t3 = 0, then a = 0; 
and,  for  

t c ( O , b  17r), 

we have 

f ( t ) = sin(~ - vbt ) < v sin(/3 - bt ) = g( t ). 

Thus, 

f ( t ) < g ( t ) ,  t ~ ( 0 ,  b-1 ~r/2], 

and this ends the p r o o f  o f  Lemma 4.6. 

Lemma 4.7. Let 

07 c [ . ,  ~r/2]. 

Assume that, for 

t ~ [0, a - l ( ~ r / 2 -  arcsin v)/2],  

we have 

~2(t) = sin(07 +as)  ds, 

and the funct ion x2(t) is the same as in Lemma 4.4. Then,  

~72(t) i> x2(t) .  

Proof.  From Lemma 4.1, it follows that, for 

t c  [0, a l ( r r / 2 - a r c s i n  v)/2] ,  

we have 

~'~( t ) > x ; (  t ). 
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Lemma 4.8. Let 

J ~ [0, rr/2], sin c~ I> v sin/3. 

Assume that, for t ~> 0, 

22(t) = sin ( J  +as) ds, 

and the function yz(t) is the same as in Lemma 4.4. Then, for 

t ~ (0, a - l ( 1 r / 2 -  arcsin v)/2], 

the following inequality is satisfied: 

Y2(t) > y2(t). 

Proof. Take the function x2(t), considered in Lemma 4.4. 
Lemmas 4.7, 4.4, 4.2, it follows that, for 

t c [0, a-l(Tr/2- arcsin v)/2, 

we have 

-~2(t)/> x2(t) > y2(t). 

Lemma 4.9. Let 

/3 ~ [ -~- /2 ,  0]. 

For 

t 6 [0, b-tTr/4], 

assume that 

Io [ Io ] )72(t) = v sin + w(~') dr ds, 

where w: [0, oo)~ [ -b ,  b] is an arbitrary measurable function. Then, 

~2(¢) ~ y2(t). 

Proof. It can be shown that 

y;(t)-fi;(t)>~O, t~[0,  b-~r/4]. 

From 
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Conclusion 4.1. Let 

d ~ [0, ~r/2], B ~ [ -~ r /2 ,  ~r/2], sin o~ ~> v sin ~o 

For  t ->-> 0, assume that  

L 072(t) = sin(o7 + as) ds, 

where w: [0, oo[ -b ,  b] is an arbi t rary  measurab le  function. Then,  for  

t c (0, min{a  -1 ( r r / 2 -  arcsin v)/2, b -I rr/4}], 

the fol lowing inequal i ty  is fulfilled: 

~2(t) > ~2(t). 

Proof .  Let us consider  

13" = max{/~, 0}, ~* = arcs in(v sin 13"). 

Let us also note  that  values  of  c~ and t3, with ~, 13 e [0, rr/2],  satisfying the 
equali ty 

sin c~ = v sin 13, 

have been  chosen quite freely. In par t icular ,  we can assume that  

c~=~*, 13=13,. 

I f /~  > O, then 

sin o7 >/v sin/~ = v sin 13"; 

and,  f rom L e m m a  4.8 and with 

we obta in  

Ycz(t)>fz(t),  t e  (0, a - l ( r r / Z - a r c s i n  v) /2] .  

I f /~  < O, then  

sin ~ I> 0 = v sin 0 = v sin 13". 
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Therefore, from Lemma 4.8 and for/3 =/3*, and if 

then 

Y2(t)>y*(t), t~ (0, a l (~r /2-arcs in  v)/2]. 

Because of  Lemma 4.9, for/3 =/3* as well, 

y~(t)>~2(t), to [0 ,  b-17r/4]. 

Therefore, for 

t c  (0, min{a l(Tr/2-arcsin v)/2, b-l~r/4}], 

we have 

~2(t) > y*(t) >1 y2(t). 

Using Lemma 4.6 instead of Lemma 4.4 and applying an argument 
analogous to that presented above, we obtain the following conclusion. 

Conclusion 4.2. Let 

o7 ~ [0, 7r/2], /3 ~ [0, ~r/2], sin o7 < v sin/~. 

For t/> 0, assume that 

Yz(t) = s in(o7-as)  ds, 

y2(t)=VfoSin[~+f~w('c)d~'lds, 

where w: [0, oo)~ I -b ,  b] is an arbitrary measurable function. Then, for 

t~ (0, min{a- l (Tr /2-arcs in  v)/2, b-1~-/4}], 

the following inequality is fulfilled: 

)~2(t) < fiz(t). 

Conclusion 4.3. Let 

e [0, 7r/2], /3 e [~r/2, ~r], sin o7 ~> v sin ft. 
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For t i> 0, assume that 

~2(t) = sin(~ +as) ds, 

where w: [0, ec)~  I -b ,  b] is an arbitrary measurable function. Then, for 

t c  (0, min{a ~( i r /2-arcs in  v)/2, b-l~r/4}], 

the following inequality is fulfilled: 

x2(t) > ~72(t). 

Proof. For t/>0, 

fo[ ;o ] )72(t)=v sin ~ r - ~ +  ( - w ( r ) ) d r  ds; 

and, because 

¢ * :  [o, 

it is sufficient to use Conclusion 4.1. 

Similarly, considering the remaining cases, we obtain that there is 6 > 0 
such that, for c~,/3 ~ [0, 2~r] and d > 0, and for the initial situation of the 
game, 

((0, 0, o~), (d, 0,/~)), 

the evader can escape the pursuer at least for t 6 [0, 6]. Thus, there exists 
a flmction e and a sequence t, = n6, n ~ ~, such that the strategy (e, {t,}) 
allows the evader to win for any situation. 

Similarly, when v = 1 and b < a. 

5. Remarks 

(a) In Section 3, it was shown that the condition (3) is sufficient. By 
analogous methods, we can prove that there exist R, T >  0 such that, for 
any initial condition, the evader not only wins, but also, from the time T, 
he keeps his distance from the pursuer at not less than R. 

(b) The known sufficient conditions for the existence of  the evasion 
strategy presented in Refs. 3 and 4 cannot be applied to the game described 
above. 
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(c) The problem described in this paper  has been partially solved in 
Ref. 5. 

(d) In Ref. 6, similar necessary and sufficient conditions for the 
pursuer  to effect capture starting from any initial state are presented. From 
point (a) o f  Section 2 of  our paper  and Theorem 2 of  Ref. 6, it follows that, 
if v~ < vp and bvp < avE, then there exist initial conditions for which the 
pursuer wins and there exist initial conditions for which the evader can 
avoid capture. 
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