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Some Comparisons between Mining-induced and 
Laboratory Earthquakes 

A. M C G A R R  1 

Abs t rac t - -A l t hough  laboratory stick-slip friction experiments have long been regarded as analogs 
to natural crustal earthquakes, the potential use of laboratory results for understanding the earthquake 
source mechanism has not been fully exploited because of essential difficulties in relating seismographic 
data to measurements made in the controlled laboratory environment. Mining-induced earthquakes, 
however, provide a means of calibrating the seismic data in terms of laboratory results because, in 
contrast to natural earthquakes, the causative forces as well as the hypocentral conditions are known. A 
comparison Of stick-slip friction events in a large granite sample with mining-induced earthquakes in 
South Africa and Canada indicates both similarities and differences between the two phenomena. The 
physics of unstable fault slip appears to be largely the same for both types of events. For example, both 
laboratory and mining-induced earthquakes have very low seismic efficiencies q = %/f, where r~ is the 
apparent stress and ~ is the average stress acting on the fault plane to cause slip; nearly all of the energy 
released by faulting is consumed in overcoming friction. In more detail, the mining-induced earthquakes 
differ from the laboratory events in the behavior of r/as a function of seismic moment M o. Whereas for 
the laboratory events r/_~ 0.06 independent of M o, q depends quite strongly on M0 for each set of 
induced earthquakes, with 0.06 serving, apparently, as an upper bound. It seems most likely that this 
observed scaling difference is due to variations in slip distribution over the fault plane. In the laboratory, 
a stick-slip event entails homogeneous slip over a fault of fixed area. For each set of induced 
earthquakes, the fault area appears to be approximately fixed but the slip is inhomogeneous due 
presumably to barriers (zones of no slip) distributed over the fault plane; at constant ?, larger events 
correspond to larger z a as a consequence of fewer barriers to slip. If the inequality za/f -< 0.06 has 
general validity, then measurements of z a = #E  a/Mo, where/t is the modulus of rigidity and Ea is the 
seismically-radiated energy, can be used to infer the absolute level of deviatoric stress at the hypocenter. 

Key words: Stick-slip friction, mining-induced earthquakes, seismic efficiency. 

I n t r o d u c t i o n  

Since  t h e  s u g g e s t i o n  b y  BRACE a n d  BYERLEE ( 1 9 6 6 )  t h a t  s t i ck -s l ip  f r i c t i o n  in  

t h e  l a b o r a t o r y  is a n a l o g o u s  to  n a t u r a l  c r u s t a l  e a r t h q u a k e s ,  t h e r e  h a s  b e e n  s u b s t a n -  

t ia l  p r o g r e s s  in  u n d e r s t a n d i n g  e a c h  o f  t h e s e  p h e n o m e n a  (e.g. ,  SCHOLZ, 1990) a n d  

t h e  l a b o r a t o r y  r e s u l t s  h a v e  b e e n  u s e d  as  a b a s i s  f o r  m o d e l s  o f  e a r t h q u a k e  genes i s  

1 U.S. Geological Survey, MS977, 345 Middlefield Rd., Menlo Park, CA 94025-3591, U.S.A. 
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(e.g., DIETERICH, 1992). For the most part, however, progress in these two fields, 
laboratory friction and earthquake seismology, has proceeded along separate paths. 
In particular, seismologists rarely relate their measures of the earthquake source to 
corresponding laboratory results. There are good reasons for such oversights. First, 
the comparison of earthquake source parameters to their counterparts in laboratory 
experiments is difficult because, in contrast to the well-controlled laboratory envi- 
ronment, the earthquake source is generally inaccessible and anything but con- 
trolled, thus rendering many of its measures quite model dependent. Second, in 
contrast to laboratory samples, the applied forces responsible for earthquakes are 
unknown. 

Mining-induced earthquakes offer a means of narrowing the conceptual gap 
between laboratory friction experiments and seismological measures of earthquake 
sources inasmuch as, in contrast to natural earthquakes, the forces that give rise to 
mine tremors are at  least moderately understood and the source region is often 
accessible to direct observation (e.g., COOK, 1963; ORTLEPP, 1978; GAY and 
ORTLEPP, 1979; MCGARR et al., 1979). Hence, some meaningful comparisons 
between the two types of events are feasible. To demonstrate that such comparisons 
can provide useful insights regarding earthquake source processes, I review here 
some results from both the laboratory and hard-rock mines that are especially 

amenable to comparison. 
Figure 1 illustrates some of the issues to be explored here. A fault of area A is 

loaded to failure by an applied shear stress z~. During the seismic event, slip 
increases to its final value D as the loading stress decreases from zl to its final value 
z2; the slope of the line representing the reduction in loading stress is the unloading 
stiffness of the system. At the same time, the frictional resisting stress drops 
abruptly from its initial value "c 1 to a lower average value fr between z~ and z2. 

The energy W released by the slip event is 

where ~ = (z~ + z2)/2.  The energy dissipated in overcoming friction Er is given by 

E, = L D A .  (2) 

By definition, the apparent stress za is the difference between the average loading 
and the average resisting stress (e.g., SAVAGE and WOOD, 1971). Thus, 

�9 o = z - ~ ,  ( 3 )  

and the radiated seismic energy Ea is 

Ea = zaAD.  ( 4 )  
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Relation between resisting stress and displacement in an unloading elastic medium (inclined line with 
slope - 3.3 MPa/mm) during an earthquake. As slip increases, stress in the rock diminishes linearly from 
zt to z2, with average value f. The area under this line is the total work expended per unit fault area; 
the area below the curve of  resisting stress z r is the energy dissipated per unit fault area. The difference 
between the total work expended and the dissipated energy (shaded area) is the work done by the 
apparent stress z, (stippled area) that is available for seismic ground motion. (Adapted from Figure 10.3 
of  LACHENBRUCH and MCGA~R (1990) and based on a laboratory experiment on a large granite 

sample reported by LOCKNER and OKUBO (1983).) 

Accordingly, the seismic efficiency q, which is the 
radiated seismically is 

rl = E a / W =  L , / f .  

Finally, the stress drop Av is simply 

fraction of released energy 

(5) 

(6) 
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Because the seismic moment M 0 is defined as 

Mo = # A D  (7) 

where # is the modulus of rigidity, an alternative to (3) used by seismologists for 
estimating the apparent stress is (e.g., WYSS and BRUNE, 1968) 

#Ea 
~'a M0 (8) 

Similarly the alternative to (6) most commonly used (KEIHS-BOROK, 1959) for 
calculating earthquake stress drop is 

= 7 g o / r  3 (9) Az 

where the earthquake source is modeled as slip across a penny-shaped crack of 
radius r0 given by (BRUNE, 1970) 

2.34/~ (10) 
ro = 2~rf0 

where the corner frequency f0 is essentially the inverse of the source duration. 
A number of issues of importance to seismologists are represented in Figure 1. 

First is the question of how earthquakes scale. That is, do va and At vary with 
earthquake size M0? Second, the efficiency ~/ of earthquakes has been debated at 
length without any resolution (e.g., LACHENBRUCH and MCGARR, 1990). Third, 
can the seismic radiation of an earthquake reveal anything about the absolute state 
of deviatoric stress causing the event (e.g., SCHOLZ, 1990; MCGARR, 1984)? 

For laboratory stick-slip events, these questions are readily resolved by direct 
measurement. Thus, the central question addressed here involves the extrapolation 
of laboratory results for purposes of answering these same questions for earth- 
quakes. LOCKNER and OKUBO (1983) reported stick-slip friction results that are 
especially useful for exploring the issues just mentioned. In particular, the labora- 
tory set-up (DIETERICH, 1979, 1981) used by those authors includes not only the 
capability of monitoring the loading stress and the fault slip, but, more uniquely, 
yields measurements of the resisting stress. 

The induced earthquake data sets reviewed here, for comparison with the 
laboratory events, were recorded in South Africa and Canada. The tremors 
receiving the most emphasis occurred in two gold mining districts of South Africa 
(MCGARR et al., 1989) during some special experiments involving broad-band 
wide-dynamic range underground recording (MCGARR, 1992a,b, 1993) between 
1986 and 1989. This data set is well suited to investigating the issues of interest here 
because the exceptionally-clear waveforms indicate not only the slip across faults in 
the rock abutting ore production, but, also, in many cases, the coseismic volume 
reduction of the nearby stopes (MCGARR, 1992a); measurement of this volume 
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reduction yields the coseismic energy release (e.g., COOK, 1963; Cook et al., 1965; 
MCGARR, 1976) and, thereby, the average stress acting to cause fault slip. 

Induced earthquakes due to shaft excavation at depths near 400 m in the 
Underground Research Laboratory (URL), Manitoba, Canada, are quite useful for 
the present analysis because they occurred in a well-controlled environment in 
which both apparent stresses (GmowIcz et al., 1991) and the state of stress 
(MARTIN and YOUNG, 1993) have been measured. Interestingly, most of these 
events are smaller than the laboratory events, as will be seen. 

Mining-induced tremors in the Strathcona mine, near Sudbury, Canada, are of 
interest here in that apparent stresses reported by URBANCIC and YOUNG (1993) 
can be compared quite directly to both the URL and the laboratory stresses 
inasmuch as the magnitude ranges of these three data sets overlap. As for the URL 
events, these small Strathcona earthquakes were recorded with very broad band- 
width and wide dynamic range (e.g., YOUNG et al., 1989), and at small hypocentral 
distances, thus, rendering both of these Canadian data sets exceptionally free of 
unwanted artifacts. 

Generally, then, this study involves primarily the comparison between labora- 
tory stick-slip events and three sets of mining-induced earthquakes in terms of 
various seismic source parameters with the intention of calibrating the earthquake 
parameters. Additionally, some earthquake results are considered here primarily to 
indicate the plausibility of scaling upward from the small magnitude induced and 
laboratory events to the realm of major crustal earthquakes. Of particular interest, 
these observations provide an opportunity to pursue the proposal by SCHOLZ 
(1990, p. 91) that the seismic stress changes (Figure 1) are related systematically to 
the total shear stress acting on the fault. 

Laboratory Earthquakes 

Energy budgets of stick-slip events in large biaxially-loaded samples (DI- 
ETERICH, 1981) were reported by LOCKNER and OKUBO (1983) in a format 
especially conducive to comparison with earthquakes. The granite sample, 
1.5 • 1.5 • 0.4 m 3, with a diagonal saw cut, is loaded by means of inflating flat 
jacks at the edges. In this way, both the shear stress z and the normal stress an, 
loading the precut fault of area 2 • 0.4 m 2, can be controlled. In the stick-slip 
experiments, the time histories of resisting stress zr and particle velocity are 
monitored using strain gauges and velocity transducers, respectively. Fault slip is 
measured using either velocity or displacement transducers. 

Table 1, derived from information presented by LOCKNER and OKUBO (1983), 
lists various measures of the stick-slip process. In these experiments, the stress drop 
Az is related to the fault slip according to the unloading stiffness S of 3.3 MPa/mm 
(Figure 1). After estimating the apparent stress using (3) the efficiency is obtained 
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Table 1 

Laboratory stick-slip friction data. (Adapted from Table 1 o f  LOCKNER and OKUBO, 1983) 

a n "q D Az ~ zr z,, M o 
Event* MPa MPa #m MPa MPa MPa MPa t / = % / ~  Az/f N-m M 

5 1.66 0.94 62 0.20 0.84 0.80 0.04 0.048 0.24 1.24 • 106 -- 1.94 
6 1.66 0.98 70 0.23 0.86 0.85 0.01 0.012 0.27 1.40 • 106 --1.90 
7 2.21 1.21 73 0.24 1.09 1.03 0.06 0.055 0.22 1.46 • 106 -- 1.89 
8 2.21 1.26 84 0.28 1.12 1.07 0.05 0.045 0.25 1.68 • 106 - 1.85 
9 2.76 1.49 93 0.31 1.34 1.26 0.08 0.060 0.23 1.86 • 106 - 1.82 

10 2.76 1,53 97 0.32 1.37 1.30 0.07 0.051 0.23 1.94 • 106 --1,81 
11 3.31 1.83 145 0.48 1.59 1.52 0.07 0.044 0.30 2.90 • 106 -- 1.69 
12 3.31 1.83 128 0.42 1.62 1.52 0.10 0.062 0.26 2.56 • 106 -1 .73 
13 4.41 2.34 127 0.42 2.13 1.96 0.17 0.080 0.20 2.54 • 106 --1.73 
14 4.41 2.40 142 0.47 2.17 2.02 0.15 0.069 0.22 2.84 • 106 --1.70 
15 4.41 2.21 119 0.39 2.02 1.93 0.09 0.045 0.19 2.38 • 106 -- 1.75 
16 4.41 2.27 134 0.44 2.05 1.96 0.09 0.044 0,21 2.68 • 106 -- 1.71 
17 4.41 2.07 74 0.24 1.95 1.84 0.11 0.056 0.12 1.48 • 106 --1.89 
18 4.41 2.20 105 0.35 2.03 1.91 0.12 0.059 ,0.17 2.10 • 106 --1.79 
19 3.45 1.98 126 0.42 1.77 1.70 0.07 0.040 0.24 2.52 x 106 -- 1.73 

* All experiments were on dry samples. 

from (5) and, as noted by LOCKNER and OKUBO (1983), ~ generally falls in the 
range of 0.04 to 0.08. Thus, for these stick-slip events, most of the energy released 
during seismic slip is consumed in overcoming frictional resistance and manifests 
itself as heat. 

Seismic moments for the stick-slip events (Table 1) were calculated using (7) 
with A = 0.8 m 2 and/~ = 2.5 x 10 4 MPa ( L o C K N E R  and OKUBO,  1983). The largest 
event, number 11, exceeds the smallest, number 5, by a factor of 2.3. From these 
moments, moment magnitudes M are computed from ( H A N K S  and K A N A M O R I ,  

1979) 

M = ( log  M o  - 9 ) /1 .5  (11) 

which range from -1 .94  to -1.69.  
Note that in several respects the moment and magnitude assignments in Table 

1 may not be entirely appropriate. First, the laboratory earthquake entails deforma- 
tion of the loading system as well as slip across the granite sample; (7), of course, 
does not take this deformation exterior to the sample into account. Second, the 
stiffness of the total system, which includes the frame, flat jacks and sample 
(DIETERICH, 1981) is substantially less than that of a crack of equivalent area 
within granite (e.g., WALSH, 1971); thus, using the modulus of rigidity # for the 
granite may not be strictly correct. As will be seen, however, these potential 
deficiencies in the moment assignments are not likely to matter much in the 
comparisons emphasized here. 



Vol. 142, 1994 Comparison between Mining-induced and Laboratory Earthquakes 473 

Overshoot 

As seen in Figure 1, the loading stress diminishes from z I to z2, which is less 
than the average frictional resisting stress. If the slip is arrested by friction and if zr 
does not vary much from its average dynamic value during the stick-slip event then 
z~ must be less than gr (e.g., SAVAGE and WOOD, 1971). If  the coefficient of friction 
displays more exotic behavior, for example, dropping to a very low value after the 
initiation of slip but then increasing substantially near the end of the event (e.g., 
BRUNE, 1976; HEATON, 1990) then undershoot is possible; that is zx > T2 > gr- To 
date, however, such behavior has not been reliably observed in laboratory stick-slip 
friction experiments. Instead overshoot (Figure 1) is observed; the few exceptions to 
this rule are probably attributable to experimental error. 

The amount of overshoot can be calculated from the ratio To/AT (Table 1). If, 
during the seismic event the loading stress diminished exactly to fr then, by 
definition there is no overshoot: f = (Tl + fr)/2 SO that To ---- 0.5 AT (Figure 1). For 
100 percent overshoot, ~ coincides with fr, which implies To = 0 (no seismic 
radiation). Thus, generally, 0 < Ta/AT < 0.5 (SAVAGE and WOOD, 1971), unless vr 
displays behavior distinctly different from that seen in Figure 1. The observed ratio 
(Table l) falls in the range 0.04-< Ta/AT <-0.45 with a median value of 0.23. 
Interestingly, these laboratory data also do not provide support for the "Orowan 
condition" of neither undershoot nor overshoot (za ~AT = 0.5) (e.g., VASSILIOU and 
KANAMORI, 1982; HOUSTON, 1990). 

South African Mine Tremors 

Mining-induced earthquakes in the deep gold mines of the Witwatersrand have 
been of substantial interest for understanding the seismic source, because, in 
contrast to natural earthquakes, the source of energy for these events is known. 
Essentially, the gravitational collapse of mine stopes releases energy that is associ- 
ated with induced earthquakes. Comparisons between the total radiated seismic 
energy of suites of events with the calculated gravitational energy release over the 
same period of time (e.g., COOK, 1963; COOK et al., 1965; MCGARR, 1976) 
indicated low estimates of seismic efficiency of the order of 0.01, or less. A loophole 
in this argument, however, was the possibility that the primary deformational 
response of the abutting rock is aseismic creep instead of seismic failure. 

This loophole was recently closed, however, in the following way. The clear 
waveforms of tremors recorded at small hypocentral distance, either underground 
or at surface stations on hard rock with no site resonances in the frequency band 
of interest, are so rich in source information that complete moment tensor solutions 
can be determined with little uncertainty (MCGARR, 1992a). The resulting moment 
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tensors can then be decomposed into volumetric and deviatoric components (Mc- 
GARR, 1992a,b) as will be reviewed. These coseismic volume reductions, in turn, 
indicate the energy release W, which can be compared to the radiated seismic 
energy Ea and it turns out that the seismic efficiency is, indeed, quite low for these 
events (MCGARR, 1993). Thus, for the majority of tremors induced in the deep 
mines of South Africa, the seismograms contain not only information related to 
radiated seismic energy but also data indicating the total coseismic energy release. 
Accordingly, these induced events can be compared in considerable detail with their 
laboratory counterparts. For comparison with laboratory data, the essential results 
for 16 mining-induced tremors are listed in Table 2. First, Mo(dev) is a scalar 
representing the deviatoric component of the moment tensor (MCGARR, 1992b). 
M0(dev) is intended to measure the shear deformation. That is, 

Mo(deV) =/~ ~ AD (12) 

where the summation is over faults of area A and slip D and in the quartzites of the 
country rock/~ = 3.76 • 104 MPa. To calculate M0(dev), the moment tensor is first 
diagonalized to determine the three principal components. The deviatoric compo- 
nent is then obtained by subtracting the implosive component for which each entry 
is one third of the trace. M0(dev), a scalar, is simply the largest absolute value of 
the three components of the deviatoric tensor. A double-couple tensor, for instance, 
has one principal component equal to zero and the other two of equal magnitude 
but opposite sign. Thus, for double-couple events M0(dev) is the commonly used 
scalar moment 340 (e.g., AKI, 1966; BRUNE, 1970). 

Using (11) Mo(dev) is converted into a moment magnitude M. Hence, the 
moment magnitudes for these mining-induced tremors are meant to measure the 
shear deformation for comparison with laboratory events (Table 1). 

Whereas in the laboratory friction experiments ~a is measured from the differ- 
ence between ~ and fr (Figure 1, equation (3)), for earthquakes it is measured using 
(8). The radiated seismic energy Ea in (8) is estimated from 

= 4xp CR 2 f v 2 dt (13) E(C) 

where C is either the P wave speed e or the S speed/?, and the integral of ground 
velocity squared is taken over a time window that includes the body wave pulse; p 
is density, taken as 2900 kg/m 3 here, and R is hypocentral distance. Then the total 

radiated energy is 

Ea = E(~) + E(/~). (14) 

In calculating z~ from (8), M0(dev) is used for M0 assuming that the implosive 
component of the moment tensor contributes little to the energy. This is probably 
a good assumption inasmuch as the implosive component contributes little to E(/~), 
which accounts for most of E~. 
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As mentioned before, 'ca is a very useful source parameter in terms of  relating 
laboratory to crustal earthquakes because of its model independence. In comparing 
the laboratory estimates of  -c a (Table 1) to those of the Witwatersrand tremors 
(Table 2) we see that in the first case 0.01-< "/7 a ~ 0.17 MPa and for the latter 
0.066 -< 'ca < 2.29 MPa. There is little overlap in the two distributions. 

The coseismic volume change, A V, which is proportional to the coseismic energy 
release IV, is calculated from the trace of  the moment tensor, denoted here Mo(vol), 
according to (AKI and RICHARDS, 1980, equation (3.34)) 

A V = Mo(vol)/(32 + 2/z) ( l 5) 

where 2 is one of Lamt 's  elastic moduli. In the deep mines under consideration here 
32 + 2# ~ 1.63 x l0 s MPa. Of the 16 events listed in Table 2, the volume changes 

for 11 of these are negative (implosive) at a significant level. For  these events the 
ratio - -AV/EAD (Table 2) ranges from 0.52 to 1.04 with median and mean values 
of  0.62 and 0.73, respectively. The remaining five events appear to involve purely 
deviatoric deformation in that the ratio - -AV /ZAD is not significantly different 

from zero. 
For  the 11 events (Table 2) with convincing volume reduction, the coseismic 

energy release can be estimated from (e.g., C o o k  et al., 1965) 

W = -~r~ AV (16) 

where av (Table 2) is the ambient vertical stress due to the overburden. Equation 
(16) is only an approximation because the volume reduction of the stopes involves 

components of ground motion that are not necessarily parallel to the direction of 
crv. Because the two horizontal principal stresses in these mines tend to have at least 
half the magnitude of  the near-vertical principal stress (e.g., MCGARR and GAY, 
1978) (16)is  a reasonably good estimate of  the coseismic strain energy release. 

From the values of  W (Table 2), the average stress g is calculated by combining 

(1) and (7) to obtain 

_~zW (17) 
Mo 

and we see that f ranges from 30 to 61 MPa, with no apparent dependence on M0. 
As noted by MCGARR (1993), the median value of g, 48 MPa, is nearly the same 
as a completely independent estimate of  this stress based on the analysis of the 
energy required to produce the observed surface area of  fault gouge (SPOTTlS- 
WOODE, 1980; MCGARR et al., 1979) from a well-studied shear zone (ORTLEPP, 
1978; GAY and ORTLEPP, 1979) in the ERPM gold mine at about 2 km depth; in 
that study, g was estimated to be about 40 MPa. 

The seismic efficiencies t/ are then calculated from (5) and, as seen in Table 2, 
they are quite low. To estimate t / for  the five deviatoric events, the median value for 

of  48 MPa (shown in parentheses) was assumed. The efficiencies for these 
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mining-induced events ranging from 0.002 to 0.048, tend to be somewhat lower 
than for laboratory events, most of which fall in the range 0.04 to 0.080 (Table 1). 
For the sake of additional comparison with the laboratory results (Table 1), L, 
estimated from (3), is listed in Table 2 where we see that both f and L exceed their 
corresponding laboratory estimates by nearly two orders of magnitude. 

The source frequencies fo are simply the inverse source durations measured 
directly from the S wave pulse widths (MCGARR, 1993). Although corner frequen- 
cies are more traditionally measured from seismic spectra (BRuNE, 1970), the 
exceptionally clear waveforms of the 16 events listed in Table 2 (e.g., MCGARR, 
1992a) permitted the more direct measurement off0. 

In contrast to the entries in Table 2 discussed to this point, which are either 
direct measurements or model-independent (those extending from f0 leftward), the 
remaining four quantities result from model-dependent calculations, r0, the source 
radius, calculated using (10) depends on Brune's model, but results from such 
estimates have received observational confirmation (e.g., HANKS and WYSS, 1972; 
MCGARR, 1991). In fact, the source radii r 0 calculated here are consistent with the 
dimensions of the regions of the abutting rock mass over which the mining-induced 
stress changes are significant (e.g., MCGARR et  al., 1975). 

The stress drop Ar (seismic), calculated from (11), is yet more model-dependent, 
incorporating the model dependence of r 0 together with the assumption that fault slip 
involves homogeneous stress drop across a penny-shaped crack, as mentioned before. 
In contrast with r0, however, there has been no independent confirmation whatsoever 
regarding the actual significance of Az (seismic). Note, however, that Az (seismic) 
values listed in Table 2, ranging from 0.18 to 11.61 MPa fall in much the same range 
as those calculated for other mining-induced (e.g., SPOTTISWOODE and MCGARR, 
1975) as well as natural crustal earthquakes (e.g., FLETCHER et  al., 1984). 

The ratio ~a/A~(seismic) (Table 2) ranges from 0.09 to 0.69. Although this range 
is similar to that for the corresponding laboratory ratios, 0.04 to 0.45, it is probably 
best not to attach a great deal of significance to this agreement because in Table 2 
the ratios compare ~a, which is model-independent to Ar (seismic), which is 
model-dependent. Taken at face value, however, these ratios indicate that for both 
the laboratory and the mining-induced events, overshoot occurs (Figure 1) in that 
nearly all of the ratios are less than 0.5. 

The final entry in Table 2, fault slip D is estimated for the mine tremors using 
(MCGARR, 1991) 

D = 8.1Rv_//~ (18) 

where v_ is the peak velocity of the S wave pulse. Although (18) is a model-depen- 
dent equation, underground observations of D (MCGARR, 1991) tend to confirm its 
validity. As seen in Table 2, D ranges from about 1 to 58 ram, whereas for the 
laboratory events (Table 1) the same range is 0.062 to 0.145 mm. 

In terms of the primary conclusions of this report the most significant quantities 
listed in Table 2 are Ea and ~ .  The source of error of most concern in estimating 
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Ea is the effect of attenuation or limited bandwidth. All estimates of E~ are from data 
recorded at underground sites with source-to-site ray paths ranging from 1 to 2 kin. 
Q for shear waves over these paths is approximately 400 (CHURCHER, 1990). 
Filtering experiments on the data indicate that energy in the frequency range above 
50 Hz contributes almost nothing to the energy. At 50 Hz, the effect of Q on the shear 
wave amplitude is only a 20 percent reduction for a ray path of 2 kin. Thus, it seems 
unlikely that either E~ or ~ (Table 2) are reduced to any appreciable extent by the 
effects of either band-limited recording or attenuation during wave propagation. 

Induced Earthquakes in Canada 

GmowIcz et al. (1991, Table 1) presented source parameters for 155 events 
recorded in the Underground Research Laboratory at depths near 400 m in granite 
with moment magnitudes ranging from -3 .6  to -1.8; thus, nearly all of these 
URL events are smaller than the laboratory earthquakes reviewed here (Table 1). 
These tiny URL events occur in granite within about 2 m of the sidewall of a 
vertical shaft 2.3 m in radius (TALEBI and YOUNG, 1990) where the ambient state 
of deviatoric stress has been amplified by a factor of approximately two due to the 
circular shaft (e.g., VERNIK and ZOBACK, 1989). According to MARTIN and 
YOUNG (1993), the maximum principal horizontal stress at depths near 400 m is 
55 MPa and the minimum principal stress, vertically oriented, is about 14 MPa. If 
the horizontal principal stress is amplified roughly two-fold within the zone of 
seismicity then the typical shear stress acting to produce fault slip is of the order of 
48 MPa, corresponding to ~ in (1). For comparison, values of ~a for these URL 
events range from 0.016 to 2.43 MPa (GmowIfz  et al., 1991, Table 1), indicating 
from (5) approximate seismic efficiencies from 0.0003 to 0.051, a range that is 
similar to that of the Witwatersrand mine tremors (Table 2), but generally lower 
than the range of laboratory values (Table 1). 

The other set of Canadian tremors, induced at depths near 710m in the 
Strathcona mine, are of interest here because, at a given magnitude, or moment, the 
seismic efficiencies of these events are substantially lower than those at the URL, as 
will be seen. This essential difference between the URL and Strathcona earthquakes 
is especially persuasive because the same instrumentation and methodologies were 
employed in both studies (GmowIfz et al., 1991; URBANCIC and YOUNG, 1993). 

Scaling 

Having reviewed the techniques used to measure seismic source processes in the 
laboratory (Table 1) and in deep mines (Table 2), we are now in a position to find 
out how these phenomena relate to each other. 
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Apparent Stress 

First, consider apparent stress r~, measured using (3) for the laboratory events 
and (8) for the earthquakes. This commonly-estimated parameter is useful for 
assessing scaling effects because of its lack of model dependence. We see that the 
plot of % (Figure 2) for some major crustal earthquakes, as well as laboratory and 
mining-induced events, reveals some interesting effects. 

First, over nearly 18 orders of magnitude in seismic moment the apparent stress 
falls in the range of 0 to 10 MPa, almost without exception. Thus, globally, % 
shows no systematic dependence on M0, an observation that lends support to the 
idea that earthquakes generally are "constant stress drop" phenomena (e.g., 
HANKS, 1977, 1992; ABERCROMBIE and LEARY, 1993). 

Second, the individual sequences (Figure 2), either mining-induced or labora- 
tory, exhibit very strong scaling. For the laboratory events, this strong scaling 
(Za "~ M0) is anticipated because, as mentioned before, the fault area is fixed. For 
the mining-induced events, however, the scaling, almost as strong as that for the 
laboratory events, is unanticipated in view of the commonly-assumed "constant- 
stress-drop" hypothesis (e.g., HANKS, 1992). Using the results of the laboratory 
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events for guidance, it seems reasonably clear that the strong scaling of  z~ for the 
individual sets of  mining-induced events (Figure 2) indicates a weak dependence of 

source dimension on M0, a point to which I return. 
Third, the data on the right-hand side of  Figure 2 indicate, for natural crustal 

earthquakes in various tectonic settings, values of  % that fall in the same range as 

for the induced and laboratory events. Thus, at least in terms of  apparent  stress, 

these major  crustal earthquakes appear  to be the same phenomena as even the 

tiniest induced events. 

M a x i m u m  F a u l t  S l i p  

Over about  14 orders of  magnitude in seismic moment ,  maximum fault slip D 
appears in general to scale approximately as M 1/3 (Figure 3) as it should, to the 

extent that D is proport ional  to source dimension (e.g., equation (7)). On the 

left-hand side of  Figure 3 the laboratory measurements of  D (Table l) scale as M0, 
as explained before, and in the middle portion of the figure, D, from Table 2, 
inferred using (18) shows scaling much stronger than M 1/3. The point at 

M0 ~ 5 • l0 ~5 N-m corresponds to a mining-induced tremor for which the maxi- 
mum fault slip was measured in s i tu  (BRUMMER and RORKE, 1990; MCGARR, 

1991). The two data on the right-hand side of  Figure 2 are for two recent 
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Figure 3 
log D as a function of log M 0 for laboratory events, mining-induced tremors and two earthquakes. For 
the laboratory stick-slip events only the two extreme data are shown; all of the other laboratory data 
(Table 1) fall on the line joining these two extreme points. The point labeled 1040939 was reported by 
MCGARR (1991). For this event, the fault slip D was measured in situ by BRUMMER and RORKE (1990). 
The line representing D oc M 1/3 was drawn to pass through the laboratory data. The point labeled 

Ungava is from ADAMS et al. (1991) and the Landers datum was reported by SIEH et al. (1993). 
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earthquakes that produced remarkably well-defined surface slip (ADAMS et al., 

1991; SIEH et aL, 1993). 
Thus, as for apparent stress, simple scaling principles (D ~ M~/3) seem sufficient 

for globally relating slip measured in the laboratory upward to that for the 
mining-induced tremors and then to slip associated with the yet larger crustal 
earthquakes. Accordingly, in D - M  0 space the laboratory stick-slip events appear to 
be the same phenomena as earthquakes, induced or natural. Note, however, that 
both the laboratory and mining-induced events show individual scaling much 
stronger than D ~ M~/3. 

Discussion 

To this point I have reviewed a body of evidence that tends to confirm the 
suggestion (BRACE and BYERLEE, 1966) that stick-slip friction in the laboratory is 
indeed the same essential phenomenon as crustal earthquakes. The more interesting 
question, so far avoided here, is whether or not the friction experiments provide 
useful insights in interpreting crustal earthquake data. 

Consider, for example, the proposal by SCHOLZ (1990, p. 91) that, based on 
laboratory evidence, the stress drop (Figure 1) tends to be of the order of 10 
percent of the total shear stress acting on the fault. If this, or some version of this, 
is so, then seismologists would have the capability of using seismic data to estimate 
absolute levels of deviatoric stress in the seismogenic crust. 

To pursue this exciting possibility, consider first how the stress changes in the 
laboratory experiments (Table 1) relate to the average stresses f acting on the fault. 
We see that one measure of stress change, Za, tends to be close to its median value 
of 0.06 of f, as noted before by LOCKNER and OKtmo (1983), with the ratio za/f 
ranging from 0.012 to 0.08 (Table 1). This ratio appears to be independent of either 
M0 or ~. 

Similar remarks apply to the stress drops AT measured in the laboratory in that 
Az/f ranges from 0.12 to 0.30, with a median value of 0.23. Again, there appears to 
be no systematic dependence of this ratio on either ? or 34o. 

To summarize the laboratory evidence (Table 1) 

and 

va/f ~ 0.06 (19) 

Az/? ~- 0.23. (20) 

Each of these ratios appears to be independent of both M0 and confining pressure 
an at least over the range included in Table 1. 

A comparison of the behavior of ~ in the laboratory experiments and in the 
South African gold mines provides the first indication of complications in general- 
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izing the laboratory results, (19) and (20), to crustal earthquakes. Whereas for the 
laboratory data, f (Figure 4) scales with Mo in the same way as za (Figure 2), f for 
the mining-induced events is independent o f  M0 in contrast to za which, as noted 
before, scales strongly with M0. Similarly, the ratio ran (=r/) shows a much 
broader variation in the mines (Table 2) than in the laboratory (Table 1), in a lower 
range with little overlap. 

The behavior of AT/f for mining-induced events (Table 2) is also quite different 
from that of the laboratory events (Table 1), again showing a broader range. In 
contrast to the laboratory results, (20), the median of Az/f for the mine tremors 
(Table 2) is only 0.065. 

As there is no reason to suspect that the physics of fault slip in the deep gold 
mines differs in any essential way from that in the laboratory, it seems most likely 
that the behavioral differences in za/f and Az/f are a consequence of contrasts in 
fault slip' configuration. Whereas for the laboratory stick-slip events (Table 1) the 
slip D is homogeneous over a planar surface of area 0.8 m 2, there is abundant 
evidence to the effect that for the mine tremors the slip is quite inhomogeneous 
(e.g., SPOTTISWOODE and MCGARR, 1975; MCGARR et al., 1975). In particular, 
within the idealized penny-shaped source of radius r0 there are almost certainly 
regions where slip is much greater than average (asperities) and those for which slip 
is zero ("barriers" in the terminology of DAS and AKI, 1977). 
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Figure 4 
log ~ as a function of log M o. These data are from Tables 1 and 2. 
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Thus, the working hypothesis proposed here entails a seismic source model for 
which, in a given sequence of  earthquakes, neither the source dimension nor the 
average applied stress causing slip varies significantly. Instead, the primary variabil- 
ity involves the distribution of barriers to slip within the source radius. 

The seismic source model entailing the failure of an asperity, developed by DAs 
and KOSTROV (1983) and MCGARR (1991), is especially convenient for illustrating 
the effect of barriers on the apparent stress. An asperity of radius ro that fails due 
to an applied stress f will experience maximal homogeneous slip D if there are no 
barriers within the asperity. With increasing barrier area, the average slip /5 
decreases. Thus, 

/5-<D. (21) 

To calculate the apparent stress, (8) needs to be evaluated, which in turn, involves 
Eo and M 0. From (7) 

and from (13) and 14) 

mo: u~r~0 (22) 

~o T Ea ~ 4~pflR ~ v 2 dt (23) 

where T is the duration of the S-wave pulse and, for the present purpose, the small 
contribution of the P wave to the total radiated energy is neglected. From equation 
(11) of  MCGARR (1991, with k = 2.34), (23) is readily evaluated for the S-wave 
pulse to yield 

E. ~ 0.61#/52ro . (24) 

Then combining (8), (22) and (24) gives for the apparent stress 

ra = O. 19pD/r o. (25) 

It is important to note that any plausible seismic source model (e.g., BRUNE, 1970; 
MADARIAGA, 1976; BOATWRIGHT, 1980) would yield the same functional form for 
r~ as (25). Thus, the dependence of % on D/ro is not specific to the source model 
used here (MCGARR, 1991). 

The main point, then, is that, even though fault slip over an asperity may be 
physically identical to that in laboratory experiments, the presence of barriers 
reduces/5 and, therefore, z~, assuming fixed r o in (25). Accordingly, for an asperity 
without internal barriers, both M0 and Eo are maximal, with/5 = D and z~ complies 
with (19). Hence, (19) represents, I think, the upper bound result for the earth- 
quake sequences considered here. 

As seen in Figure (2), (19) does, indeed, seem to be a reasonable upper bound 
for the two earthquake sequences for which estimates of f are available. For both 
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the South African and Canadian URL events ?-~ 48 MPa and so from (19), (21) 
and (25), ra < 2.9 MPa. This inequality is clearly in accord with the data. 

Assuming that (19) applies to other earthquake sequences as well, one can use 
reliable observations of apparent stress to estimate observational upper bounds, 
which then yield L the absolute level of deviatoric stress acting to produce seismic 
slip. Thus, although individual values of z a cannot be related directly to the ambient 
deviatoric stress, suites of za estimates can yield upper bounds that in turn may be 
related to f according to (19). Alternatively, individual values of z, may yield lower 
bound estimates of f. For instance, the estimate of za ~-4.1 MPa for the Landers 
earthquake (Figure 2) corresponds to an average loading stress f of 65 to 70 MPa, 
if (19) is appropriate for crustal earthquakes. 

One could, in principle, analyze seismic stress drops Az in the same way just 
done for Ta but the model dependence of the estimates of Az for earthquakes 
presents an essential problem. As mentioned before, it is not clear exactly how these 
model-dependent estimates of Az for earthquakes relate to the directly-measured 
laboratory values (Figure 1). For what it's worth, however, let us suppose that Az 
for earthquakes can be realistically compared to laboratory values. Then, using the 
same argument as before for ~,, (20) represents an upper bound for Az for any 
particular sequence. For both the URL (GmowIcz et al., 1991) and the South 
African events, with f = 48 MPa, Ar < 11 MPa. As seen in Table 2, all but one of 
the South African tremors adheres to this bound, with event 325 1539 exceeding the 
limit by an insignificant margin. For the URL events the values of Az listed in 
Table 1 of GmowIcz et al. (1991) conform to A~ < 3.1 MPa, and, thus, are 
compatible with an upper bound of 11 MPa. 

Concluding R e m a r k s  

The evidence reviewed here indicates that laboratory stick-slip friction experi- 
ments can provide some very useful insights regarding the mechanics of induced 
earthquakes and, presumably, natural crustal earthquakes as well. Because the 
physical processes of the laboratory and induced events appear to be identical there 
is considerable benefit, as demonstrated here, to be derived by relating earthquake 
source parameters, measured from seismograms, to their counterparts in the 
laboratory experiments. In this way, the laboratory results can be used to resolve 
many longstanding questions regarding earthquake source processes including the 
three posed just after equation (8) in the Introduction. 

First, the behavior of apparent stress T~ (Figure 2) for individual sequences of 
both induced and laboratory earthquakes does not conform to the normally-ex- 
pected "constant stress-drop" scaling (e.g., HANKS, 1977) for which % would show 
no systematic dependence on seismic moment. Instead, for each data set, z a shows 
quite a strong and systematic dependence on Mo. This strong scaling is easy to 
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understand in the case of the laboratory events because the fault area is fixed at 
0.8 m 2 which means that ~, ocD/roocMo, inasmuch as the fault radius t"o is 

invariant. It was somewhat surprising, however, that the scaling of  the induced 
earthquakes (Figure 2) is much more similar to that of the laboratory events than 
to the constant-stress-drop expectation, for which D oc r0. It appears that the 

seismic source zones tend to be roughly the same size as the region over which the 
deviatoric stress has been substantially augmented to produce earthquakes. For  the 
UR L events, the source radii r0 (Table 1 of GIBOWICZ et al., 1991) range from 0.24 

to 0.91 m and show only a weak, poorly-defined dependence on M0. The source 

dimensions (~2r0 )  of  these tremors fit within the zone 1 to 2 m thick around the 

URL shaft (MARTIN and YOUNG, 1993) within which the deviatoric stress has been 
augmented by a factor of  approximately two. For  the South African mine tremors 

(Figure 2, Table 2) the corresponding dimension is about 200 m (e.g. MCGARR et 
al., 1975). 

The Strathcona events (Figure 2), whose magnitude range overlaps that of the 
UR L tremors, helps to illustrate the effect of  source dimension on za. Source radii 

measured by URBANCIC and YOUNG (1993) ranged from 0.86 to 2.75 m, and, thus, 
are typically three times as large as their URL  counterparts. As seen in Figure 2, in 
the region of moment overlap for these two sequences, za for the Strathcona events 
is roughly a factor of  20 to 40 less than that for the URL. Combining equations 
(22) and (25) yields the result that za "~ Mo/r 3. Thus, for fixed M 0, we anticipate 
that if the source radii at Strathcona are three times as large as those of  the URL, 
the corresponding seismic efficiencies should be about 27 times smaller, consistent 
with what is observed in Figure 2. 

The comparison between the URL and Strathcona events raises the question of 

why the Laboratory data tend to coincide with the Strathcona instead of the URL 
data in view of the close agreement between the source dimensions of the labora- 

tory (2 m x 0.4 m) and URL (0.48 -< 2r 0 -< 1.82 m). If  the mechanics of the labora- 
tory events were identical to those of  the induced earthquakes, then one would 
expect the laboratory measurements of % to agree closely with those of  the U RL 
events, for fixed Mo. 

In terms of source time history, however, the laboratory events are much more 
similar to the Strathcona events in that with a typical source duration (DIETERICH, 
1981; LOCKNER and OKUBO, 1987) of  2.5 ms, the corresponding corner frequency 
of  about 400 Hz yields an equivalent seismic source radius, using (10), of  2.8 m, 
where/~ is assumed to be 3000 m/s. This equivalent seismic source radius is at the 
top of  the Strathcona range (0.86 to 2.75 m), but, far above the URL range (0.24 
to 0.91 m). Thus, in terms of source time history, the "size" of  the laboratory events 
coincides with the larger Strathcona tremors but not those of  the URL. This is 
almost certainly the proper comparison because our estimates of the earthquake 
sizes rely completely on the source time histories. 
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Although, for individual sequences (e.g., the URL tremors) the principal 
difference between large and small events involves average slip, but not source 
dimension, it is important to emphasize that in a global sense, the data reviewed 
here support the constant-stress-drop idea in that, taken together, the data of 
Figure 2 show no systematic variation with M0 over an enormous range. Thus, 
nothing presented here should be construed as evidence contrary to what was 
presented by HANKS (1977), for example, who considered a very global data set. 

Second, with regard to the efficiency of earthquakes ( t /=  za/'~) the results 
reviewed here (e.g., Table 2) indicate efficiencies that are even lower than those of 
the laboratory stick-slip events, for which t / ~  0.06 seems to be typical. For both the 
URL and the South African induced earthquake data sets t / <  0.06. 

A related issue involves the behavior of the dynamic coefficient of friction, or 
resisting stress zr, as a function of fault slip. In the laboratory stick-slip experi- 
ments, as exemplified in Figure 1, zr diminishes, at the initiation of slip, from its 
static to an average dynamic value about which it fluctuates closely for the duration 
of the event. Although much more exotic behavior of zr has been postulated for 
earthquakes (e.g., HEATON, 1990) involving a very drastic reduction in ~ followed 
by "healing" or increase in the final stages of the event (an "undershoot" scenario) 
the small ratios ~,/g observed for the induced tremors do not provide appreciable 
scope for such effects; instead it seems almost certain that ~ for these induced 
events (e.g., Table 2) behaves in much the same way as seen in Figure 1. 

Third, and perhaps most interestingly, although the ratios z , / f  for laboratory 
and mining-induced events are similarly quite small, in more detail they show 
profound differences. Whereas, for the laboratory events T, / f  shows little variation 
about 0.06, the same ratio for the induced events increases systematically with M 0 
such that 0.06 appears to be an upper bound. This observed contrast in behavior 
motivates the working hypothesis that for mining-induced events, and possibly 
natural crustal earthquakes as well, 

va/g < 0.06 (26) 

with equality corresponding to homogeneous slip over the entire fault plane, as is 
the case in the laboratory. For all other events, the inequality is a consequence of 
barriers to slip within the source zone that reduce the average slip. 

This hypothesis, although quite exciting in that it provides an important link 
between seismic data and the hypocentral environment (e.g., MCGARR, 1984; 
SCHOLZ, 1990), is nonetheless tentative. Needless to say, much additional research, 
both in the laboratory and involving induced earthquakes, is necessary to test the 
generality of (26). Possibly differences in the experimental configuration, differences 
in fault zone material, or the presence of fluids would yield substantially different 
results in the laboratory. In the field, it is clearly necessary to study additional 
earthquake sequences for which f can be estimated. 
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