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Simulation of the Frictional Stick-slip Instability 

PETER M O R A  1 and DAVID PLACE 1 

A b s t r a c t - - A  lattice solid model capable of simulating rock friction, fracture and the associated 
seismic wave radiation is developed in order to study the origin of the stick-slip instability that is 
responsible for earthquakes. The model consists of a lattice of interacting particles. In order to study the 
effect of surface roughness on the frictional behavior of elastic blocks being rubbed past one another, the 
simplest possible particle interactions were specified corresponding to radially dependent elastic-brittle 
bonds. The model material can therefore be considered as round elastic grains with negligible friction 
between their surfaces. Although breaking of the bonds can occur, fracturing energy is not considered. 
Stick-slip behavior is observed in a numerical experiment involving 2D blocks with rough surfaces being 
rubbed past one another at a constant rate. Slip is initiated when two interlocking asperities push past 
one another exciting a slip pulse. The pulse fronts propagate with speeds ranging from the Rayleigh 
wave speed up to a value between the shear and compressional wave speeds in agreement with field 
observations and theoretical analyses of mode-II rupture. Slip rates are comparable to seismic rates in 
the initial part of one slip pulse whose front propagates at the Rayleigh wave speed. However, the slip 
rate is an order of magnitude higher in the main part of pulses, possibly because of the simplified model 
description that neglected intrinsic friction and the high rates at which the blocks were driven, or 
alternatively, uncertainty in slip rates obtained through the inversion of seismograms. Particle trajecto- 
ries during slip have motions normal to the fault, indicating that the fault surfaces jump apart during the 
passage of the slip pulse. Normal motion is expected as the asperities on the two surfaces ride over one 
another. The form of the particle trajectories is similar to those observed in stick-slip experiments 
involving foam rubber blocks (BRuNE et al., 1993). Additional work is required to determine whether 
the slip pulses relate to the interface waves proposed by Brune and co-workers to explain the heat-flow 
paradox and whether they are capable of inducing a significant local reduction in the normal stress_ It 
is hoped that the progressive development of the lattice solid model will lead to realistic simulations of 
earthquake dynamics and ultimately, provide clues as to whether or not earthquakes are predictable. 

Key words: Friction, earthquakes, nonlinear dynamics, lattice solid, numerical simulation, numerical 
modeling. 

I n t r o d u c t i o n  

T h e  n o n l i n e a r  p h y s i c s  o f  e a r t h q u a k e s  is yet  to  be  wel l  u n d e r s t o o d  d e s p i t e  a n  

e x t e n s i v e  r e s e a r c h  effor t .  T o  da t e ,  t he  focus  h a s  b e e n  o n  o b s e r v a t i o n s  a n d  l a b o r a -  
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tory experiments with relatively little theoretical or numerical research. The advent 
of massively parallel computers marks the beginning of an era when numerical 
simulations could play an increasing role to resolve questions such as: What are the 
significant microscopic mechanisms underlying rock friction and how do they work? 
What are the critical factors co~trotling earthquakes? Are earthquakes predictable? 

Although it may be possible to gain useful insight by ignoring the physics of 
earthquakes (e.g., analyses based on self-organized criticality and statistics), only a 
detailed understanding of these phenomena will provide the complete picture. A 
physically based model would allow numerical experimentation to be performed in 
order to study: friction, prestress, the effect of rock surface geometry as well as fault 
geometry, the role of fluids, the development and role of fault gouge, etc. Some well 
studied models to simulate earthquakes are based on spring-block chains sliding on 
a frictional surface (e.g., BURRIDGE and KNOPOFF, 1967; CARLSON and LANGER, 
1989); integral approaches (e.g., RICE, 1993; COCHARD and MADARIAGA, 1993) 
and more recently, direct (finite element/difference) methods (DAY, 1991; NIELSEN 
and TARANTOLA, 1992). These are macroscopically based, and require rather than 
provide friction laws (for an exception, see PISARENKO and MORA, 1994, who 
study a mechanism for velocity weakening using a spring-block like asperity model). 
To our knowledge, no numerical approach has been developed that is capable of 
accurately modeling the underlying physics of rock friction in order to study the 
factors controlling the initiation of slip. 

The principle goals of this paper are to: 
(l) motivate and describe a model with the essential ingredients that enable the 

physics of rock friction and earthquakes to be simulated at various scales, 
(2) present results of a numerical experiment designed to study the friction between 

two elastic blocks with rough surfaces and no intrinsic fr ict ion.  

Earthquakes are complex phenomena involving processes including friction, 
fracture, granular flow of fault gouge and wave propagation. They depend on 
factors such as fault geometry, crustal structure, the state of stress in the crust and 
the presence of fluids. 

The question of how to simulate such diverse processes is not easy considering 
that scales from the molecular to crustal are involved. A natural and simple 
approach, termed the "atomic lattice solid" model (MORA and PLACE, 1993), 
simulates the dynamics of interacting "particles" whose meaning depends on the 
scale. For example, particles could represent a volume of rock at the crustal scale 
in which case their interactions describe the macroscopic laws and friction between 
surfaces, etc. At a smaller scale, particles could represent grains in a rock or 
molecules in which case studies could be made to develop an improved understand- 
ing of the macroscopic laws. Because particles are followed through space, it is easy 
to model the friction between rubbing surfaces and fracture which involves break- 
ing links between particles as well as elastic wave propagation. At each instant of 
time, the interactions that occur between nearby particles (e.g., touching or linked) 
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determine the force on each particle, allowing the particle positions to be extrapo- 
lated by a small increment of time. The atomic lattice solid model is based on the 
same principle as molecular dynamics (ALLEN and TILDESLEY, 1987) except that 
the interactions are not necessarily interatomic. 

The particle based approach is also similar to Lagrangian schemes which follow 
points attached to matter as they move through space. However, it is computation- 
ally easier and physically more natural to model the interactions between particles 
rather than to compute partial derivatives in an evolving coordinate system that 
may become convoluted and even discontinuous in the case of fracture processes. 
Furthermore, the existence of a scale in the problem related to the size of the 
particles eliminates singularities and infinities that exist in analytic solutions (e.g., 
Rayleigh poles, caustics, etc.). The requirement of the particle based approach is the 
specification of the interparticle interactions and any relevant long-range or external 
forces (e.g., gravitational). 

A major part of this paper involves the presentation of simulation results of the 
friction between two elastic blocks with rough surfaces. The specification of the 
numerical experiment was in part motivated by laboratory studies involving foam 
rubber blocks being driven past one another (BRuNE et al., 1990, 1993). Several 
interesting phenomena were observed including stick-slip cycles with slip histories 
similar to those recorded at Parkfield California (BAKUN and McEVILLY, 1984; 
Fig. 4, BRUNE et al., 1993) and particle motions indicating that the blocks jumped 
past one another during slip events. BRUNE et al. interpreted these motions to be 
due to interface ("opening") waves of a similar type to those occurring as rubber 
slides past a hard surface known as Schallamach waves (SCHALLAMACH, 1971). 
They then suggested that such waves propagating along faults could explain the 
lack of frictional heat generated during earthquakes (observed along the San 
Andreas Fault). The idea is that ripples propagate along the fault and that slip 
occurs while the normal stress is reduced. They also proposed that normal motions 
related to such opening waves could explain the anomalously high P-wave energy 
observed beyond the corner frequency. 

However, the interpretations of Brune and co-workers are controversial consid- 
ering the low normal stresses and non rock-like material used in the experiment 
(foam rubber is highly nonlinear and has a surface geometry that is unlike rock 
surfaces). In addition, while theoretical work (COMNINOU and DUNDURS, 1977, 
1978) indicated that opening waves also occurred when elastic bodies slide past one 
another, the validity of their solution has been questioned (FREUND, 1978). 
Furthermore, numerical experiments (Day,  1991) indicated that the separation 
component of combined sliding/separation events initiated in a planar fault model 
rapidly died out. Day suggested that a more complex surface physics or geometry 
would need to be invoked in order to achieve a self-sustaining separation pulse. 

Surface roughness is capable of inducing velocity weakening friction laws both 
through in-plane dynamical interactions (PISARENKO and MORA, 1994) and the 
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(steady-state) effect of momentum transfers from the in-plane to normal direction 
(LOMNITZ-ADLER, 1991). The primary goal of the numerical experiment presented 
in this paper is to study surface roughness induced friction, and in particular, to 
investigate the dynamics of slip between rough surfaces involving both normal and 
in-plane motions. With this in mind and motivated in part by the foam rubber 
controversy, a numerical experiment was conducted to study the frictional behavior 
between two perfectly elastic (up to a breaking limit) 2D blocks with rough 
surfaces. The blocks consisted of particles interacting through radially dependent 
potential functions thus approximating the behavior of circular frictionless grains. 
Consequently, the friction between the blocks is entirely due to the effect of surface 
roughness coupled with the elastic stiffness of the blocks. 

The Lattice Solid Model 

The "atomic lattice solid model" (MORA and PLACE, 1993) simulates interact- 
ing particles that make up a rock (e.g., grains) representing the smallest units of 
matter in the model. It is similar to the molecular dynamics approach developed in 
the 1950s to model the motions and interactions of atoms to study the properties of 
materials (see ALLEN and T~LDESLEY, 1987 for a modern review). However, rather 
than modeling atoms, the dynamics of larger units is simulated. This kind of 
course-graining of material enables modeling to be performed at geophysical scales 
on present-day computers which are capable of handling up to 108 particles 
(LOMDAHL et al., 1993a). The principle limitations of the lattice solid model are the 
validity of course-graining matter into indivisible units and the precision to which 
interactions between such units can be known. The main strength is that, like the 
natural universe,, the model is made up of interacting particles moving through 
space. This enables the nonlinear behavior in solids such as friction and fracture to 
be simulated with considerable simplicity (because rock friction involves surfaces of 
particles rubbing past one another and fracture involves adjacent particles breaking 
apart). 

Lattice .Structure 

At the scale of a laboratory experiment to study rock friction, it is appropriate 
to model particles that represent rock grains. In the present work, idealized round 
grains defined as particles interacting through radially dependent potential func- 
tions are arranged into a close-packed crystalline lattice in 2D (Figure 1). This 
structure has realistic elastic properties despite being an oversimplification of real 
rocks which are composed of irregularly shaped grains. The linear elastic properties 
of the close-packed lattice were first developed by Poisson (AKI and RICHARDS, 
1980, p. 4) who demonstrated that it corresponds to an isotropic solid with a 
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Figure 1 
The close-packed 2D lattice used in the lattice solid model. 

compressional wave speed ~ times the shear wave speed. 2 The disadvantage of  the 
crystalline structure is that the fracture behavior is anisotropic (MoRA and PLACE, 
1993) whereas fracture in real rocks tends to be isotropic unless grains have a 
preferred orientation. If  isotropy of fracture is an important consideration, a 
random lattice (i.e., random grain shapes and orientations) should be used (CHRIST 
et al., 1982; HERRMANN, 1993). 

Particle Interaction 

Particles interact through interparticle potential functions. To capture the first- 
order behavior of  brittle rocks, the potentials are initially parabolic (i.e., linear 
elastic bonds) that change irreversibly to a half parabola describing the repulsive 
component after some critical (breaking) separation rb is reached (Figure 2). 
Therefore, bonded particles can essentially be considered to be idealized circular 
grains that attract one another when pulled apart and repel one another when 
pushed together. When the bond is broken, the "grains" are free to move apart and 
collide elastically with any other "grains" in their path. The repulsive part of  the 
interaction remains unchanged after bonds are broken, therefore the "grains" retain 
their elastic properties when they become free (c.f. an invidividual rock grain has 
the same elastic properties whether or not it is part of a rock matrix). 

Systems of particles with this kind of interaction are capable of  modeling 
dynamic fracturing and frictional behavior in solids (MORA and PLACE, 1993) as 
well as quasi-static tectonic processes (DoNz~ et al., 1993). Similar reversible 
potentials have also been used to model fracture at an atomistic level (ASHVRST 
and HOOVER, 1976; LOMDAHL et al., 1993b). 

2 The demonstration assumed interatomic potential functions which were radially dependent only. 
Note that the ratio Vp/V, = x/3 is the same for the 2D and 3D close-packed tattices although the 
corresponding Poisson's ratios are respectively e = 1/3 and a = 0.25. Therefore, experiments involving 
the 2D lattice are equivalent to plane strain experiments involving a 3D solid medium with a = 0.25. 
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Figure 2 
Effective interparticle polentials and corresponding interparticle forces used to model elaslic-brittle solids 

and the Lennard-Jones potenlial for comparison. 

This potential energy function for the elastic-brittle bond described above is 
given by 

~ V o + � 8 9  2, r < R 
V(r) IV(R), r > R, ( l)  

where the range when the potential becomes flat is 

R = R( t )  = ~ rb' r(z) <-- rb for all v < t 
[ro, otherwise, (2) 

and 

1 
Vo = - ~  k(rb -- ro) 2. (3) 

The explicit functional dependencies of V and R on time are not written in equation 
(1) for notational simplicity. 

For comparison, the Lennard-Jones potential which is frequently used to 
approximate the Van der Waals interaction and represents a typical interatomic 
potential function is 

Lk ro /  - ~ , (4) 

where ~ = 12 and fl = 6 are respectively the powers of the attractive and repulswe 
parts of the potential. The value of A in equation (4) relates to the spring-constant 
k through 

krg 
a = (5) 

~(~ -/~)" 
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The range when the Lennard-Jones force begins to decrease as a function of the 
interatomic separation is 

r b = r o ~ f f - ~ )  ~r0 1.11. (6) 

At the macroscopic scale, the breaking strain is typically much less than the 11% 
suggested, above due to heterogeneity in chemical composition and lattice defects, 
etc. Therefore, this value can be considered as an upper bound for most materials. 

This limiting value for the breaking separation has been used in the elastic-brit- 
tle potential given by equations (1) through (3) because the focus here is on the 
coupled effect of elastic interactions and surface geometry. Hence, the model 
material is essentially elastic with breaking occurring only in extreme circumstances. 

The total potential energy of an N particle system is the sum of potentials 
between each unique pair of particles given by 

V = ~ --.m v(2), (7) 
pairs  

where V(~ is the pair potential. Hence, the total interaction force F~ on particle n 
is given by 

OV 
~; -  - E -.~v2), (8) 

~ X n  rn r n 

where x n is the particle position. The interparticle force on particle n due to particle 
m denoted by F(~m ) is given by 

F(2) = ~ - k ( r  - ro)e  . r < R 
" [0, r > R ,  (9) 

where the distance between the particles is 

r --~ Fnm = IX n - -  X m l  , ( 1 0 )  

and er is the unit vector pointing from particle m to particle n is denoted by 

X~I - -  X m e, (11) 

Equivalent expressions to calculate the torque are unnecessary here, considering 
that particles have radial interactions only. Note that the absence of torque on 
individual particles does not exclude torques on groups of particles and thus, 
torsional waves that may be relevant in cases involving opening surfaces. 

It is convenient to introduce viscosity to allow energy to be damped from the 
closed system. Therefore, the total force on particle n is given by 

F .  = FZ~ - vi~., (12) 
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leading to a frequency independent attenuation of form e-~'  where e = v/2M,, and 
M~ is the particle mass. 

Numerical Solution 

Particles are evolved in time by numerical integration of their equations of 
motion. At time t, the acceleration on each particle is computed using 

~,(t) = F,(t)/M,. (13) 

The particle positions and velocities are then extrapolated to the next time step 
t + At, using a finite-difference scheme known as the velocity Verlat scheme (ALLEr~ 
and TILDESLEu 1987) in molecular dynamics literature 

A t  2 .. 
x,(t  + At) = x,(t) + Atx,(t) + ~ - .  xn(t), (14) 

and 

ft,(t) + ffn(t + At) 
x,(t  + At) = :~,(t) + At (15) 

2 

Note that the velocity update requires the acceleration at the next time step. 
Therefore, the positions at time t + At are computed first in order to calculate the 
interaction force and thus acceleration. Due to the viscosity, the total force also 
requires the velocity at the next time step so a recursion is required. However, the 
convergence rate is rapid and two iterations were adequate. 

The numerical integration was found to be sufficiently precise using a time step 
At 

At -< e r 0  (16) 
m a x  ~ 

where ~ .~ 0.2 (denoted the numerical integration precision factor) and Vma x = Vp 
where Vp is the compressional wave speed and corresponds to the maximum speed 
of information propagation in the numerical experiment defined in the following 

section. 

Lattice Solid Properties 

Since the time of Poisson and Cauchy, it has been known that a close-packed 
2D lattice has isotropic elastic properties in the macroscopic limit with a compres- 
sional to shear wave speed of v/3 (i.e., 2 = #). Therefore, in the long wavelength 
limit, the shear wave speed Vs relative to the compressional wave speed Vp is 

Vs = ~ 3  ~ 0.58Vp, (17) 
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and the Rayleigh wave speed VR is 

VR ,,~ 0.92 Vs ~ 0.53 V~,, (18) 

which are typical ratios for crustal rocks. Because the medium is made of discrete 
particles, the wave speeds are a function of wavelength and may be significantly 
different as the wavelength approaches the equilibrium separation between particles. 
Note that real materials such as rocks have similar behavior at small scales (e.g., 
molecular or granular). Consequently, this dispersive behavior is not considered to 
be a fundamental limitation in the sense that both the model and rocks have certain 
behavior controlled at the smallest scale. However, the range between the seismic 
and "smallest scale" in the real world is high (e.g., between 106= km/mm and 
1012 = km/nano-m) whereas the maximum range possible on today's most powerful 
computers is 104 in 2D problems (i.e., l0 s particles). Consequently, the role of the 
lattice solid discreteness must be carefully considered when interpreting the simula- 
tion results in terms of  earthquake dynamics. 

The macroscopic elastic moduli are related to the microscopic parameters (i.e., 
the spring constant k and equilibrium separation r0) by 

2 = #  = @ k ,  (19) 

(HOOVER et al., 1974) and (area) density 

2 
p = ~ M. (20) 

,/3r; 

Numerical Experiment 

Two-dimensional homogeneous elastic-brittle blocks with crudely defined rough 
surfaces were rubbed past one another at a constant rate as shown in Figure 3. 
Each block consisted of approximately 256 x 128 particles attached to a rigid 
driving plate on the outer edge. The driving plates were maintained at a given 
separation corresponding to an initial deformation of 1%, suggesting a normal 
stress of order 10 Kbars. 3 

The model size was insufficient to enable the specification of a realistic rock 
surface roughness (e.g., BROWN and SCHOLZ, 1985) and this should be recalled 
when interpreting the results. The rough surfaces of the blocks were initialized by 
deleting (etching) particles from the edge of a flat block that lay outside a function 
with a power-law spatial spectru.in of heights. This function was generated by 

3 The equivalent normal stress was calculated for Vp = 5 km/s and p = 3 gm/cm 3. 
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Y 

Figure 3 
The setup of the numerical friction experiment. The distance from the fault is given in terms of  the 
separation between rows of  particles. Positive and negative signs are respectively used to indicate 

seismometer rows above and below the fault. 

multiplying independent white noise with k~-r and inverse Fourier transforming. Its 
height range was equal to three times the distance Ay = (x/~/2)r0 between rows of 
particles (i.e., approximately 1% of the total model height). Therefore, the surface 
roughness can be considered to have three possible discrete values ranging from the 
minimum value 4 of ( 1 - x/3/2)r0 to the maximum in increments of Ay. A value of 
y = 0.5 corresponding to pink noise (SCHROEDER, 1991) generated a reasonable 
surface roughness given the limited model size. 

The particle mass M, spring constant k and equilibrium separation of particles 
r0 were all set to unity in the numerical experiment and a time step of At = 0.2 was 
used, corresponding to a numerical integration precision factor of ~ ~ 0.2. In this 
system of units, the compressional wave speed (see equations (19) and (20)) is 

- ~ ,  1 . 0 6  ~ 1 .  

P 
(21) 

4The minimum surface roughness is not zero considering the smoothest surface that can be defined 
using the lattice solid model is a row of  particles (see Figure 1). It is calculated as the difference between 
the row spacing and particle diameter which is the normal movement required for a free particle to move 
along a "smooth"  surface (i.e., a row) while touching the surface. 
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Hence, from equations (17) and (18), the shear and Rayleigh wave speeds are 
respectively 

Vs ~ 0.61, (22) 

and 

VR ,-~ 0.56. (23) 

Other systems of units can be obtained by choosing Vp in the desired system and 
rescaling. 

The particle diameter r 0 determines the scale of the model and in particular, the 
minimum asperity size and seismic wavelength that can be represented. Together 
with the numerical integration precision factor e, r 0 and Vp determine the time step 
At and therefore, the time scale (see equation (16)). For  example, with Vp = 5 km/s 
and r 0 = 100 m, the model size and time step would respectively be 25.6 x (22.6,,/3/ 
2) ~ 25.6 x 22.2 km 2 and At ~ 0.004 s. 

Circular boundary conditions were used in the x direction and the rigid plates 
were driven at a constant speed of  0.00025 (i.e., approximately 0.025% of  the 
compressional wave speed) representing the steady movement of tectonic plates. 
Computations were made for 100,000 time steps = 20,000 units of time on a 
massively parallel Connection Machine 5 of  the C.N.C.P.S.T. 6 The particle velocities 
were initially zero adjacent to the fault and varied linearly to the "tectonic" values 
at the rigid driving plates. A uniform shear deformation equivalent to 1,000 units 
of time was applied to decrease the length of the period prior to the first slip event 
(i.e., the blocks were initially sheared by the amount  that would be achieved after 
1,000 units of  time if there was no slip between the rough surfaces). 

A value for the viscosity of v = 0.016 was used to attenuate elastic energy 
released in simulated earthquakes in order to decrease the effect of  boundary 
reflections on the dynamics of the frictional process along the fault. Hence, the 
attenuation coefficient was ~ = 2viM = 0.008 and waves were attenuated according 
to e - ~ 176176  where T = S/V is the time taken for a wave to propagate a distance S 
at a speed V. Therefore, boundary reflections from the rigid driving plates of shear 
and compressional waves generated along the fault 7 were respectively attenuated by 
factors of e-2.88 ~ 0.056 and e -  1.66 ,~ 0.19 in addition to the geometrical spreading 
factor. The artificial attenuation is intended to emulate the combined effect of 

5 A 64 node partition of  a 128 node CM-5. The Connection Machine �9 is produced by Thinking 
Machines Corporation, Cambridge, MA, U.S.A. 

6 Centre National de Calcul Parall61e en Sciences de la Terre, Institut de Physique du Globe, Paris, 
France. 

7 Note that the vertical propagation distance from the fault to the rigid driving plates and back to 
the fault again is S = 0.99 x 256 x Ay ~ 2195. 
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physical attenuation and geometric spreading on real seismic radiation as it 
propagates around the globe, thereby having little effect on the future dynamics at 
the fault of origin. Without the viscosity, normal modes of the system periodically 
initiated slip along the fault, making it difficult to observe stick-slip cycles. 

Seismometers were located on the upper and lower blocks to measure the 
displacement, velocity and acceleration along rows of particles at various distances 
from the fault (Figure 3) measured in terms of the row separation, Ay = (x/~/2)r0. 

Stick-slip Cycles 

Figure 4 depicts the frictional force, defined as the difference in the horizontal 
component of force on the upper and lower driving plates, 

F = ~ (F~)n - ~ (Fx)n. (24) 
n e l o w e r  e d g e  n E u p p e r  e d g e  

Stick-slip cycles can be seen as the characteristic sawtooth shapes observed in 
laboratory experiments (e.g., in experiments involving rubbing metal against metal 
(BOWDEN and TABOR, 1950), paper against paper (HESLOT et al., 1994) and rocks 
against rocks (BYERLEE and BRACE, 1968; see also DIETERICH, 1978 who analyzed 
sawtooth tips in rock friction experiments to study preseismic slip). During the stick 
phase, asperities on each surface lock the blocks together and the force gradually 
builds up as the blocks deform. Eventually, the elastic stress in the medium is 
sufficient to push a given asperity on one surface past its partner on the other 
surface, initiating slip between the blocks. Note that prior to 5,000 units of time, the 
force increases on average as the system is loaded to the critical point. 

F r i c t i o n a l  force  

F 

3' 

2. 

1- 

s t i c k _ _  slip , ,  /'~ 

| i i 5 ~ 0  P 
0 5000 10000 1 20000 

Time 

Figure 4 
The frictional force as a function of time between two elastic-brittle blocks with rough surfaces rubbing 

past one another. The sawtooth shapes are stick-slip cycles. 
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Subsequently, the force oscillates around a constant value during the stick-slip 

cycles. 

During the slip phases, elastic energy is radiated into the blocks as the surfaces 
rub past one another as can be seen on Figure 5 depicting the acceleration at a 
distance of d - -  15 rows from the fault (see also Figure 13). During the stick phases, 
no significant energy can be seen in the accelerograms (i.e., these are quite periods 
between the dominant earthquakes). 

During the slip phases, the two sides of the fault rapidly move past one another 
leading to step-like shapes in the displacement recordings (Figure 6). The steps are 
often sharp, indicating that movement tends to occur during short periods. How- 
ever, at certain positions along the fault, steps are smooth or subdivided into 
smaller steps, indicating that the movement can also occur continuously over a 
longer period (c.f. aseismic slip) or as a series of small stick-slip events. It is 
interesting that in places, only a part of  the fault breaks such as at t ~ 11,000. In 
these cases, the rupture has stopped spontaneously, probably upon reaching a 
larger than average asperity (i.e., higher than average local normal stress). 

Figure 7 displays an accelerogram adjacent to a displacement curve where eight 
stick-slip cycles have been identified. These recordings are remarkably similar to 
laboratory measurements involving stick-slip between foam rubber blocks (BRuNE 
et al., 1990) and the displacement curve has a similar form as field measurements 
from Parkfield (BAKUN and McEVILLY, 1984). Despite the relatively high rate the 
blocks were rubbed past one another (0.00025 Vp ~ m/s) as compared with tectonic 
values (~ c m /y r )  or laboratory rates ( ~ # m / s  ~ cm/day), the stick-slip process is 
well modeled. 

Figure 7 shows that the amount of displacement during each slip event is a half 
unit. Consequently, the total relative displacement between the two sides of the 
fault is one unit (i.e., a particle diameter), implying that each slip event involves a 

Y -  c o m p o n e n t  o f  a c c e l e r a t i o n  (d=15)  

2~o F~ 

200 

15o[ 

loo [ 

50 
L 

| 

T 

t 

,LJ., ] 
, .rI[ ~ 1  

.... ~ r l  lL 
i ' t ; 

- r 

~ "  r 

:3.1 

[ : , [ i  t " 
r ' ' [  

k L  
r T  - 

t~ 

fT 

J . a  . 

{11 .[ 
~.rI  

if" 

Time 

Figure 5 
Seismograms of  the y component  of  acceleration. 
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Figure 6 

Seismograms measuring the x component  of  displacement at a distance of  d = 5 rows from the fault. The 
slip phases are seen as steps in the curves. 
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Figure 7 
Seismograms recording the x component  of  displacement and the y component  of  acceleration at 

position x = 150 and a distance d = 5 rows from the fault. 

particle on one surface sliding past its counterpart on the other surface. However, 
the complex nature of the steps seen in Figure 6 indicates that this is only true on 
average. The complexity is due to the surface roughness and is expected to become 
increasingly rich with model size when more realistic surfaces could be specified. 
Apparently, the main effect of the roughness was to make the stress heterogeneous 
but it was too crude to allow a greater variability of slip magnitude to occur. 
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Note that the second and sixth slip phases are the least complex (see Figures 4 
and 6) and these periods will be analyzed in greater detail. 

Typical seismograms measuring acceleration during the second and sixth slip 
phases are shown in greater detail in Figure 8. It is not easy to compare these with 
observed seismograms because they are recorded in the near field (i.e., at a distance 
that is less than the length of the rupture zone). 

Spectra 

The average amplitude spectrum of the x and y components of acceleration have 
been computed in Figure 9. Both spectra are approximately linear (on the log-log 
plot) within a given range with the slope of the y-component spectrum changing at 
a lower corner frequency related to the fault size. These features are qualitatively 
similar to observed and theoretical spectra. Theoretical models predict that in the 
far field (and in 3D), the amplitude spectrum of acceleration will be flat above the 
corner frequency and have a slope of 2 below the corner frequency (AKI and 
RICHARDS, 1980, pp. 823--825). The numerical spectra have a slope of approxi- 

Seismograms (d=15) 
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Figure 8 
Typical seismogram recordings during the second slip event showing the x and y componer~t of  
acceleration. The seismometers were located at x = 150 with respective distances from the fault of  d = 15 

and d = 45. 
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mately 0.4 above the corner frequency and 1.5 below the corner frequency in the 
case of the y-component spectrum. The x-component spectrum does not have a 
clear change of slope at the corner frequency. Departures from observed and 
theoretical spectra are probably due to the fact that the numerical results are 2D 
and seismometers were located in the near field. This interpretation is supported 
by the observation that the numerical spectra become increasingly flat at high 
frequencies. 8 

Note that the corner frequencies marked on the plots were calculated using 

v~ 
f~ . . . . .  L '  

and 

Vs s f~ .. . . .  = Z - '  

where L is the length of the fault. 
The spectra also exhibit an upper frequency cutoff related to the finite particle 

size computed as 

v~ v,, 
/cPt~ ~-- ~min - -  ( 2 r 0 ) '  

which is the frequency of shortest wavelength P waves. 

Rupture Velocity 

The y component of particle velocity during the second and sixth slip phases is 
shown in Figure 10. The speed of the rupture front can be obtained by measuring 
the slope of the onset of the first black events yielding a value V r ~ 1.2V s during the 
second slip phase and Vr ~ VR during the sixth slip phase. During the other slip 
phases, rupture speeds had values close to the above two values with the majority 
(3 of 5 measured) close to the Rayleigh wave speed and the remainder close to 1.21/, 
(i.e., between the compressional and shear wave speeds). By comparison, phase 
velocities of Comninou and Dundurs elastic interface waves between elastic media 
(COMNINOU and DUNDURS,  1977, 1978) lie between the shear and Rayleigh wave 
speeds. 

However, the observation of some rupture speeds above the Rayleigh wave 
speed and even above the shear wave speed is in agreement with numerical 
modeling results, theoretical analyses and field observations. In particular, 

8 Higher frequence ~ shorter wavelength ~ far field approached. 



Vol. 143, 1994 Simulation of the Stick-slip Instability 77 

X 

250 

200 

150 " - -  

100 

50 

Vertical component velocity seismograms (d=lS) 

14600 15100 

. . . . . . .  

~ 0  6 ~  

Time 

Figure lO 
Seismograms of the y component of particle velocity with one trace width representing 0.5% Vp. The 
diagonal grey lines indicate the slopes corresponding to the compressiona], shear and Rayleigh wave 

speeds, 

ANDREWS (1976) numerical modeling results suggested that a secondary fracture 
could be induced ahead of the main crack tip, precipitating crack growth at a speed 
beyond the Rayleigh wave speed. BURRIDGE et al. (1979) explained under what 
conditions shear cracks could propagate at speeds between the shear and compres- 
sional wave speeds�9 An interpretation of  the Imperial Valley earthquake suggests 
that the boundary of a slip zone may propagate at speeds above the shear wave 
speed in crustal rocks (ARCHULETA, 1982). 

Slip Pulses 

The x component of particle velocity during the second and sixth slip phases is 
shown in Figure 11 with one trace width representing 1% of Vp (c.f. one trace width 
on Figure 10 represented 0.5% of Vp). These plots indicate that slip occurs as a 
pulse that propagates along the fault in a similar manner to HEATON'S (1990) 
self-healing slip pulses. The x- and y-component  particle velocity seismograms for 
the sixth slip event suggest that the slip can be decomposed into two parts: (1) a low 
slip rate initial phase whose front propagates at the Rayleigh wave speed and; (2) 

a high slip, rate main pulse which grows from the initial phase and whose front 
propagates at a speed well above the shear wave speed. It is interesting to note that 
the peak of the main pulse propagates at a speed approaching the compressional 
wave speed. 

The horizontal particle velocities range up to a few percent of the compressional 
wave speed ( ,-~ 100 m/s) during a slip event, The logarithmically averaged horizontal 
particle velocity in the main pulse of the second and sixth slip events is approxi- 
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Figure 11 
Seismograms of the x component of particle velocity with one trace width representing 1% Vp. The 
diagonal grey lines indicate the slopes corresponding to the compressional, shear and Rayleigh wave 

speeds. 

mately 0.3% of Vp (i.e., 15 m/s assuming Vp = 5 km/s). In the initial low slip rate 
part of the pulse of the sixth slip event, the maximum horizontal particle velocity 
is 0.5% Vp (25 m/s) and the logarithmically averaged value is 0.05% Vp (2.5 m/s). 

By comparison, Heaton estimated logarithmically averaged particle velocities 
during a slip pulse to be ~ 1 m/s (HEATON, 1990) and suggested that the maximum 
particle velocities could be as high as 10-20 m/s. The numerical particle velocities 
are approximately a factor of 5-15 higher than these values in the main part of the 
pulse and are similar in magnitude in the initial low slip rate part of the sixth slip 
event that propagates at the Rayleigh speed. 

If Heaton's values are representative of particle velocities extremely close to a 
fault, it seems probable that the mechanics and behavior of initial low slip rate 
parts of simulated pulses are most relevant to real earthquakes. It should be noted 
that the speed of the rigid driving plates was high, namely 0.00025 Vp = 1.25 m/s 
(assuming lip = 5 km/s) which is comparable to Heaton's slip rates. Consequently, 
the fault is being driven closer to instability even during a slip event. This suggests 
that progressively smaller elastic perturbations may be capable of destabilizing the 
fault surfaces and initiating slip (e.g., those associated with a compressional wave) 
which may help to explain the higher speed main pulses observed in the numerical 
experiment. In other words, the high speeds of the rigid driving plates may favor a 
different slip mechanism in the main pulse than the mechanism that occurs during 
real earthquakes. 

It should be noted that Heaton considers his 1990 particle velocity estimates to 
be lower bounds for particle velocities near a fault where the pulse could be more 
peaked (HEATON, 1994). Therefore, on the basis of particle velocities alone, it 
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should not be excluded that the main part of the simulated pulse is relevant to 
earthquakes and would be observed should there be a sufficient number of 
seismometer recordings near a fault to simultaneously estimate both the slip form 
and rate. 

In summary, the possible reasons for the high particle velocities within the main 
pulse relative to values obtained through seismogram inversion are: 
(1) simplification in the model such as the lack of intrinsic friction between 

particles, 
(2) uncertainty in the estimates based on analyses of real seismograms due to data 

errors and false assumptions regarding the form of the slip pulse etc., and 
(3) difficulty in making comparisons between the numerical particle velocities 

measured adjacent to the fault and inverted values using seismograms that are 
typically less close to the slip zone. 

The first possibility wil~ be investigated in the future, by conducting numerical 
simulation studies using less simplified particle interactions that include friction 
between particles. The second and third possibilities could perhaps be investigated 
by reanalyzing a data set containing only seismograms that are extremely close to 
the slip zone to determine whether there is any evidence for rapidly propagating 
high slip rate pulses like those seen in the numerical experiment. 

Particle Mot ions  

Particle trajectories at four different distances from the fault are shown in 
Figure 12, with a circle plotted every 10 units of time. The particle trajectory plots 
show that there are significant normal motions and that the upper and lower fault 
surfaces seem to jump apart when the slip occurs. 

The particle trajectories five rows above the fault are similar to those observed 
by BRUNE et al. (1993) which led them to suggest that opening waves may occur 
during earthquakes, which could explain the heat flow paradox. It is therefore 
interesting to analyze the magnitude of the normal particle motions. 

Recall that each slip event increased the average relative displacement across the 
fault by one particle diameter. This means that despite the surface roughness, the 
slip involves particles on one surface slipping past their counterparts on the other 
surface and no slip between larger asperities. Normal motions that separate the 
blocks by an amount approximately equal to the difference between the particle 
diameter and row separation (i.e., 1 - ~ / 2 ~ 0 . 1 3 )  would allow this to occur 
without any stress change (i.e., the normal motion required for touching rows to 
ride over one another without penetration or separation). 

The normal motions recorded on the upper and lower blocks (i.e., at d = 5 and 
d = - 5 )  indicate that the separation during slip ranges up to approximately 0.2 
units, suggesting that the fault surfaces may slip with a reduced stress in some 
instances. Unfortunately, the current results are not capable of resolving whether 
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Figure 12 
Particle trajectories recorded by seismometers located at four distances from the fault at x = 150, The 
absolute value of the horizontal displacement is plotted to facilitate the comparison between trajectories 
on the upper and lower blocks. Note that the horizontal displacements recorded on the lower block at 

d = - 5  were negative. 

the normal stress drops on average. This would require surface data to be collected 
and analyzed which is beyond the scope of the current paper whose primary goals 
are to describe the model and present results of a numerical experiment designed to 

study friction. 

Snapshots 

S n a p s h o t s  d u r i n g  the  6th slip phase  a re  s h o w n  in F i g u r e  13. In i t ia l ly  the  b locks  

s t ick t o g e t h e r  as asper i t ies  o n  e i the r  side o f  the  fau l t  in te r lock .  Even tua l l y ,  stress 

bu i lds  u p  suff icient ly fo r  a g iven  pa i r  o f  asper i t ies  to sl ide pas t  o n e  a n o t h e r  (f irst  

Figure 13 
Snapshots of a synthetic earthquake event occurring during the 6th slip of the 2D numerical friction 
experiment. Colors representing the vertical component of particle velocity are superimposed on an 
artificial landscape containing mountains and geologic layers. This allows the displacement across the 

fault to be seen at the same time as the particle velocities. 
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image). This radiates waves into the medium and excites a slip pulse that propa- 
gates along the fault, leaving a wake of  interface waves behind it whose magnitude 
rapidly decays with distance from the fault. Note that the epicenter was centered 
graphically in Figure 13 by applying the appropriate circular shift to the display 
fields in the x direction. 

Discussion 

The numerical results indicate that a slip pulse involving normal motions can be 
sustained provided surface roughness is present as suggested by DAY (1991). It is 
not clear whether it is the surface roughness alone that induces the normal motions 
or whether they relate to opening waves of the type proposed by Brune and 
co-workers involving dynamic stress reduction. The pulse can be compared to a 
propagating "dislocation" where asperities no longer intermesh, thus allowing slip 
to occur as illustrated schematically in Figure 15. It appears natural that such a 
disjunction between two rough surfaces, coupled with inertial effects, could lead to 
a propagating bulge that is similar to a ripple in a carpet being flicked across a 
floor. This picture could represent a possible mechanism for opening waves, should 

they exist. 
A (weak)piece of evidence in support of  the interface wave hypothesis is the 

form of particle trajectories during slip. Close to the fault, these are consistent with 
retrograde motion superimposed on the forward movement associated with slip (c.f. 
the trajectory of  a point on a bicycle tire). In contrast, particle trajectories further 
away from the fault become pointed which is consistent with p rograde  motion 
superimposed with the forward movement. Consequently, the slip pulse may be 

Figure 14 
Rayleigh Wave particle trajectories for a medium with Poisson's ratio of 0.25. The indicated seismolneter 
will record' prograde motion whereas a seismometer near the fault surface would record retrograde 

motion. 
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Prior to slip During propagation of a slip pulse 

Figure t5 
Schematic illustration of a possible mechanism for a propagating (self-healing) slip pulse. Healing after 
the pulse occurs due to matching of the dominant asperities (represented in the figure as the 
intermeshing of particle rows adjacent to the fault). Note that both rows adjacent to the fault are ten 
particle diameters wide but the upper row is compressed during the propagation of the self-healing slip 
pulse leading to a ripple in the upper block (right figure). Note that in the numerical experiment, the slip 
pulse was approximately 50 particle diameters wide and spanned several larger asperities (than the 
bumps on the particle rows shown above). The data recorded in the numerical experiment was 
insufficient to determine whether interface opening occurs as shown here or whether the normal motions 

were due entirely to surface roughness with particles remaining in contact within the slip zone. 

carr ied  by an interface wave with Rayle igh- l ike  character is t ics  9 (see F igure  14). This  

obse rva t ion  would  only have relevance if  Rayle igh  mot ions  could  not  be excited by 

a roughness  induced  slip pulse. 

In  view o f  the slip magn i tudes  o f  one par t ic le  d iameter ,  there is not  expected to 

be any  intr insic  velocity weakening  effect in the usual  sense within the slip pulse 

despi te  the presence o f  g lobal  sl ick-slip behav ior  (i.e., the par t ic le  in terac t ions  are 

elastic). Veloci ty  weakening  would  result  if  la rger  slip magn i tudes  were present  due 

to the t ransfer  o f  m o m e n t u m  f rom the in-p lane  to noi 'mal  d i rec t ion  (LOMNITZ- 

ADLER, 1991) or  in-p lane  in terac t ions  (PISARENKO and  MORA, 1994). Conse-  

quent ly ,  the st ick-slip behav io r  in the numer ica l  exper iment  is ent irely due to the 

un lock ing  and  locking  o f  the smallest  asperi t ies .  Ideal ly ,  numer ica l  exper iments  

involving much  larger  systems o f  par t ic les  should  be conduc ted  in o rde r  to s tudy 

the behav io r  when a range o f  slip magn i tudes  are  possible  and to de te rmine  whether  

9 Rayleigh waves have retrograde particle motions near the free surface and prograde particle 
motions beyond a certain distance from the surface (0.192 times the wavelength of Rayleigh waves for 
a medium with Poisson's ratio of 0.25). 
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the slip pulses can be induced by a more realistic surface roughness. This will be the 
subject of future research using the lattice solid model. 

Comment 

The lattice solid model offers two main possibilities: 
(1) studies involving simplified particle interactions, and 
(2) studies involving realistic particle interactions, 
respectively aimed at gaining an improved understanding of the mechanisms 
underlying the nonlinear dynamics of earthquakes and at simulating earthquakes 
themselves. The numerical study presented in this paper falls into the first category 
and involves the simplest particle interactions imaginable. Despite the limited size of 
the model and simplicity of the interactions, stick-slip behavior was observed with 
considerable similarity to that observed in physical experiments and the field. For 
this reason, we are confident that the second possibility is real, at least in principle. 
In practice, this would require substantially larger systems of particles to be 
simulated (e.g., 109-1012 particles) which may become feasible in the near future 
considering the current rate of increase in computer speeds (a factor of approxi- 
mately 2 every 1.5 years). Perhaps a more fundamental requirement is the specifica- 
tion of "realistic" particle interactions. This is not a simple matter of incorporating 
knowledge gained through rock physical experiments. For example, the dynamical 
friction between rock surfaces at seismic slip rates has not been measured in 
laboratory experiments. However, we hope that sufficiently realistic interactions can 
be obtained in the future through physical experimentation involving improved 
laboratory techniques coupled with numerical studies using "microscopically" 
based approaches such as the lattice solid model and related spring-asperity model 
(PISARENKO and MORA, 1994). 

Conclusions 

Realistic frictional behavior has been simulated by modeling a 2D system of 
particles representing frictionless circular grains linked by elastic-brittle bonds. 
Stick-slip events are observed in a numerical experiment involving two blocks with 
rough surfaces being rubbed past one another at a constant rate. The stick-slip 
behavior is entirely due to the surface roughness coupled with the elastic stiffness of 
blocks considering there is no friction between particles. A slip pulse initiates when 
the shear stress is sufficient to push two interlocking asperities past one another. 
The pulse fronts propagate along the fault at speeds ranging between the Rayleigh 
wave speed and a value somewhat higher than the shear wave speed in agreement 
with theory and observation. Slip rates comparable to generally accepted values 
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have been observed in the initial part of a slip pulse whose front propagates at the 
Rayleigh wave speed. Within the main part of the pulses, the slip rates are an order 
of magnitude higher, possibly due to the combined effect of the lack of friction 
between particles and the high driving plate velocities, or alternatively, uncertainties 
in the estimates based on seismogram inversion. Particle trajectories indicate that 
slip occurs as the blocks locally jump apart. The form of the trajectories is similar 
to those observed by BRUNE et al. (1993) which lead them to suggest that interface 
(opening) waves may exist that could explain the heat flow paradox. However, it is 
not yet clear whether the normal motions observed in the numerical experiment are 
a consequence of surface roughness alone or whether they relate to such interface 
waves. Future work is required to address this issue, to refine the lattice solid model 
and to conduct experiments with larger systems of particles that will allow realistic 
surface roughness to be specified. 
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