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Abstract. Results are presented from an experimental investigation of turbulent dispersion of a saline 
plume of large Schmidt number (Sc 830) in a turbulent boundary-layer shear flow simulated in a 
laboratory water channel. The dispersion measurements are obtained in a neutrally buoyant plume 
from an elevated point source over a range of downstream distances where both plume meandering 
and fine-structure variations in the instantaneous plume are important. High-resolution measurements 
of the scalar fluctuations in the plume are made with a rake of conductivity probes from which 
probability distributions of concentration at various points throughout the plume are extracted from 
the time series. 

Seven candidate probability distributions were tested, namely, the exponential, lognormal, clipped 
normal, gamma, Weibull, conjugate beta, and K-distributions. Using the measured values of the 
conditional mean concentration, Xp, and the conditional fluctuation intensity, ip, the Weibull distribu- 
tion provided the best match to the skewness and kurtosis over all downstream fetches. The skewness 
and kurtosis were always overpredicted by the lognormal probability density function (pdf), and 
underpredicted by the gamma pdf. The conjugate beta distribution for which the model parameters 
are determined using a method of moments based on the fluctuation intensity, ip, and skewness, Sp, 
was capable of modeling the distribution of scalar concentration over a wide range of positions in the 
plume. 

1. Introduction 

The statistical properties of scalar quantities, such as concentration and tempera- 
ture, that are convected and mixed by a turbulent velocity field have practical 
importance in a diverse range of technological applications that span a wide variety 
of fields. For example, in the hazard assessment of toxic gas releases, it is important 
to consider short-term concentrations of the material occurring on time scales of 
seconds or minutes to account for the nonlinear relationship between concentration 
and toxic load, see Wilson (1991). Similar consideration apply to the assessment 
of nuisance due to malodourous materials and to the flammability of reactant 
substances, both of which require knowledge of the frequency at which contami- 
nant concentrations exceed critical threshold values (e.g., lower flammability 
limit). Still further examples include air quality monitoring and regulation, the 
probability of visibility through a smoke screen, the effect of temperature  fluctu- 
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ations on the propagation of acoustic and electromagnetic waves, turbulent com- 
bustion where fast chemistry is determined by transport and small-scale mixing, 
and the design of efficient mixing and combustion devices. 

Theoretical investigations, directed to the prediction of total moments of scalar 
fluctuations, have been based on a number of different approaches, e.g., Eulerian 
approaches based on a gradient-transfer approximation (Csanady, 1973), on a 
second-order closure of the diffusion equation (Sykes et al.,  1984), on large-eddy 
simulations in which unresolved or subgrid scales are modeled statistically using 
two-point closure theories (Antonopoulos-Domis, 1981), on semi-empirical Gaus- 
sian models predicated on a source-sink image hypothesis (Wilson et al.,  1985); 
Lagrangian approaches based on adoption of various stochastic models of fluid 
particle motion predicated on statistical scaling laws of turbulence (Durbin, 1980; 
Sawford, 1985; Kaplan and Dinar, 1988; Thomson, 1990); and on an approach 
based on similarity and dimensional arguments (Chatwin and Sullivan, 1979). 

Since all these modeling approaches depend, in one form or another, on specula- 
tive or semi-empirical closure hypotheses, they require experimental measure- 
ments for the determination of their empirical parameters and for testing and 
validation of the closure hypotheses. In consequence, a number of full-scale atmo- 
spheric measurements of scalar fluctuations have been undertaken (Jones 1983; 
Hanna, 1984; Sawford et al.,  1985; Lewellen and Sykes, 1986; Sawford, 1987; 
Dinar et al.,  1988; Hanna and Insley, 1989; Mylne and Mason, 1991). Also, a 
number of laboratory measurements of concentration fluctuations have been made 
in wind tunnels, e.g., Warhaft (1984) and Stapountzis et al. (1986), who studied 
line-source heat dispersion in decaying grid turbulence and Fackrell and Robins 
(1982), who investigated point source dispersion of dilute hydrocarbon tracer from 
both surface and elevated sources in a turbulent, neutrally stable wind tunnel 
boundary layer. Deardorff and Willis (1984) have studied concentration fluctu- 
ations in buoyant and non-buoyant plumes (water-alcohol mixture with a small 
amount of Rhodamine-6G dye) under convective conditions in a water tank heated 
from below. 

In the present experiments, the availability of a rake of fast-response concentra- 
tion sensors enabled a number of concentration fluctuation statistics at various 
points in the dispersing plume to be determined. The behavior and modelling of 
the scalar concentration probability distribution at various points throughout the 
plume constitute the primary focus of the present study. Here, we are not con- 
cerned with the spatial distribution of the plume fluctuation statistics. For a descrip- 
tion of the behavior of the cross-stream and vertical profiles of intermittency factor 
and various normalized central moments for the dispersing plume, the reader is 
referred to Wilson et al. (1991) and Bara et al. (1992). Our main objective here 
is to test several probability distribution functions for their accuracy in estimating 
skewness, kurtosis, and extreme values of plume concentration fluctuations. The 
data set used was measured as concentration time series by conductivity probes 
in a salt water plume from an elevated point source in a water channel boundary 
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Fig. 1. Water channel configuration for dispersion in a rough surface boundary la?er. 

layer over a rough wall, as shown in Figure 1. This laboratory simulation of 
atmospheric dispersion in a neutrally stable boundary layer was able to generate 
stationary turbulence needed to produce long time series required for accurately 
estimating third and fourth moments in the intermittent fringes of the plume. The 
price of obtaining this stationary turbulence is the loss of large-scale cross-stream 
motions in the laboratory simulation. Because cross-stream turbulence and plume 
meandering is constrained by the water channel side walls, the laboratory simu- 
lation is limited to simulating atmospheric sampling times less than a few minutes. 
Although these laboratory simulations do not properly represent the large eddy 
structures and unsteady wind direction present in typical atmospheric measure- 
ments, they do nevertheless, provide a means for simulation of the idealized case 
of a steady wind direction. 

Because the experiments involve the release of a saline tracer in water, the 
Schmidt number, Sc, of the scalar is much greater than unity (Sc ~ 830 for the 
mixing of salt in water), so molecular diffusion effects are small, allowing concen- 
tration scales much smaller than the Kolmogorov microscale of velocity. The 
boundaries between unmixed material and mixed fluid are more sharply defined 
in the saline plumes as compared to those involving gaseous mixing in the atmo- 
sphere, for which Sc is of order unity. 

2. Experimental Details 

The concentration fluctuation measurements were conducted in a rectangular 
cross-section recirculating water channel in the Mechanical Engineering Depart- 
ment at the University of Alberta, and is described in Bara et aI. (1992), and 
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shown schematically in Figure 1. A neutrally stable rough-wall boundary layer was 

produced by using a row of rectangular bars and a notched wall at the channel 
inlet, x = - 1800 m m  upstream of the saline tracer source, to accelerate develop- 

ment  over  the surface roughness. The roughness elements were an array of in- 
line cylinders 1.9 m m  in height, 4.5 m m  in diameter  spaced 8.0 m m  between centers 
in both cross-stream and downstream directions. This roughness array was formed 

by sheets of Leggo baseplate (a construction toy for children). 
In the present  study, a water  depth of 300 m m  was used to produce a boundary-  

layer thickness of H = 150mm. The saline tracer source was a 4 . 2 m m  O.D.  
tube injecting a neutrally buoyant  mixture of water,  ethanol and 50 g1-1 of salt 
isokinetically at a source height h---52 mm,  as shown in Figure 1. The mean 
velocity U and turbulence components  u 2, w 2 and uw were determined by post- 

processing profiles at 0 ~ and +45 ~ to the x-z plane using a single component  laser 
doppler  velocimeter  (LDV) with 500 s sampling time to match the sample time of 

the saline conductivity probes.  The data rate for velocity ranged f rom about 100 
to 300 samples per  second and depended on the density of the titanium oxide 
seeding particles used to operate  the L D V  in backscatter  mode.  

The mean velocity, U, agreed closely with the log-law profile, with yon Karman ' s  
constant K = 0.4: 

u = u ~ * l n ( Z - d  t 
K \ ~ o / '  (1) 

with u ,  = 14.6 m m  s - I ,  d = 1.5 m m  and z0 = 0.15 mm.  The velocity U at source 

height h = 52 m m  was maintained at 210 m m s  -1 for all the experiments.  The 

friction velocity u ,  est imated by extrapolating vertical profiles of uw to the surface 
yielded u ,  ~ 13.7 m m  s -1, in good agreement  with the value of 14.6 m m  s -1 found 
by fitting the log-law of Equat ion (1) to the mean velocity. 

At  source height, the integral scale L ,  of streamwise velocity fluctuations in- 

creased gradually f rom 50 m m  at x = 0 (the source location) to 70 m m  at x = 
1000 mm,  indicating that the outer  half of the boundary layer was still developing. 

Turbulence spectra were smooth and showed a decade of - 5 / 3  inertial subrange. 
The normalized streamwise root-mean-square  velocity, (u2)U2/u, ,  was found to 
be 1.85 at z / H  ~ 0.05. The water  channel facility and the measurement  of the 
mean and turbulence velocity profiles are described in more  detail in Wilson et 
al. (1991). 

Fluctuating concentration measurements  in the saline plume were obtained with 
a rake of 8 fast-response electrical conductivity probes with a 20 m m  separation 
between probe  tips. The effective spatial resolution of the conductivity probes,  
measured by dropping the probes through a sharp salt-water interface, was about 
1.0 mm.  With a mean velocity of U = 210 m m s  -1 at source height, this produced 
a - 6  dB point on the frequency response of the conductivity probes at about  
30 Hz. Deconvolut ion of the digitized signals f rom the conductivity probes using 
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the inverse of the first-order impulse response function of the probes, produced 
an effective frequency response of about 90 Hz ( - 6  dB point). After deconvo- 
lution, the concentration sensor signal had an effective spatial resolution of about 
0.3 mm. 

The relative spatial resolution of the concentration fluctuation measurements 
can be assessed by comparing their effective spatial resolution with the smallest 
scales at which gradients can occur in both the velocity and concentration fields. 
The estimated value of the Kolmogorov microscale of velocity, LK--= (u3/g) I/4, 
where v is the kinematic viscosity of the fluid and gis the mean viscous dissipation 
rate, was about 0.35 mm (~2 • 10 -3 H) at the source height h. Because viscous 
dissipation occurs at length scales up to about 10LK, the effective spatial resolution 
of the concentration probes is sufficient to resolve scales at which viscous dissip- 
ation in the flow are important. However, for weakly diffusive scalars such as salt 
in water with Schmidt number, Sc -= v / D  ~ 830 (D is the molecular diffusivity of 
the scalar), the conduction cutoff scale (i.e., Batchelor length) at which molecular 
diffusion becomes important, L B  =-- (D21~/g) 1/4, iS about 30 times smaller than LK 
under the same conditions. In consequence, the conductivity probes used in this 
study were not able to resolve the concentration eddies at the smallest local scales 
at which gradients in the scalar field can be maintained by the flow. Zelt et al. 

(1987) showed that the loss of these small concentration eddies reduces the fluctu- 
ation variance by less than 5% for our water channel plumes. 

3. Data Description and Preprocessing 

Details of the water channel experiments, from which the data sets for the present 
study have been extracted, have been described by Wilson et al. (1991). The basic 
data consist of a set of concentration fluctuation time series of the saline tracer. 
Each time series was digitized with a 16-bit A/D converter on a LSI 11/23 computer 
at a digitizing frequency of 250 Hz for a time period of 500 s, to sample completely 
the spectrum of boundary-layer turbulence. It is important to note that, for the 
experiments, a sampling period of 500 s corresponded roughly to the passage of 
about 2000 integral length scales of turbulence over the receptor points and, 
consequently, provided a long enough sampling time for the accurate determina- 
tion of concentration peaks caused by large-scale slow meandering. Instantaneous 
concentrations in the dispersing scalar spanned more than three decades in magni- 
tude, requiring a digital resolution of 16 bits to accurately define the pdf of peak 
values. Concentration time series at 16 to 64 points in the lateral and vertical 
cross-sections of the plume were measured at three downstream distances from 
the source, at x = 470, 970, and 1500 mm (or, equivalently, at x / h  = 9.03, 18.7, 
and 28.9). 

Prior to performing the data analysis, some preprocessing of the concentration 
fluctuation time series was necessary, see Wilson et al. (1991). Firstly, small 
baseline drifts in the time series, due to the buildup of background salt concentra- 
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tion in the water channel and to electronic drift in the sensor output,  were 
removed. Then deconvolution of the concentration time series was performed to 
correct for the instrumental smoothing, as described earlier. Finally, all values of 
the data sequences below a pre-determined threshold value were clipped to zero. 
The selection of the threshold value was determined from an analysis of the 
background concentration time series, obtained before and after each dispersion 
experiment,  with the saline tracer source turned off. In this study, a threshold 
value of 8 standard deviations of the background noise level was used to define 
the zero concentration level for the determination of the intermittency, 7. The 
latter threshold was the minimum value required to produce a zero-period intermit- 
tency (i.e., 1f = 0) in the background flow (viz., with the source turned off).  The  
intermittency, 7, and total fluctuation intensity, i, are moderately sensitive to the 
choice of the threshold, with an uncertainty of _+0.01 in the determination of the 
intermittency. The conditional fluctuation intensity, ip, determined by ignoring 
zeros in the concentration time series, is much less sensitive to changes in threshold 

than are 1/and i. 
An example of a processed time trace of the saline tracer concentration in the 

plume is given in Figure 2, which displays 40 s (i.e., 10 4 data points) of saline 
concentration data obtained from a conductive probe positioned at source height 
z/h = 1.0 for a downstream distance x/h = 18.7 and a cross-stream position y /O-y  = 

1.51. Here ,  y is the distance from the mean-plume centerline and o-y is the cross- 
stream mean-plume dispersion, respectively. Figure 2 is very similar to concentra- 
tion time series obtained from full-scale atmospheric measurements under near 
neutral stability conditions; see Jones (1983) and Mylne and Mason (1991). The 
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fluctuations in the dispersing plume occur on a wide range of time scales and, in 
particular, the plume reveals a highly intermittent structure in which the concentra- 
tion variability is composed of a series of bursts of high concentration interspersed 
with periods of zero concentration. The concentration time series in Figure 2 
shows two distinctly different mechanisms that produce fluctuations, namely, 
plume meandering in which turbulent eddies larger than the plume move it bodily 
back and forth over the receptor point to produce the intervals of zero concentra- 
tion and turbulence on smaller scales than the plume width to produce rapid in- 
plume fluctuations. 

4. Results 

4.1. O B S E R V E D  P R O B A B I L I T Y  D I S T R I B U T I O N S  

The one-point probability density function (pdf) of concentration defines the 
distribution of scalar values found at a fixed point in the plume and, in conse- 
quence, provides statistical information on the frequency of concentration above 
critical threshold values. The probability distribution of scalar concentration em- 
bodies information on the time-independent advection and mixing processes in 
the plume. 

The total probability density function of concentration must necessarily include 
the intervals of zero concentration characterized by the intermittency factor, 3', 
defined as the fraction of the total time that non-zero concentrations are observed. 
Conditional sampling of the concentration data to remove all intervals of zero 
concentration produce time traces from which the conditional (i.e., in-plume) 
concentration statistics can be obtained. After the removal of the intervals of zero 
concentration from the concentration time trace (viz., after conditional sampling), 
the exceedance probability distribution of the instantaneous concentration, X, non- 
dimensionalized by the local (conditional) mean concentration, Xp, was compiled 
by sorting the data and determining the fraction of data points that exceeded pre- 
specified multiples of X/Xp. 

Figure 3 presents measured exceedance probability distributions on the plume 
centerline for three downstream distances, x/h = 9.03, 18.7, and 28.9 at source 
height z/h = 1.0. Similarly, Figure 4 displays the exceedance probability distribu- 
tions at the downstream distance x/h = 28.9 for various positions through the cross- 
stream plume cross-section. Note that, in terms of the normalized concentration 
variable, the probability distributions collapse remarkably well to a nearly self- 
similar form, especially at various positions through the cross-section at a fixed 
downstream distance. These results suggest that X/Xp is a proper similarity variable 
for in-plume concentration fluctuations, and that the various higher-order moments 
of the probability distribution of X/Xp are largely independent of lateral position 
in the plume. Note that the tails of the observed concentration probability distribu- 
tions are rather elongated and peak concentrations greater than 10 times the 
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conditional mean concentration are observed with a probability of ~0.01. The 

probability distributions of normalized concentration are strongly non-Gaussian 
with a long tail caused by high concentrations in localized unmixed patches. 

Figure 5 shows measurements of the exceedance probability distribution ob- 

tained at several points through a vertical cross-section of the plume at x / h  = 28.9. 

In this case, self-similarity of the distributions is not observed because pdfs near 

the ground are markedly different than those obtained at source height. In parti- 

cular, the distributions measured near the surface exhibits shorter lower and upper 

tails (viz., the distributions are less elongated in both tails) than those measured 
farther above the ground, implying that both very low and very high concentrations 

are observed with smaller frequency near the ground. The shorter tails found 

in the probability distributions of concentration near the ground surface are a 

consequence of increased wind shear, and decreased integral scale near z = 0 that 

smear out the small-scale inhomogeneities within the plume. The effect of shear 

is to increase mixing and the rate of decay of scalar fluctuations, and this effect 

is most prevaIent very near the ground where the mean shear is greatest, tn Figure 

5, only the probability distribution measured at z / h  = 0.096 is significantly altered 

by surface effects. At z / h  = 0.096, the mean shear r ~ d U / d z  = u , / ( K ( z  - d)) is 

about 10.5 s - t  (cf. Equation (1)), and we observe that the probability distribution 
measured at this position has a noticeably shorter upper tail than those measured 

at greater heights. However,  the effect of shear diminishes rapidly with distance 

from the surface so that even at z / h  = 0.482, the mean shear, r ,  has decreased to 
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about 1.5s -~ and the probability distribution measured here resembles those 
measured at greater distances above the surface. 

4 . 2 .  M O D E L E D  P R O B A B I L I T Y  D I S T R I B U T I O N S  

The conserved scalar cumulative distribution function (cdf), Fr(X), at any point 
in the plume is composed of a mixed fluid part, denoted by F(X), that results from 
in-plume mixing of eddies that contain the scalar contaminant, and an unmixed 
ambient fluid part, denoted by F -  (X), that is caused by plume meandering produc- 
ing intermittent periods of zero concentration for a fraction of time (1 - y). In 
consequence, the cdf of the total concentration can be written as 

FT(X) = TF(x) + (1 - Y)F-(X) 

=  F(x) + (1  - ( 2 )  

Since there is a finite probability, (1 - y),  of observing periods of zero concentra- 
tion, the probability distribution F - ( 1 )  in Equation (2) is expressed as a unit step 
function, H(X), with a step at X = 0 of magnitude (1 - y) .  Differentiating Equa- 
tion (2), the pdf of scalar concentration is 

Pr(X) =-- dFT(X) _ 7P (X) + (1 - T) 6(X), (3) 
dx 

where Pr(X) is the total pdf of concentration, p (X) is the pdf for in-plume fluctu- 
ations, and 6(X) is a Dirac delta function which arises from the step discontinuity. 
According to Equation (3), once the intermittency factor, y, is known, the pdf of 
the total concentration, PT(X), is completely determined by p (X), the conditional 
pdf for the concentration fluctuations with the intervals of zero concentration 
removed. 

The present study tested seven functional forms for the conditional pdf of scalar 
concentration. The seven chosen were the lognormal distribution (Csanady, 1973), 
the exponential distribution (Hanna, 1984), the clipped normal distribution (Lew- 
ellen and Sykes, 1986), the gamma distribution (Wilson and Simms, 1985), the 
Weibull distribution, the conjugate beta distribution, and the K-distribution. The 
functional form and the first four moments of each of these model distributions 
are summarized in Appendix A. All the candidate distributions are standard, 
except for the conjugate beta distribution (which will be dealt with in greater 
detail later in this paper) and the K-distribution. A K-distributed random variable 
is obtained from a Rayleigh-distributed random variable with a mean value distri- 
buted according to a chi-square distribution; the shape parameter, v, for the 
K-distribution (cf. Appendix A) provides a measure of the "spikiness" of the 
random process. For a given variance of a K-distributed random variable, the pdf 
has a longer tail for smaller values of the parameter, v (i.e., smaller values of u 
are associated with longer-tailed, more spiky (intermittent) processes). It can be 
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shown that all the moments of the K-distribution lie between those of a Rayleigh 
and a lognormal distribution having the same mean and variance. 

In order  to determine which of the model probability distributions best repre- 
sents the concentration fluctuation data, the normalized moments (e.g., fluctuation 
intensity, skewness, and kurtosis) of the conditional data are compared with the 
corresponding moments predicted by the candidate distributions. In this regard, 
we concentrate exclusively on the three normalized moments of greatest interest; 

-2 2 2 the relative fluctuation intensity, lp ~ O'g,p/Xp , the skewness, Sp =- (X - Xp)- 3/O.x,p,3 
and the kurtosis, Kp-= ( X -  - 4 4 Xp) /o-x.p. Here,  the subscript p is used to denote the 
conditional statistic and 2 o-~.p = ( X -  ;fp)2 is the conditional variance of the scalar 
fluctuations. To identify an appropriate probability distribution model for the 
conditional concentration data from a number  of candidate models, we compare 
the relationship between Sp or Kp and l 2 for the observed data and the correspond- 
ing prediction produced by the various model distributions. The method of mo- 
ments, based on the conditional mean concentration and conditional fluctuation 
intensity, was used to obtain estimates for the model parameters that characterize 
the exponential,  lognormal, gamma, Weibull, conjugate beta, and K-distributions. 

.2 relationship, obtained from con- Figure 6 presents a comparison of the Sp - lp 

centration data at source height for various cross-stream positions in the plume 
and at various downstream distances from the source, with the candidate model 

.2 relationship distributions. Similarly, Figure 7 displays a comparison of the Kp - ~F 

for data and model predictions. The prediction provided by the d ipped  normal 
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and kurtosis space). The plot also includes the theoretical one-dimensional curves generated by five 
model distributions. The exponential distribution is represented by a single point in the (i 2, Kp) 

diagram. 

distribution has not been included in Figures 6 and 7 because this distribution 
requires i 2 -< 1 (cf. Appendix B), whereas all the data points show ip 2 > 1. Conse- 
quently, the clipped normal distribution was eliminated as an appropriate model 
for these concentration data. Finally, Figures 8 and 9 present the same comparisons 
as Figures 6 and 7, respectively, but with the concentration data obtained at 
different heights and downstream locations on the plume centerline. The clipped 
normal curve has been included in Figures 8 and 9 because we observed 4 data 
points with i 2 < 1. However ,  even for these data points, we note that the clipped 
normal distribution greatly underestimates both the skewness, Sp, and kurtosis, 
Kp, of the measured concentration data. Again, we can eliminate the clipped 
normal distribution as an appropriate model for our concentration data. 

Except for the exponential distribution, which maps into a point in the (i 2, Sp) 
and (i2p, Kp) diagrams, all the exhibited candidate distributions fall on one-dimen- 
sional curves on the diagrams. In consequence, the probability model that best 
characterizes the distribution of concentration data is the one whose curve in the 
(i 2, Sp) and (i 2, Kp) planes lies closest to the data points. On Figures 6 to 9, the 
majority of the data points in the (i 2, Sp) and (ip 2, Kp) planes are bounded above 
and below by the lognormal and gamma distributions, respectively. Because the 
characteristics of a probability distribution in the upper tail are most evident in 
its higher-order moments such as skewness and kurtosis, this observation implies 
that the lognormal and gamma distributions possess longer and shorter tails, 
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respectively, than the concentration data. On these moment diagrams, it is noted 
that the Weibull distribution provides the best match to the data close to the 
source. However, at x/h = 28.9, the lognormal distribution is seen to provide a 
better approximation to the observed data although most of the data still fall 
below the lognormal curve. At x/h = 9.03, the gamma distribution provides a 
good approximation. In general, most of the data points plotted on the (i 2, Sp) 
and (i 2, Kp) diagrams of Figures 6 to 9 do not lie near any of the curves generated 
by the candidate model distributions. A more quantitative comparison between 
the data and model distributions will be made presently with reference to the 
observed and predicted moments and concentration quantiles. 

To assess the goodness-of-fit of these distributions as a model for the total 
statistical distribution of scalar concentration including zero concentration in- 
tervals, we compared data and model predictions of the total skewness, S, and the 
total kurtosis, K. It follows directly from their definitions that the total normalized 
moments are related to the conditional normalized moments and the intermittency 
factor as follows: 

' 2 + 1  
i2 _ _  lp 1 ,  (4) 

Y 

1 .l" 3 (1-  T) (2T-  1) (T-  1)], 
S = 71/211 + (1 - 7)/i213/: [Sp + --ip + lp'3 J ' (5) 

and 

K =  
1 

3' [1 + (1 - y)/i212 

~Kp + 4 ( 1 -  y)Sp + 6 ( 1  - T)2+ ( 1 -  T ) ( 1 -  3y + 3T2)~ 
X 

�9 2 ~4 " l ip J (6) 

Figures 10 to 13 display the observed total skewness and kurtosis against the 
model distribution predictions for these normalized moments for the lognormal, 
gamma, Weibull, and conjugate beta distributions, respectively. The solid line in 
these figures indicates the locus of points that correspond to perfect agreement 
between the observed and predicted normalized moments. The behavior of the 
lognormal and gamma distributions exhibited in Figures 10 and 11 are consistent 
with the results presented for the conditional moments in Figures 6 to 9. The 
lognormal distribution (Figure 10) provides an upper bound to the data in the 
sense that its predicted third and fourth moments approximately delineate the 
maximum in the observed third and fourth moments for various positions in 
the dispersing plume. The overprediction of these moments by the lognormal 
distribution is less severe at the greater downstream distances at which the internal 
patchiness within the plume is more important than meandering in generating 
concentration fluctuations. Conversely, the gamma distribution (Figure 11) defines 
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Fig. 10. Scatterplot of (a) the observed total skewness versus the predicted total skewness and (b) 
the observed total kurtosis versus the predicted total kurtosis for the lognormal distribution. The data 
points were obtained at source height for various points in the lateral cross-section of the continuous 

plume at three downstream locations. 

a lower bound for t h e  th i rd  a n d  f o u r t h  m o m e n t s .  T h e  g a m m a  d i s t r i b u t i o n  p r o v i d e s  

good p r e d i c t i o n s  o v e r  t h o s e  d o w n s t r e a m  f e t c h e s  w h e r e  plume meandering c o n s t i -  

t u t e s  t h e  d o m i n a n t  c o n t r i b u t i o n  to  t h e  c o n c e n t r a t i o n  fluctuations. 
T h e  W e i b u l l  d i s t r i b u t i o n  (Figure 12) provides a good o v e r a l l  p r e d i c t i o n  o f  t h e  
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Fig. 11. Scatterplot of (a) the observed total skewness versus the predicted total skewness and (b) 
the observed total kurtosis versus the predicted total kurtosis for the gamma distribution. The data 
points were obtained at source height for various points in the cross-stream cross-section of the 

continuous plume at three downstream locations. 

normal ized  total  m o m e n t s  over  a b road  range  of downs t r eam fetches. In  general  

terms,  this d is t r ibut ion  slightly overpredicts  the normal ized  m o m e n t s  in the p lume 

at downs t r eam distances from the source where  p lume m e a n d e r  provides  a signifi- 

cant  con t r ibu t ion  to the concen t ra t ion  f luctuations.  A t  greater  distances from the 
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Fig, 12, Scatterplot of (a) the observed total skewness versus the predicted total skewness and (b) 
the observed total kurtosis versus the predicted total kurtosis for the Weibull distribution. The data 
points were obtained at source height for various points in the cross-stream cross-section of the 

continuous plume at three downstream locations. 

source ,  whe re  the  d e v e l o p i n g  in te rna l  s t ruc ture  of  the  p l u m e  b e c o m e s  the domi-  

nant  con t r i bu t i on  to the  concen t r a t i on  f luc tuat ions ,  the  Weibu l l  d i s t r ibu t ion  mod-  

e ra t e ly  unde rp red i c t s  the  to ta l  m o m e n t s .  

T h e  con juga te  b e t a  d i s t r ibu t ion  (F igure  13) p rov ides  g o o d  p red ic t ions  for  the  
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Fig. 13. Scatterplot of (a) the observed total skewness versus the predicted total skewness and (b) 
the observed total kurtosis versus the predicted total kurtosis for the conjugate beta distribution in which 
the parameters are estimated using the method of moments based on the conditional concentration and 
fluctuation intensity (Method 1). The data points were obtained at source height for various points in 

the cross-stream cross-section of the continuous plume at three downstream locations. 
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total moments at those ranges where meandering and internal structure of the 
plume provide roughly comparable contributions to the concentration fluctuations. 
However, this distribution overpredicts the total moments at shorter downstream 
fetches corresponding to the meander-dominated stage of plume development and 
underpredicts the moments at longer fetches corresponding to the internal struc- 
ture-dominated stage of plume development. In the next section, we shall show 
that the main advantage of the conjugate beta distribution is its flexibility in 
covering a region rather than a line in the (i~, Sp) and (i2p, Kp) planes. 

To see how well the model distributions represent the concentration data, 
Figures 14 to 16 display quantile-quantile (Q-Q) plots, with the quantiles of the 
normalized data (viz., X/)(p) on the horizontal axis and those predicted by the 
fitted distributions on the vertical axis. The data used to construct Figures 14 to 
16 were obtained at source height z/h = 1.0 along the mean-plume centerline 
y/cry = 0 from three downstream locations in the plume. Recall that if q denotes 
a proper positive fraction, then the quantile of order q (or, equivalently, the 100q 
percentile), which will be designated by Xq, is defined by the unique solution of 
the equation F(Xq) =--Pr{x-- < Xq} = q. In the Q-Q plots shown in Figures 14 to 16, 
the solid line denotes the locus of points that correspond to an exact (or, ideal) 
fit between the observed distribution and the model distribution and, in effect, 
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model parameters for the fitted probability distributions were obtained using the method of moments 

based on the mean concentration, Xo, and the fluctuation intensity, zp 2. 

corresponds to a straight line that has slope 1 and intercept 0 when the abscissa 
(data quantiles) and ordinate (fitted quantiles) have equal scales. The results of 
Figures 14 to 16 are consistent with those displayed in Figures 10 to 13. The 
gamma pdf (cf. Figure 14) provides the best representation of the data at the short 
downstream fetches corresponding to the meander-dominated stage of plume 
development. The Weibull pdf provides the best overall representation of the data 
over a wide range of downstream fetches from the meander-dominated to the 
internal-structure dominated stage of plume development. The quantiles of the 
lognormal pdf provide an upper bound to the data quantiles over the entire range 
of downstream positions. 

5. Conjugate Beta Distribution 

Figures 6 to 9 indicate that the normalized moments of the concentration data are 
distributed over a rather extended region of the (i 2, Sp) and (i 2, Kp) diagrams and, 
in consequence, cannot be modeled adequately by any probability distribution 
that generates only a one-dimensional curve on the diagrams (e.g., lognormal, 
gamma, Weibull distributions). The normalized moments for the concentration 
data lie primarily on or above the line Sp = 2ip in the (ip a, Sp) diagram, which 
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corresponds to the curve mapped out by the gamma distribution. Consequently, 
to model the probability distribution' of concentration at various positions in the 
dispersing plume, what is desired is a model distribution which maps into the 
upper region of the (i 2, Sp) plane that is bounded below by the line Sp = 2ip. Such 
a model distribution would have the important advantage that it would be able to 
describe the probability distribution of concentration at various positions in the 
plume without any change in functional form. 

One possible candidate for a distribution model that can cover a region of the 
(ip 2, Sp) plane without having to change its functional form is the beta distribution, 

1 
- '~-~ (1  - X )  ~ - ~  ( 7 )  p(x) B(o , x 

where B (o4/3) denotes the beta function. The beta distribution has been proposed 
as a model for the pdf of contaminant concentrations by Effelsberg and Peters 
(1983) and by Chatwin and Sullivan (i987). Unfortunately,  the beta distribution 
is not an appropriate model for our concentration data since the beta distribution 
covers the (i~, Sp ) plane below the line Sp = 2ip, whereas the normalized moments 
of the concentration data lie mostly above this line. As an alternative, we propose 
the use of a pdf of the form 
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1 X 
P(X) = B(a , /3 )  (1 + X) ~+~' (8) 

which will be referred to as the conjugate beta distribution. The conjugate beta 
distribution was developed from a consideration of the alternative integral repre- 
sentation for the incomplete beta function (Spanier and Oldham, 1987): 

~0 
" t , ~ -  1 

B(oL,/3; X/(1 + X)) = (1 + t) ~+~ dt .  (9) 

In contrast to the beta distribution, the conjugate beta distribution covers the 
appropriate upper region of the (i~, Sp) plane above the line Sp = 2ip. To justify 
this claim, the two shape parameters, oe and/3, that determine the conjugate beta 
distribution can be expressed explicitly in terms of the relative fluctuation intensity, 
i 2, and the skewness, Sp, as follows (cf. Appendix A): 

and 

.2 + 1) 2(Spip - -  l p  ( 1 0 )  
�9 . 2  4g + Sptp (zp - 1) 

4~ - 3Spip - 2 (11) 
/3 = 2i~ - Spip 

Equations (10) and (11) show that there is a one-to-one correspondence between 
the shape parameters, oz and /3, of the conjugate beta distribution and the nor- 
malized moments, ip 2 and Sp, that define the points on the @, @) plane�9 From the 
inverse of the mappings exhibited by Equations (10) and (11) (cf. Appendix A), 
it can be shown that the admissible values for oz and /3 map the conjugate beta 
distribution into points in the (i2p, Sp) plane above the line Sp = 2ip, which is the 
locus of points in the plane that determine the gamma distribution. Furthermore, 
it can be shown that the conjugate beta distribution asymptotically approaches the 
gamma distribution in the limit as/3--+ co, provided c~ remains finite. Since almost 
all the observed normalized moment pairs @, Sp) lie on or above the line Sp = 
2ip, the conjugate beta distribution is an appropriate statistical model for the 
concentration data because it is capable of covering the relevant region of the 
(i 2, Sp) plane by changing only the parameters of the distribution while maintaining 
the same functional form. 

Of the seven candidate model distributions considered, the conjugate beta distri- 
bution is the only one for which the higher-order normalized moments (e.g., 
fluctuation intensity, skewness, kurtosis, etc.) depend on both model parameters. 
In consequence, the conjugate beta distribution possesses a greater flexibility in 
allowing one to match higher-order moments of the data. Previously, we applied 
the method of moments by specifying the mean, Xp, and fluctuation intensity, ip, 
to determine the parameters c~ and /3 of the conjugate beta distribution. This 
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procedure implicitly forces one of the parameters of the conjugate beta distribution 
to function as a scale parameter and, in consequence, the conjugate beta distribu- 
tion maps a line rather than a region in the (i 2, Sp) plane. Alternatively, we can 
set the parameters of the conjugate beta distribution to match the measured 
fluctuation intensity, ip, and skewness, Sp, rather than Xp and ip. This allows both 
parameters of the conjugate beta distribution to function as shape parameters to 
cover the admissible portion of the (l 2, Sp) plane. Specifying ip and Sp differs from 
the conventional approach of selecting the mean concentration and the fluctuation 
intensity as the quantities that are used in the moment-matching algorithm for the 
determination of the model parameters (e.g., Wilson and Simms, 1985; Lewellen 
and Sykes, 1986; Sawford, 1987; Dinar et al., 1988; Mylne and Mason, 1991). To 
compare the ip, Sp method to specifying Xp, ip, Equations (10) and (11) were used 
to estimate o~ and/3 with i 2 and Sp determined from the concentration time trace. 
The moment-matching algorithm based on ip 2 and Sp uses normalized quantities, 
and so has the added advantage that it does not require calibrated concentration 
data. 

The goodness-of-fit of the conjugate beta distribution obtained from the method 
of moments based on ip 2 and Sp was assessed by comparing data quantiles with 
model quantiles for the normalized concentration X/)~p. For comparison with Fig- 
ure 16, we chose a point in the continuous plume at x/h = 28.9 on the mean plume 
centerline at source height. Figure 17 exhibits the lognormal and conjugate beta 
Q-Q plots for normalized concentration. In this figure, the crosses are the conju- 
gate beta predictions for the concentration data quantiles for a method of moments 
based on Xp and 2, designated as Method 1; for comparison, the conjugate beta 
predictions of the data quantiles for a method of moments based on ip 2 and Sp, 
referred to as Method 2, are indicated by the open triangles. In the central to 
mid-extreme range of the concentration data, the conjugate beta distribution 
determined using Method 2 and the lognormal predictions represent the data 
roughly equally well. However, in the extreme upper tail, the Q-Q plot of the 
conjugate beta distributions (Method 2) exhibits an upward convex curvature 
toward the vertical suggesting that the upper tail of the conjugate beta distribution 
is slightly heavier than observed. Although the conjugate beta distribution 
(Method 2) tends to overpredict the data quantiles in the extreme upper tail, this 
overprediction is not as severe as the lognormal distribution. Indeed, the conjugate 
beta distribution based on Method 2 overpredicts the 1 x 10 .5 exceedance proba- 
bility level of concentration by about 30% whereas the lognormal distribution 
overpredicts the same concentration level by about 60%. 

The kurtosis can be used as another measure of tailweight of probability distribu- 
tion. The lognormal distribution overpredicts the kurtosis, Kp, by about 200%; 
by comparison, the conjugate beta distribution for which the parameters are 
determined using Methods 1 and 2 underpredict and overpredict, respectively, Kp 
by about 85% and 40%. Figure 18 exhibits the conjugate beta prediction (Method 
2) for the total kurtosis, K, where it is seen that the conjugate beta distribution 
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Fig. 17. The quantile-quantile (Q-Q) plot comparing the normalized concentration data quantiles 
with the associated model quantiles of the fitted lognormal and conjugate beta distributions. The data 
were extracted from a point at source height on the mean-plume centerline at the downstream location 
x/h = 28.9. The model parameters for the fitted conjugate beta distributions were determined using 
two different methods, namely, a method of moments based on the mean concentration, Xp, and the 
fluctuation intensity, ip 2 (Method 1) and a method of moments based on the fluctuation intensity, ~pa, 

and the skewness, Sp (Method 2). 

(Me thod  2) slightly overpredic ts  the kurtosis for points in the cont inuous  plume 

at x/h = 28.9 in the internal  s t ruc ture -domina ted  regime of  p lume development .  

This implies that  the upper  tail of  the mode l  distr ibution is slightly e longated  

relative to the observed  probabi l i ty  distr ibution of  concentra t ion.  A long  the same 

lines, it is no ted  that  the conjugate  beta  distr ibution (Method  2) slightly underpre-  

dicts the kurtosis for points  in the dispersing plume where  p lume m e a n d e r  consti- 

tutes a major  contr ibut ion to concent ra t ion  fluctuations. In  summary ,  the conjugate  
beta  distr ibution,  with pa ramete r s  o~ a n d / 3  de te rmined  by i 2 and Sp, provides a 

bet ter  match  to the concent ra t ion  data,  viz., the mode l  only slightly overes t imates  

or  underes t imates  the f requency  of  high concentra t ions ,  overpredic t ing or  under-  
predict ing the 1 • 10 .5  exceedance  level of  concent ra t ion  by less than 50%. 

The  conjugate  beta  distr ibution provides  an adequate  and versatile model  for 

the distr ibution funct ion of  our  normal ized  concent ra t ion  data,  since it can be 

made  to cover  an admissible por t ion  of  the (i 2, Sp) plane. The  price of  obtaining 

this model ing  versatility is the need  to use the skewness,  Sp, for the de terminat ion  

of  the distr ibution parameters .  For  the purpose  of  mode l  parameter iza t ion ,  this 
would  require  the predict ion o f  three parameters  in addit ion to the mean  concen-  

trat ion,  17 (or, equivalently,  Xp), in o rder  to fully specify the total  pdf  of  concentra-  
t ion, namely ,  "y, i 2, and S (or, equivalently,  12 and Sp). The  p rocedure  (Method  
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Fig. 18. Scatterplot of the observed total kurtosis versus the predicted total kurtosis for the con- 
jugate beta distribution in which the parameters are estimated using the method of moments based on 
the conditional fluctuation intensity and skewness (Method 2). The data points were obtained at source 
height for various points in the cross-stream cross-section of the continuous plume at three downstream 

locations. 

2) for calculating the model parameters, a and r based on ip a and Sp results in two 
scale-factor invariant (shape) parameters that can be obtained without requiring 
calibrated concentration data (either absolutely or relatively to one another). 
This is an important advantage for the analysis of concentration fluctuation data, 
especially in experimental systems where it is difficult to calibrate data accurately. 
The resulting model can be used to predict all scale-independent statistical quanti- 
ties for describing concentration fluctuations (e.g., kurtosis (cf. Figure 18) and 
normalized concentration quantiles (cf. Figure 17)). However, if absolute statistical 
quantities are required for concentration fluctuations, the information in the mean 
concentration, Xt~, needs to be incorporated into the conjugate beta model. This 
could be achieved easily by introducing a scale parameter, o-, in the conjugate 
beta distribution (cf. Equation (A35)): 

p(x) = ~ (r (12) 
B(a ,  r (1 + o-x) ~+~" 

The scale-dependent information in the concentration fluctuations can be incorpor- 
ated by choosing the scale parameter, o-, to match the mean concentration, Xp, 
as follows: 

OZ 
O "  - -  _ _  Xp(~ - 1)" (13) 
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Because the shape parameters, o~ and/3, of the conjugate beta distribution exhib- 
ited in Equation (12) are scale-free, they can still be estimated using Equations 
(10) and (11). 

6. Summary and Conclusions 

It has been shown that the probability distribution function for the concentration 
data exhibits a highly asymmetrical form with a rather elongated exponential tail. 
The wide tail of the probability distribution, which implies the presence of large 
fluctuations within the plume, is markedly longer than that measured for dispersing 
scalars in the atmospheric boundary layer (e.g., Sawford, 1987; Dinar et aI., 1988; 
Mylne and Mason, 1991). The difference is probably due to the low mass diffusivity 
(Sc ~ 830) of the saline tracer, and to the high resolution concentration sensors 
used in the present experiments. Both enhance the presence of sharp concentration 
gradients in the dispersing plume and lead to the observed wide-skirted pdf. The 
modal (i.e., most probable) value of in-plume concentration was only 10 to 20% 
of the mean concentration. The existence of this peak in the conditional pdf at a 
small concentration, coupled with the presence of the elongated tail (which is 
consistent with significant positive skewness and kurtosis of the in-plume concen- 
tration data) showed significant in-plume, small-scale intermittency within the 
instantaneous plume, adding to meandering intermittency produced by eddies 
much larger than the plume. 

The shape and amplitude of the probability distributions for X/Xp did not signifi- 
cantly depend on the cross-stream position in the plume, in agreement with the 
rather weak dependence of the conditional concentration statistics on transverse 
position. However, mean shear near the ground surface increases mixing, altering 
the measured concentration pdfs in a vertical cross-section through the plume as 
ip decreases and y increases due to mixing. 

Seven model distributions have been tested, namely, the lognormal, exponen- 
tial, clipped normal, gamma, Weibull, conjugate beta and K-distributions. The 
commonly used clipped normal distribution was not supported by the data since 
the observed conditional fluctuation intensities, ip, were greater than unity. With 
the exception of the conjugate beta distribution, all the candidate distributions 
generated curves in the (i 2, Sp) and (i 2, Kp) diagrams. The exponential distribution 
mapped into a single point on these diagrams. Since the normalized moments of 
the concentration data were found to cover a region (rather than falling on a 
curve) in the (12, Sp) and (i 2, Kp) diagrams, it was concluded that none of these 
six distributions adequately modeled the observed probability distribution of con- 
centration at all the points within the dispersing plume. However, for points in 
the plume centerline taken at source height at various downstream fetches, it was 
found that the Weibull distribution provided the best match to the data, although 
this match was far from perfect, especially in the extreme upper tails. In particular, 
it has been shown that the Weibull distribution is capable of modelling adequately 
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the observed concentration pdf in the center to mid-extreme range of the data, 
but it overpredicts concentrations in the extreme upper tail for points in the 
meander-dominated stage of plume development and underpredicts the extreme 
concentration for points in the internal structure-dominated stage of plume devel- 
opment. In consequence, the Weibull distribution does not effectively represent 
all aspects of the statistical distribution of the concentration data and a more 
appropriate model distribution is required. Within the same context, the lognormal 
distribution has been shown to provide an upper bound for the total skewness and 
kurtosis, and the gamma distribution gave a lower bound for the predictions for 
these moments. Similarly, the quantiles of the gamma and lognormal pdfs have 
been shown to provide lower and upper bounds, respectively, for the data quantiles 
over the entire range of downstream fetches. 

Almost all the normalized moments for concentration measured at a wide range 
of positions in the plume, lie on or above the line Sp = 2ip in the (i 2, Sp) plane 
that corresponds to the gamma distribution. It was shown that the conjugate 
beta distribution provides a versatile model for the probability distribution of 
concentration, because its parameters o~ and/3 allow it to cover the entire upper 
region of the @, Sp) plane above the line Sp = 2ip. This implies that the conjugate 
beta distribution is able to model adequately the statistical distribution of concen- 
tration data taken from a wide range of positions within the dispersing plume, 
without the necessity of changing its functional form (viz., only the two shape 
parameters that characterize the distribution need to change with the functional 
form of the distribution maintained). In the limit of/3 --+ ~ (a finite), the conjugate 
beta distribution asymptotically approaches the gamma distribution. Furthermore, 
since both parameters of the conjugate beta distribution appear in the expressions 
for the higher-order normalized moments (i.e., fluctuation intensity, skewness, 
kurtosis, etc.), this model permits a flexibility in the specification of model par- 
ameters to match some of the higher-order moments of the data. 

The conjugate beta distribution for which the parameters are estimated using a 
method of moments based on i 2 and Sp (i.e., Method 2), provides an adequate 
model for the concentration probability distribution in the sense that the high 
concentrations in the plume are only slightly overestimated in the internal-structure 
dominated stage of plume development or underestimated in the meander-domi- 
nated stage of plume development. Finally, it should be noted that if interest is 
restricted to only peak concentrations for the prediction of risk of exposure, then 
the application of concepts from extreme-value statistics or recurrence statistics 
may lead to more appropriate models for the very high concentrations (Kristensen 
et al., 1989). 

Appendix A. Properties of Candidate Model Distributions 

The relevant properties of seven model distributions considered in this paper are 
summarized. Since we want a distribution model to easily incorporate the various 
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higher-order moments of the concentration data, the first four moments of the 
model distributions are shown. Given a model pdf, p (X), the evaluation of the 
mean, Xp, relative fluctuation intensity, i 2, skewness, Sp, and kurtosis, Kp, involved 
calculating the k-th moment  about  the origin as 

/.t; = f o  )(kp (X) d x ,  (A1) 

exploiting algebraic relationships to convert these moments to moments about the 
mean (see, Spiegel, 1975), and then applying the appropriate definitions to the 
resulting central moments to construct the required normalized moments. 

A.1. EXPONENTIAL DISTRIBUTION 

The exponential distribution has a pdf of the form 

P(X) = ~ e x p ( - 6 ) ,  (A2) 

where 6 is the scale parameter. The associated cdf assumes the form 

F(X) = 1 - e x p ( - ~ ) .  (A3) 

The mean, Xp, relative fluctuation intensity, i 2, skewness, Sp, and kurtosis, Kp, 
for the exponential distribution are Xp = 6, t~ = 1, Sp = 2, and Kp = 9. 

A.2. LOGNORMAL DISTRIBUTION 

The lognormal distribution has a pdf of the form 

1 ( ln2(x/m)~ (A4) 
P ( X ) - ~ O - x e X p  - 2o_2 ] ,  

where m is the median and o_ is the logarithmic standard deviation. The associated 
cdf assumes the form 

1+ 1_ erf [ln (x/m)7 
F ( X ) = 2  2 L V2o- ] '  

(A5) 

where erf(x) denotes the error function. The mean, Xp, relative fluctuation inten- 
sity, i 2, skewness, Sp, and kurtosis, Kp, for the lognormal distribution are given 
as follows: 

m 

X p  "= mu 1/2 , (A6) 

�9 2 (A7) l p = U - - l ,  
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u 3 - 3u + 2  
S p -  ( u - l )  3/2 ' (A8) 

and 

U 6 - -  4U 3 + 6U -- 3 
Kp = ( u -  1) 2 ' (A9) 

where u -: exp(0" 2) is the geometric variance. 

A.3. C L I P P E D  N O R M A L  D I S T R I B U T I O N  

The clipped normal distribution has a pdf of the form 

1 e x p ( I _ ( X - I X c ) 2 )  
P(X) - X/2-~rI0"c 2 \ ~ - - ~  / / '  (a lO) 

where 

I------~(l+erf{ /-tc ) ]  
\V~0"j/' ( A l l )  

and/xc and 0"c are location and scale parameters, respectively. The associated cdf 
assumes the form 

F(X) = l e r f ( ~  + l e r f ( X ~ c ~ .  
2I \V20"c/ 2I \ V20"c / 

(A12) 

The mean, Xp, relative fluctuation intensity, 12, skewness Sp, and kurtosis, Kp, for 
the clipped normal distribution are given as follows: 

- 0"c ( _ 1  .c ~) 
xp =/~c + ~ exp 2 ~ / '  (A13) 

.2 ]-'~c 0"2 
lp = - -  + ~ -  1, (A14) 

Xp Xp 

Sp = (i2 + 1)(/Xc/Xpp - 3) + 2O-c2/Xpp 2 + 2 
�9 3 (A15) 
lp 

and 

/~P = ( i  2 q_ 1 ) ( 3 0 _ 2 / ~ p 2  + p 2 / ~ p 2  __ 4 / X c / ~  p q_ 6) + 2/Xc0-2/~p 3 - 8 0 - 2 / ~ p  2 - 3 

.4 lp 

(A16) 
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A.4. G A M M A  D I S T R I B U T I O N  

The gamma distribution has a pdf of the form 

(~)k- i  exp ( -x /6 )  (117)  
p (x )  = a r ( k )  ' 

where F(x) is the gamma function and 8 and k are scale and shape parameters, 
respectively. The associated cdf assumes the form 

C(k; X/a)  
F(X) - (A18) 

where F(u ;x)  denotes the incomplete gamma function. The mean, ,Vp, relative 
fluctuation intensity, i~, skewness, Sp, and kurtosis, Kp, for the gamma distribution 
are given as follows: 

Xp = 6k,  (119) 

tp.2 = 1 / k ,  (A20) 

Sp = 2/k 1/2 , (A21) 

and 

Kp = 3 + 6 / k .  (A22) 

A . 5 .  W E I B U L L  D I S T R I B U T I O N  

The Weibull distribution has a pdf of the form 

P (X) = ~ e x p ( -  (X//3)r), (A23) 

where /3 and r are scale and shape parameters,  respectively. The associated cdf 
assumes the form 

F(t-) = 1 - e x p l  - ( ~ ) r l  . (A24) 

The mean, Xp, relative fluctuation intensity, .2 zp, skewness, Sp, and kurtosis, Kp, 
for the Weibull distribution are given as follows: 

Xp = / 3 r  (1 + 1 / r ) ,  (AmS) 

.~ F(1 + 2tr) - F2(1 + 1/r) (A26) 
~P = Fm(1 + 1/r) ' 
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Sp = F(1 q- 3/r)  -- 3F(1 + i / r )  F(1 + 2/r)  + 2F3(1 + l / r )  (A27) 
[F(1 + 2/r)  - F2(1 + 1/r)] 3/2 

and 

G 

F(1 + 4/r)  - 4F(1 + l / r )F(1  + 3/r) + 6F2(1 + 1/r)F(1 + 2/r)  - 3F4(1 + 1/r)  

[F(1 + 2/r)  - F 2 (1 + l/r)]  2 

(A28) 

A.6. K-DISTRIBUTION 

The K-distribution has a pdf of the form 

4h ~+1 
P (X) - x " K v - 1  (2hx),  (A29) 

where K ~ ( x )  is a modified Bessel function of the second kind of order tz, and h 
and v are scale and shape parameters,  respectively. The associated cdf assumes 
the form 

2h ~ 
F ( X  ) = 1 - - -  x ~ K ~ ( 2 h x ) .  (A30) 

The mean, Xp, relative fluctuation intensity, i 2, skewness, Sp, and kurtosis, Kp, 

for the K-distribution are given as follows: 

- -  ~ F ( v +  1/2) 
Xp = - -  , (A31) 

2h F(v) 

4v 
�9 2 = - -  1 (A32) 
lp 3TS2 , 

( ~ s / 2 ) ( 3 / 4  - 3v/2 + ~rs2/2) 
Sp = I v _  ~$2/413/2 (A33) 

and 

2v(v + 1) - 3~rsa/4 - 3rr2s4/16 
K p  = ( 1  - 2 

where s ~ F(v + 1 / 2 ) / F ( u ) .  

(A34) 

A.7 .  C O N J U G A T E  B E T A  D I S T R I B U T I O N  

The conjugate beta distribution has a pdf of the form 

1 X ~-1 
P ( X )  = B(a , / 3 )  (1 + X) ~+~' (A35) 
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where B (a, /3)  --- F (a )F( /3 ) /F(~  +/3) ,  is the complete beta function and oe and 13 
are shape parameters.  The associated cdf assumes the form 

B (~,/3; X/O + X)) 
F(X) = , (A36) 

B (a, /3)  

where B(a, b; x) denotes the incomplete beta function. The mean, Xp, relative 
fluctuation intensity, i 2, skewness, Sp, and kurtosis, Kp, for the conjugate beta 
distribution are given as follows: 

and 

Kp: 

Xp - (/3_ 1) '  (A37) 

�9 2 __ ( ~  -~- /3 - -  1 )  ( A 3 8 )  lp 
(/3 - 2) ' 

Sp = 2 (2c~ + /3  - 1 ) ,  (A39) 
g ~(/3- 3) 

3(/3 - -  2)[o~'3 (/3 + 5) + 2a2(/3 -- 1)(/3 + 5) + c~(/3 -- 1)2(/3 + 7) + 2(/3 -- 1) 3] 

~(oe + 1)2(/3 - 1)2(/3 - 3)(/3 - 4) 
(A40) 

Appendix B. Properties of Clipped Normal Distribution 

The relative fluctuation intensity, i 2, skewness, Sp, and kurtosis, Kp, for the clipped 
normal distribution depend on only two dimensionless groups, namely Xp/IXc and 
Xp/O-c (cf. Equations (A14) to (A16)). These two groups are a function of only 
the ratio, p, of the location parameter,  /Xc, to the scale parameter ,  ~ ,  for the 
clipped normal distribution (viz., p - / x J o - c ) .  In particular, 

m 

tXc X/~pI(p)  exp - 2 p (B1) 

and 

o-~ X/~pI(p) eXp - p2 , (B2) 

where 

1 
I(p) =- ~ (1 + erf(p/ '~/2)). (B3) 

Consequently, it can be concluded that .2 ~p, Sp, and Kp can be parametrized by the 
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parameter,  p. As  p varies from - ~  to % the clipped normal  distribution traces 
out a curve in the (i2p, Sp)((i2p, Kp) )  plane. N o w ,  it is straightforward to show that 
l i m p _ , _ ~ i 2 = l  (cf. Equations (A14),  (B1),  (B2),  and (B3)) ,  limp__,0+i 2 
= ( T r - 2 ) / 2 ,  and l i m p ~ i p  2 = 0. However ,  di2p/dp < - 0 so ip 2 is a monoton ic  non- 
increasing function of  p on ( - %  ~) .  Because  i 2 is a monoton ic  non-increasing 
function on p ~ ( - %  co) and i 2 --+ 1 (I--+ 0) as p ~ - ~ ,  this implies that i 2 -< 1. 
Hence ,  in the limit I--~ 0 (zero intermittency for the clipped normal distribution), 
i 2 --o 1 and the clipped normal distribution asymptotically approaches the exponen-  
tial distribution. 
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