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Abstract. A method is described for the measurement of 
the density of calcium carbonate materials from the at- 
tenuation of a narrow, collimated beam of gamma 
photons. For the measurement of density for slices, ap- 
proximately 0.5 to 1.0 cm thick, from the skeletons of reef 
building corals, the optimum beam energy is 30-34 keV; 
and measurement is practical from approximately 22 to 
100 keV. The potential utilities of five commercially 
available isotopic sources (1~ 125I, 253Gd, 21~ and 
241Am) are evaluated. Methods and results are presented 
for gamma densitometry using 21~ and 241Am. The 
21~ point source had its principal gamma emission at 
46.5 keV. Bremsstrahlung and high energy (800 keV) 
gamma emissions associated with the 210pb decay grand- 
daughter were detected, and procedures were developed 
to accommodate the contribution of these emissions to 
the overall count rate. The attenuation of count rate by 
aluminium and aragonite absorbers closely followed 
simple theoretical considerations provided that narrow 
energy window settings were used at the radiation moni- 
tor. These theoretical considerations take account of the 
density of the material absorbing the radiation, and 
hence the density could be determined from the attenu- 
ation of the gamma beam. Increased accuracy was 
achieved by the use of 241Am and high speed counting 
equipment. 24~Am has its principal gamma emission at 
59.6 keV. The attenuation of this gamma beam follows 
simple theoretical considerations for targets with mass 
thicknesses from 0 to 6 g cm- 2. Aragonite from the shell 
of a giant clam was found to have slightly different prop- 
erties in the absorption of gamma photons to aragonite 
from a coral skeleton. The differences were small but sta- 
tistically significant. 

Introduction 

Over the last two decades understanding of skeletal 
growth records has considerably expanded. A variety of 
environmental information can now be recognized in 

skeletal materials. In addition, demographic features of a 
population, such as growth rate, recruitment and sur- 
vivorship, can also be determined from aspects of the re- 
cords which are created during the growth of certain skel- 
etal materials. The sorts of information which can be rec- 
ognized in skeletal materials, and the uses to which such 
information can be put, are reviewed in Rhoads and Lutz 
(1980). 

Certain massive reef corals have the potential to pro- 
vide valuable records. This potential exists because of 
three features associated with skeletal growth in these 
corals. First, the growth rate is around 1-2 cm per year; 
and, consequently, any record included in the skeleton is 
resolvable at periods considerably shorter than a year. 
Second, these corals normally grow continuously; and 
the very large colonies occasionally found on most reefs 
can provide continuous records several centuries long. 
Third, seasonal variations in the density at which a skel- 
eton is deposited provide a means by which any point in 
the skeleton can be dated (Knutson et al. 1972; Knutson 
and Buddemeier 1973; Hudson et al. 1976). The literature 
indicates that dating to periods in the order of 30-60 days 
should be relatively easy (e.g., Buddemeier 1974; Budde- 
meier and Kinzie 1975; Weber et al. 1975; Highsmith 
1979; Wellington and Glynn 1983). 

The causes of the annual density banding pattern in 
coral skeletons remain obscure, although the annual 
periodicity of the banding pattern has been established by 
several methods (Knutson et al. 1972; Moore and Krish- 
naswami 1972, 1974; Moore et al. 1973; Dodge and 
Thompson 1974; Dodge et al. 1974). The annual banding 
in coral skeletons almost certainly reflects seasonal 
changes in environmental conditions which alter the way 
in which corals add to their skeletons. Thus, the density 
patterns in coral skeletons may provide very long records 
of climate, and changes in climate, as well as providing 
the method by which this and other skeletal records can 
be dated. 

The density banding patterns in coral skeletons were 
first seen in X-radiographs of slabs cut from the growth 
axes of massive skeletons (Knutson et al. 1972). Measure- 
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ments of the density variations associated with these 
banding patterns have been made by microdensitometry 
of such X-radiographs (Dodge and Thompson 1974; 
Buddemeier 1974; Buddemeier et al. 1974; Dodge and 
Brass 1984; Chalker et al. 1985). Microdensitometry of 
X-radiographs is convenient when the complete life span 
of a coral, or the period of interest, can be covered by a 
single X-radiograph, or by a couple of overlapping X-ra- 
diographs. Calibration of the procedures, and especially 
calibration for the non-uniform radiation characteristic 
of X-ray machines, makes extracting, standardizing and 
fitting together the data from several X-radiographs a 
difficult and tedious process. For example, using 
24 x 30 cm X-ray plates, for which non-uniformity of  the 
incident X-ray beam is manageable, 5 plates need to be 
exposed to cover a linear growth of 1 m (roughly 50-100 
years of record), allowing about 30% overlap of the 
images on the plates. A minimum of 3 microdensitometer 
scans must be made along each plate: one for the image 
of the coral skeleton, and one each for the images of the 
secondary standards (aluminium bars) placed on either 
side of the area of interest in the skeleton (see Chalker et 
al. 1985). X-radiography has the advantage that it pro- 
vides a "picture" of the density banding in coral skele- 
tons. However, unless image analysis techniques are em- 
ployed, data for skeletal density is obtained from a nar- 
row microdensitometer track across the plate. 

In theory, density could also be obtained by measur- 
ing the attenuation of a collimated beam of radiation (of 
approximately the same cross-sectional area as a micro- 
densitometer light beam) as a slab of skeleton is moved 
across the beam. Such a system could have advantages 
over microdensitometry of X-radiographs in simplicity, 
accuracy, ease of calibration, and in obtaining density re- 
cords for long sections (i.e., cores) of skeIeton. It would 
have particular advantages in obtaining density records 
at the same time as scans are made for other records, for 
example, fluorescence records of terrestrial runoff (Isdale 
1984). 

This communication presents theory, procedures and 
results associated with measuring coral skeletal density 
using gamma densitometry. The discussion of theory in- 
cludes the physics of gamma beam attenuation and the 
statistics of counting. The discussion of procedures in- 
cludes practical considerations such as the selection of a 
radiation source, counting equipment and density stan- 
dards. Optimization of these selections will depend pri- 
marily upon the nature of the samples (chemical compo- 
sition, physical structure, thickness and density), the 
speed and accuracy required for density determination, 
and the availability and cost of the components. Results 
are presented for the measurement of the densities of a 
variety of standards with collimated beams of gamma 
photons from 21~ and 241Am sources, which have their 
principal emissions at energies of 46.5 and 59.6 keV, re- 
spectively. This communication describes practical sys- 
tems for measurements of coral skeletal densities by 
gamma densitometry. It also provides sufficient back- 
ground information to simplify procedures for optimiza- 
tion of gamma densitometry techniques with other mate- 
rials of equivalent mass thicknesses, such as mollusc 
shells. 

Theory 

Photon beam attenuation 
and the statistics of counting 

The attenuation of a beam of gamma photons by a mate- 
rial is due both to outright absorption of photons and 
scattering out of the beam. When a monoenergetic beam 
is tightly collimated at both the source and the detector, 
attenuation is described by the equation 

I = Io exp ( - /qZ) ,  (1) 

where I is the intensity of  the attenuated beam leaving the 
absorbing material (=  transmitted beam), Io is the inten- 
sity of the incident beam, #t is the linear absorption coef- 
ficient for the material, and Z is the thickness of the ma- 
terial. The value of/~1 is a function of the energy of the 
incident gamma photons, the chemical composition of 
the absorbing material, and the density of the material. 
An alternative equation is 

I = Io exp(-/./m~O)~) , (2) 

where #m is the mass absorption coefficient for the mate- 
rial and ~ is its density. The value of the mass absorption 
coefficient (#m) is a function of the energy of the incident 
gamma photons and the chemical composition of the ab- 
sorbing material. The product of density and thickness of 
the absorber (~Z) is known as the mass thickness. 

Equation (2) can be rearranged to a form which is 
conveniently used for experimental determinations of 
mass absorption coefficients: 

ln(I) =ln(Io)-#m0Z �9 (3) 

Equation (3) provides that a plot of experimentally deter- 
mined values of ln(I) against the mass thickness of an ab- 
sorbing material should be linear and have a slope equal 
in magnitude but opposite in sign to the mass absorption 
coefficient. 

When the radiation source provides multiple gamma 
emissions of different energies, the equations relating the 
intensities of the incident and transmitted beams become 
more complex. Equations describing the attenuation of 
gamma photon beams containing photons with two or 
three distinct energies are included in Appendix A. The 
use of these equations is discussed below. Appendix A 
also includes a brief description of "geometry" and 
"buildup", physical factors which must be considered in 
the construction of an operational counting system. 

Density determination 

When a beam of gamma photons is attenuated equally by 
a specimen material (sp) and a standard material (st) 
then, 

ln(Io/I)~t = ln(Io/I)~p = ~ / m s t ~ s t Z s t  = ~msp~spZsp (4) 
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~Osp = (#mst/#msp)(OstZst)/)~sp" (5) 

W h e n  Eq .  (5) is u sed  to  d e t e r m i n e  the  dens i t y  o f  a spec-  
i m e n  m a t e r i a l ,  va lues  f o r  #m~t a n d  #msp m u s t  be  e i t he r  cal-  
c u l a t e d  o r  m e a s u r e d .  V a l u e s  o f  #m fo r  e l e m e n t s  a re  p u b -  
l i shed  ( H u b b e l l  1969; B u r e a u  o f  R a d i o l o g i c a l  H e a l t h  
1970; Ve ige le  1973; B u r r  1978). Va lues  o f  #m fo r  c o m -  
p o u n d s  a n d  m i x t u r e s  c a n  be  o b t a i n e d  f r o m  the  e q u a t i o n  

#mtotal =-- # m l c o l  -[- #m2CO2 -]- # m 3  ('03 "~ " "  , (6) 

w h e r e  co n is t he  m a s s  f r a c t i o n  o f  a c o n s t i t u e n t  e l emen t .  
S o m e  p a r t i c u l a r l y  usefu l  v a l u e s  o f  #m in the  d e t e r m i n a -  
t i o n  o f  the  dens i t y  o f  c a l c i u m  c a r b o n a t e  s k e l e t o n  a re  p r o -  
v i d e d  by  B u d d e m e i e r  (1974). 

I n  the  specia l  case  w h e r e  t he  s p e c i m e n  m a t e r i a l  a n d  
the  s t a n d a r d  m a t e r i a l  h a v e  the  s a m e  c h e m i c a l  c o m p o s i -  
t i o n  then ,  b e c a u s e  #msp = #msD Eq .  (5) s impl i f ies  to  

Osp = (GtZ~t)/)~p �9 (7) 

Materials and methods 

Calculating mass attenuation coefficients 

For each isotope under consideration, mass attenuation coefficients 
were calculated for four useful target materials: A1, CaCO3, arago- 
nite, and CaF2. Aragonite was CaCO3 which was assumed to con- 
tain 2% CH20 and 0.8% Sr (Buddemeier 1974). For aluminium and 
for the constituent elements of the other targets, selected values of 
mass attenuation coefficients and gamma photon energies were ob- 
tained from Veigele (1973). For  compounds, values at the tabulated 
gamma photon energies were calculated with Eq. (6). 

All log-log plots of calculated mass attenuation coefficients vs. 
photon energies between 10 and 600 keV were initially linear and 
then curved and then became linear again. For all targets except A1, 
these curves were simulated with sixth order polynomials between 
20 to 200 keV (polynomial regression, program P5R, BMDP Bio- 
medical Computer Programs, Health Science Computing Facility, 
University of California, USA). Coefficients for polynomials 
greater than sixth order were not significant (P > 0.05). For alumin- 
ium the polynomial was fitted from 20 to 150 keV. In all cases the 
polynomial fit was excellent (r 2 = 1.00000). The calculated mass at- 
tenuation coefficient for aragonite was used, as described in the next 
section, for the determination of optimum photon energies. The cal- 
culated mass attenuation coefficients for other target materials are 
supplied for comparison. 

Determination of optimum photon energy 

When skeletal density is determined by gamma densitometry it is 
necessary to make measurements of sufficient precision to detect 
small changes in density in a reasonably short counting time. This 
requirement limits the range of potential photon energies. If  the 
photon energy is too high, almost all the photons will pass through 
the target; and small differences in absorption could not be detected 
without exceptionally long counting times. If the photons have an 
energy which is too low, they will almost all be absorbed; and small 
differences in absorption could not be distinguished from random 
variation in the background rate of counting without exceptionally 
long counting times. The optimal photon energy is a function pri- 
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marily of the mass thickness and the mass attenuation coefficient, 
which is a function of the chemical composition, of the target. 

An examination of the published literature shows that most re- 
ported values for the densities of scleractinian coral skeletons range 
from 0.8 to 2.0 g cm -3, and that most X-radiographic studies have 
examined slices, approximately 0.7-0.8 cm thick, taken from the 
scleractinian skeletons. These values equate to mass thicknesses be- 
tween 0.56 and 1.60 g cm -2. In order to encompass the widest likely 
ranges in values, in the following sections we have considered op- 
timum photon energies for measurements of 0.5 to 2.0 g c m  -a. In 
order to accommodate the more frequently observed range of values 
we have also considered mass thicknesses from 0.5 to 1.5 g cm 2. 

Estimates were made of measurement accuracies which would 
be expected using theoretical monoenergetic gamma photon sources 
with photon energies at 1 keV intervals between 22 and 100 keV. 
The target was a theoretical aragonite (see above). Calculations 
were made with the total number of photons striking the target ma- 
terial as 105, 106 a n d  107. At intervals of  0.01 gcm - 2  for mass thick- 
nesses between 0.50 and 2.00 g cm -2, the number of photons (n) 
passing through the target material was calculated from Eq. (2) for 
the various photon energies and beam intensities. The 95% confi- 
dence limits were n+1.96 n 1/2 (Wang 1969). Pairs of mass thick- 
nesses corresponding to these confidence limits were calculated 
from the equation 

OZ = ln(Io/I)/gm, (8) 

which was derived by the rearrangement of Eq. (3). The difference 
between each pair of determinations represented the width of the 
95% confidence intervals (CI~Xo.95) about the mass thicknesses. 

The theoretical error, at a given level of probability, (E0)~p) for 
a determination of mass thickness was defined as the width of the 
confidence interval about the true value of the mass thickness. For 
example at the 95 % level of probability. 

EQZo.95 = CIQXo.95 . (9) 

An alternative explanation of this relationship is that in 95% of all 
determinations the difference between the measured value of the 
mass thickness and the true value of the mass thickness would be less 
than one half of the E0)~o.95. 

The fractional error, at a given level of probability, (F0)~Q) for 
a determination of mass thickness was defined as the theoretical er- 
ror divided by the true value of the mass thickness. For example, 

FQXo.95 = EOXo.95/Q X . (10) 

In specific applications, each investigation must determine whether 
it is more appropriate to minimize the magnitude of the expected er- 
rors for the determinations of mass thicknesses, or to minimize the 
expected percentage errors. In the following sections of this con- 
tribution techniques are presented which enable either minimi- 
zation. 

For  each combination of photon energy and beam intensity, the 
average width of the 95% confidence interval (i.e., the average error) 
was calculated, 

AEoz~ = \~zl 

where initially ~Z1 = 0.5 g cm-  2 and ~Z2 = 2.0 g cm-  2. 
Also calculated were the averages of the widths of the 95% 

confidence intervals divided by the true values of mass thickness 
(i.e., the average fractional errors), 

' )/ AFQZo.95 = CIOZo.95/O z ( J 0 0 ( O Z 2 -  QZ1) q- 1) .  (12) 
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Again, in the first instance, OZ 1 =0.5 g c m  - 2  and QZ2=2.0 g c m  -2 .  
For the reasons, elaborated above, AEQZo.95 and AFCXo. 95 were cal- 
culated again with mass thicknesses between 0.5 and 1.5 g cm-2. 

Because Eq. (8) is a log function, the confidence intervals were 
slightly asymmetric about the true mass thickness. Symmetric con- 
fidence intervals were calculated by an interactive procedure. First, 
the lower branch of the confidence interval about the true mass 
thickness was set equal to the higher branch; then the branches were 
progressively narrowed in width until they encompassed 95% of all 
determination for mass thickness. These calculations indicated that 
the asymmetry of  the confidence intervals was so slight that it need 
not be considered further with regard to the results presented here. 

Sources 

Three types of sources are potentially for the determination of coral 
density from the attenuation of a beam of photons: X-ray machines, 
X-ray fluorescence sources and y-emitting, isotopic sources. The use 
of  X-ray machines is beyond the scope of this communication, al- 
though the principle discussed here would apply. X-ray fluorescence 
in the energy range of interest is typically produced by the excitation 
of a metal target with gamma photons from a 241Am source. X-ray 
fluorescence would be attractive because a wide range of sources 
with discrete photon emissions are available. Unfortunately the in- 
tensities of  such sources are not sufficient for the present applica- 
tion. Thus 7-emitting isotopic sources are considered here. 

Seven potentially suitable isotopic sources are commercially 
available: 241Am, 21~ lS3Gd, 137Cs, 133Ba, 1251 and 1~ 
These are listed in Table 1. 137Cs and 133Ba were eliminated from 
consideration because both emit moderately high energy photons 
(662 and 356 keV, respectively) as well as photons of energies suit- 
able for gamma densitometry. The high energy photons associated 
with these sources would be inconvenient to shield. 

Estimates were made for the measurement accuracies which 
could be achieved with the remaining five gamma sources. Counting 
rates at zero attenuation were measured for Z4aAm and calculated 
for the other isotopes based upon the manufacturers' data for emis- 
sions and the efficiency of the detector at the relevant photon en- 
ergy. A counting time of 16 s was selected for comparison because 
this enables overnight, automated counting of the samples normally 
processed in our laboratory. The target for comparison was again 
a theoretical aragonite (see above). 

For each isotope, at mass thicknesses from 0.2 to 2.0 g cm -2, 
the transmitted count rate was calculated from Eq. (2). From this 
the total number of counts accumulating over 16 s was calculated. 
Confidence intervals about the estimated mass thicknesses were cal- 
culated as previously described. The theoretical e r ro r s  (EQZo.95) for 
the determinations of the mass thicknesses were calculated from Eq. 
(9); the fractional errors (F~oz0.95) were calculated from Eq. (10). 

Fabrication and characterization o f  density standards 

Density standards were fabricated from four different types of ma- 
terial: aluminium, clam shell aragonite, coral skeleton aragonite and 
calcium fluoride. 

A step-wedge was used as an aluminium density standard. The 
thickness of aluminium increased from 1.75 mm to 19.44 mm in 10 
steps. Each step was about 14 mm deep, and the step-wedge was 
20 mm wide. It was constructed of an alloy (Alcan 6063; 0.4% Si, 
0.7% Mg) which had absorption coefficients for gamma radiation 
identical (within the limits of determination) with those listed for 
pure aluminium. This step-wedge was augmented with aluminium 
bars of similar chemical composition. 

Eight aragonite standards were cut from the shell of the reef 
clam, Tridacna gigas. The standards were about 3 cm square and 
varied in thickness from 2.3 mm to 15.0 mm. Their densities were in- 
dividually determined using the weight in air:weight in water 
method. Densities varied between 2.867 g c m  -3 and 2.905 g crn -3. 

Coral aragonite standards were made from powdered coral 
skeleton. About 100 g of material was taken from a core of a large 
colony of Porites lutea. The material was selected without regard for 
density banding, except that it would have included pieces from sev- 
eral different bands. It was powdered with an agate vibrating cup 
mill (Humbolt Wedag, Krln,  Federal Republic of Germany), ini- 
tially for 5 min and then for 6 periods each of 3 min. The interrup- 
tions were to prevent overheating of the mill and of the skeletal ma- 
terial. The powder was dried at 50 ~ C overnight. Particle sizes were 
determined with a Coulter counter. All particles were smaller than 
50 I.tm; 95% of them were smaller than 32 ~m, and 50% were in the 
range 10-16 ~tm. Portions of the powder were pressed into solid 
plugs using a stainless steel piston, 19.40 mm in diameter, which ex- 
actly fitted into a stainless steel cylinder with a depth of about 
1.5 cm. The cylinder was loaded with powder and a hydraulic press 
was used to apply 20 tonnes overall pressure to the piston. The re- 
sulting plug of skeletal material was carefully pressed from the cyl- 
inder, and it remained intact provided it was handled gently. Differ- 
ent amounts of powder were loaded into the cylinder and, in this 
way, provided 7 plugs of  diameter 19.40 mm varying in thickness 
from 1.53 mm to 7.42 mm. The plugs were weighed and, since their 
volume could be calculated from their dimensions, their density 
could be determined. Densities ranged between 2.359 g c m  -3 and 
2.424 g cm-  3 with an average value of 2.407 g cm-  3. 

A set of coral skeletal slices were used to confirm the efficacy of 
densitometry techniques. These specimens were constructed from a 
100 mm diameter core drilled vertically from a large colony of  
Porites lutea. The core was cut horizontally, that is, parallel to the 
annual density bands, into 4.7, 6.9, 10.2, 12.4 and 15.0 mm thick 
slices. The average density of each slice was determined by weighing 
and calculating its volume from the measured dimensions of the 
slices. The slices were exposed to the 24~Am gamma beam at 5 po- 
sitions equidistant across the diameter of the slice. 

Table 1. Summary table of commercially available low energy X-ray and gamma photon sources and calculated mass attenuation coefficients 
for commonly used target materials 

Isotope Photon Activity of Photons s -1 Half-life Mass attenuation coefficients ( cm2g  -1) 
emission commercial steradian -1 

source A1 CaCO3 (CaCO3 + CaF 2 
(keV) (GBq) 2%CH20 + 0.8% Sr) 

Z41Am 59.6 3.7 2.2 • 10 7 433 y 0.281 0.377 0.396 0.433 
zl~ 46.5 0.74 1.4 • 106 20.4 y 0.420 0.613 0.651 0.734 
153Gd 41.3 (Eu K, X-rays) 37 1.0 • 10 9 241.5 d 0.530 0.802 0.855 0.975 
137Cs 32.1 (Ba K~ X-rays) 11.1 - 30.17 y 0.945 1.50 1.61 1.87 
133Ba 30.9 (Cs K~ X-rays) 0.37 - 10.8 y 1.04 1.66 1.78 2.08 
lzsI 27.4 (Te K~ X-rays) 18.5 1.2 X 10 9 60.6 d 1.42 2.29 2.46 2.88 
1~ 22.1 (Ag K~ X-rays) 0.74 5.0 • 107 462 d 2.57 4.16 4.45 5.27 
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A set of calcium fluoride standards was created from 2 mm 
thick disks of CaF2 (Part No. 7000-378, Spectra-tech, Inc., Stan- 
ford, Connecticut, USA) by stacking the disks to thickness of CaF2 
between 2 and 8 mm. Such disks are supplied as end-windows for 
sample holders used in IR spectrophotometers. 

Count rates were plotted against mass thickness for the various 
density standards using different window settings for two densitom- 
etry systems (2~~ and 2~Am; see Appendix B). The curves were 
either modelled by equation (3) (24~Am system) and fitted by linear 
regression analysis or modelled by equations (3, A1 and A2) (21~ 
system) and fitted by non-linear least-squares regression analysis 
(program P3R, BMDP Biomedical Computer Programs, Health 
Science Computing Facility, University of California, USA). 

Results 

Determination of  optimum photon energy 

lower. For  example, when mass thicknesses ranged be- 
tween 0.5 and 1.5 g cm -2, the optimum photon energy 
was 30 keV. In this case optimum energy applies to both 
minimization of  average error and average fractional er- 
ror. 

The results demonstrate that the range of  photon en- 
ergies practical in gamma densitometry o f  coral samples 
is about  24 to 60 keV. It would not  normally be practical 
to use a beam of  photons with energies less than 22 keV 
because the photons would be substantially absorbed at 
mass thicknesses in excess of 1.7 g cm-2.  Between 60 and 
100 keV, the width of  the 95% confidence intervals about  
a measurement increases almost in direct proport ion to 
energy. The rise is particularly great when the total 
number of  counts accumulated is 105 or less. 

The theoretical accuracy for the determination of  mass 
thickness between 0.5 and 2.0 g c m - z  (i.e., values appro- 
priate to coral density work) with photon energies be- 
tween 22 and 100 keV are shown in Fig. 1. The average 
width of  the 95% confidence intervals about  the mass 
thickness determinations (AEOZo.9s) are plotted vs. 
photon energy. Regardless of  the total number of  inci- 
dent photons (between 105 and 107), the narrowest 95% 
confidence intervals occur when the energy of  the gamma 
photons is 33 keV. When the data were plotted for the 
average fractional errors (AFOZo.95), the optimum 
gamma energy was 32 keV. 

If  a range of  samples of  lower average mass thickness 
is to be measured, the optimum photon energy would be 
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Fig. 1. Average width of the 95% confidence intervals for determina- 
tions of mass thickness (0.5 to 2.0 g cm-2) vs. photon energy from 
22 to 100 keV. The total number of incident photons are 105, l 0  6 

and 10 7 respectively. The target is theoretical biogenic carbonate 
(calcium carbonate with 2 % organic matter and 0.8 % strontium) 

Source evaluation 

Figure 2 illustrates the accuracies of  mass thickness mea- 
surements between 0.5 and 2.0 g cm -2 which would be 
expected using 241Am, 21~ 153Gd, 125I and 1~ as 
photon sources. The width of the 95% confidence inter- 
vals about  determinations of  mass thickness (CI•Zo.95 = 
EQZo.95 ) are plotted vs. the actual mass thickness. In all 
cases the magnitude of the theoretical error (EOZo.95) in- 
creases with increasing mass thickness. 

Some investigators may wish to select a source so as 
to minimize fractional errors of  measurement. Given an 
optimal photon energy of  32-33 keV (see above) and 
mass thicknesses in the range 0.5-2.0 g cm -2, isotopes 
with photon energies which are less than optimal (e.g., 
l ~  give results for which the fractional error 
(F~go.95) increases with increasing mass thickness. Iso- 
topes with photon energies which are greater than op- 
timal (e.g., 153Gd, 21~ 241Am) give results for which 
the fractional error decreases with increasing mass thick- 
ness. lasI has a photon energy which is close to optimal 
and the fractional error does not  much change over this 
range of  mass thicknesses. Figure 2 illustrates these re- 
sults. 

Characterization of sources 
and their use in gamma densitometry 

The energy spectrum of  the 21~ gamma source (Fig. 3), 
measured with the Eberline-Bertold system (Appendix 
B), showed two distinct peaks. The photon energies asso- 
ciated with both peaks were estimated from their mass 
absorption coefficients (Bureau of  Radiological Health 
1970; Buddemeier 1974) and found to be approximately 
46.5 keV. This strongly indicated that the larger peak was 
the 46.5 keV gamma emission characteristic of  2t~ 
and the smaller peak was due to Compton scatter caused 
by the 46.5 k e y  zl~ emission. The discrepancy between 
the experimentally determined energy for the photons in 
the smaller peak and its displacement to the left in the en- 
ergy spectrum (Fig. 3) indicated that the Compton scatter 
occurred chiefly in the end window of  the scintillation 
probe. That  is, the smaller peak was due to 46.5 keV 
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(widths of the 95% confidence intervals, g c m -  2) vs. mass thickness 
for five commercially available gamma sources. Based upon count- 
ing statistics only, 95% of the time the magnitude of the error in the 
determination of  the mass thickness will be no greater than half the 
value shown. (2) Fractional errors (dashed curves, which on the 
right side of the figure are located directly below the solid curves 
representing theoretical errors for the same isotopes) (widths of the 
95% confidence intervals divided by the true values of mass thick- 
ness) vs. mass thickness. The density measurements are based upon 
a 2 mm diameter beam collimated over 4 cm. The activity is taken 
from commercial specifications. The counting time is 16 s. The tar- 
get is theoretical biogenic carbonate (calcium carbonate with 2% or- 
ganic matter and 0.8% strontium) 

photons which passed into the target and then gave rise 
to lower energy emissions when they collided with mate- 
rials in the probe. The "tail" to the right of the main peak 
(Fig. 3) was Bremsstrahlung radiation caused by high en- 
ergy beta emissions from the source. The low energy radi- 
ation monitor could not detect the high energy peak at 
about 800 keV which would have been caused by gamma 
emissions from the 21~ decay granddaughter of 21~ 
These gamma photons had sufficient energy to penetrate 
the lead shielding used to collimate lower energy gamma 
emissions, and some would have been detected by the low 
energy gamma probe because of Compton scatter which 
would produce emissions within the energy range to 
which the monitor was sensitive. The lack of very low en- 
ergy emissions in Fig. 3 indicated that the Bi L X-rays 
(9.42-16.4 keV) characteristic of the 2a~ source were 
absorbed within the source and by the surrounding cap- 
sule. 
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Fig. 3. Energy distribution for a collimated beam of 21~ gamma 
photons showing amplifier voltage versus count rate. The photo- 
multiplier voltage was 1200 V. The spectrum was generated with the 
amplifier window width set at t0 mV, this window is indicated by 
the closely spaced pair of lines at the centre of the main peak 
(46.5 keV) which occurred at 480 mV. The more widely spaced pairs 
of lines indicate window widths of  200 and 500 mV 
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ness. The target materials were aluminium (closed circles), and clam 
aragonite (open circles). The photomultiplier voltage was 1196 V; 
amplifier voltage (E) was 480 mV; AE was 200 mV. Vertical lines 
mark the region relevant to the routine determination of  coral skel- 
etal densities 
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used in Fig. 4. Vertical lines mark the region relevant to the routine 
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Figure  4 exemplifies mass a t tenuat ion curves; specifi- 
cally, it illustrates how different mass thicknesses o f  c lam 
aragoni te  and a luminium at tenuated the / l ~  count  
rate. At tenua t ion  was initially log-linear and then curved 
significantly at  greater  mass thicknesses. Figure 5 is a de- 
tailed example o f  mass a t tenuat ion  curves over  the range 
o f  mass thicknesses which are likely to be encountered 
during density measurements  o f  sections f rom coral  skel- 
etons. At tenua t ion  was log-linear. These curves and 
others were mathemat ica l ly  described by equat ions  se- 
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lected f r o m  a m o n g  Eqs. (3), (A2), (A1) and  (A4). Pa ram-  
eter values, which are obta ined  when experimental  da ta  
is fitted with these equations,  are presented in the follow- 
ing tables. 

Tables 2 and 3 conta in  the parameters  for  the equa- 
t ions which mathemat ica l ly  describe the a t tenuat ion  o f  
the 21~ beam by three different materials:  powdered  
coral  aragonite,  c lam shell, and aluminium. F o r  each tar- 
get material  a mass  a t tenuat ion curve was const ructed  for  
each o f  four  detector  w indow settings. D a t a  collected 
f rom relatively na r row window settings is presented in 
Table 2. The detector  window for  the top  hal f  o f  Table  2 
was 475-485 mV, and  the detector  window setting for  the 
b o t t o m  ha l f  o f  Table  2 was 380-580 inV. D a t a  collected 
f rom relatively wide window settings is presented in 
Table 3. The top hal f  o f  the table presents da ta  collected 
with a window between 100 and  600 mV. The b o t t o m  
hal f  o f  the table presents da ta  describing mass  at tenu- 
at ion curves cons t ruc ted  with the mon i to r  set in integral 
m o d e  (E > 100, see Appendix  B). 

Fo r  all complete  da ta  sets, the mass a t tenuat ion  
curves were modelled with Eqs. (A2) (3 parameters:  IOl, 
gml ,  and Ioz) and  (A1) (4 parameters:  Ion, gin1, Io2 and 
gm2). The values o f  these parameters  and the confidence 
intervals abou t  each determinat ion are presented in the 
tables, when the parameter  values are statistically signif- 
icant ( P <  0.05). 

Tables 2 and 3 also present the values o f  the pa ram-  
eters describing da ta  sets that  were t runcated  to include 
only values falling within the range o f  mass thickness ap- 
propr ia te  to measurement  o f  density in coral  skeletons. 
Fo r  biogenic aragoni te  this includes mass thicknesses up 
to 2.15 g cm -2. Because a luminium has a lower mass at- 
tenuat ion  coefficient, greater mass  thickness are required 
to achieve equivalent  beam absorpt ion;  and for  the alu- 
min ium standards,  the t runcated  da ta  included mass  
thickness up to 3.18 g c m - <  W h e n  bo th  s tandards  are 
measured  using the isotope 2a~ this is equivalent  to 
values o f  0_--__#1)~=#m0)~=<1.3. F o r  the t runcated  data  
sets, the mass a t tenuat ion  curves were modelled with Eqs. 

Table 2. Summary table of values for Ion, Io 2 (when statistically significant, P < 0.05) and the respective mass attenuation coefficients for 
various materials using a collimated 210pb gamma photon beam. The model Eqs. were (3), (A3) and (A2) for models of two, three, and four 
parameters respectively 

Material AE 0Z Iol 95% ~tm 1 95% Ioz 95% gm z 95% r 2 n Eq. 
(mV) (gcm -2) (cpm) CI (cm2g -~) CI (cpm) CI (cm2g -1) CI 

Coral 475-485 0- 1 .79 2627 + 23 0.6031 +0.0091 . . . .  0.9998 8 (3) 
(powdered) 

Clam 2.08 2630 + 39 0.5795 +0.0094 . . . .  0.9999 6 (3) 
7.19 2633 ___ 48 0.5864 +_0.0087 11.63 + 2.81 - - 0.9999 14 (A2) 

Aluminium 0- 3 .18 2664 + 49 0.3939 _+0.0100 . . . .  0.9995 7 (3) 
0-5.39 2625 +- 51 0.4051 -t-0.0218 41.85 + 40.47 - - 0.9996 11 (A2) 

Coral 380-580 0- 2.15 26560 _+250 0.5996 +-0.0073 . . . .  0.9997 13 (3) 
(powdered) 0- 3.07 26240 +210 0.6173 +_0.0156 400.1 _+ 202.5 - - 0.9998 17 (A2) 

Clam 0- 2.08 26910 _+360 0.5834 _+0.0095 - - - 0.9999 6 (3) 
0- 7.19 27810 _+460 0.5848 _+0.0083 364.2 -+ 33.1 - - 0.9996 14 (A2) 

Aluminium 0- 3.18 27030 +320 0.3862 _+0.0063 . . . .  0.9998 7 (3) 
0-11.36 26320 _+500 0.3881 +0.0061 368.4 _+ 32.5 - - 0.9998 19 (A2) 
0-11.36 25470 _+910 0.4182 _+0.0185 1 7 4 6  _ + 1 0 7 2  0.1192 _+0.0455 0.9999 19 (A1) 
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(3) (two parameters: lol  and gml), and Eqs. (A2) and 
(A1). Again the parameter values are presented in the 
tables only when the values are statistically significant 
(r<0.05). 

Results presented in Table 2 demonstrate that when 
mass attenuation curves are determined for any of  the 
three target materials with 21~ narrow detector win- 
dows, and relatively large mass thicknesses, the curves 
can be effectively modelled with either Eqs. (A2) or (A1) 
(r2> 0.9996). For  the smaller range of  mass thicknesses 
encountered during the measurement of  skeletal densities 
in coral cores, the curves become log-linear and must be 
modelled with Eq. (3) (r2> 0.9995). 

When mass attenuation curves were constructed with 
wide detector windows, such as those used to produce the 
data contained in Table 3, the situation became more 
complex. When a detector window width of  500 mV was 
used, graphs of  count rate (21~ vs. mass thickness 
showed additional curvature at small values of  mass 
thickness. This was due to relatively low energy Brems- 
strahlung radiation and to low energy gamma photons 
being counted in a higher energy window due to coinci- 
dence. The curves could be modelled effectively with Eq. 
(A4); however determination of  accurate parameter 
values required an inconveniently large number of  mea- 
surements. This problem was eliminated by interposing 
an aluminium filter between the source and the target. 
This filter was 0.82 mm thick, and it removed essentially 
all of  the very low energy gamma photons. The resultant 
attenuation curves produced with the filtered beam, 
could be effectively modelled by Eqs. (A1) and (A2); and 
the corresponding values for the parameters in these 
equations are shown in the top half of  Table 3. 

The data presented above were obtained with the 
monitor used as a pulse height analyser. With narrow 
window settings in this mode, small deviations of  the 
photomultiplier voltage from its optimum setting could 
cause large deviations in the observed count rate. It was 
possible to set the monitor so that only events above se- 
lected energy were counted. This alternative setting, with 
E > 1 0 0  mV (see Appendix B), produced a plateau for 
count rate versus photomultiplier voltage. Attenuation 
curves produced with these settings could be effectively 
modelled with Eq. (A4). Using the wide window tech- 
nique described above, the beam was filtered with a 
0.82 mm thick aluminium plate; and the resultant attenu- 
ation curves were modelled with Eqs. (A2) and (A1). 
Values for the relevant parameters for both complete and 
truncated (0 <#m0)~ < 1.3) data sets are listed in the bot- 
tom half  of  Table 3. 

The energy spectrum of  the Z41Am gamma source 
(Fig. 6) measured with the Canberra Packard System 
(Appendix B) showed three distinct peaks. There was a 
primary peak at 59.6 keV, a peak mainly due to Compton 
scatter but which would also have contained contribu- 
tions from gamma photons at 26, 33 and 43 keV, and a 
third peak due to Np L X-rays (12-22 keV). 

Table 4 describes the attenuation of  the 241Am beam 
by different thicknesses of  five materials: powdered coral 
aragonite, slices from coral cores, clam shell, aluminium, 
and calcium fluoride. The upper half of  the table de- 
scribes mass attenuation curves obtained with a detector 
window set with a width of  200 mV (220-420 mV). The 
lower half of  the table describes mass attenuation curves 
constructed with the monitor set in the integral mode 
(E > 220, see Appendix B). In all cases the mass attenu- 

Table 3. Summary of parameter values (when statistically significant, P < 0.05) modelling attenuation curves for various materials intercepting 
a collimated 2~~ gamma photon beam. The model Eqs. were (3), (A3) and (A2) for models of two, three, and four parameters respectively 

Material AE 0Z Iol 95% ~ml 95% Ioz 95% ~m2 95% r 2 n Eq. 
(mV) (g cm -2) (cpm) CI (cm 2 g-~) CI (cpm) CI (cm 2 g-~) CI 

Coral 100-600 0- 2.15 33290 _+ 430 0.5420 ___0.0098 . . . .  0.9993 13 (3) 
(pow- 0-2.15 31510 _+ 490 0.6277 _+0.0265 2372 _+ 627 - - 0.9999 13 (A2) 
dered) 0-3.07 31730 _+ 160 0.6145 +0.0104 2059 _+ 172 - - 0.9999 17 (A2) 

Clam 0- 2.08 33890 _+ 540 0.5348 _+0.0111 . . . .  0.9998 6 (3) 
0-2.08 32580 _+ 820 0.5823 _+0.0316 1521 _+ 919 - - 1.0000 6 (A3) 
0-11.70 31010 _+1570 0.5185 _+0.0205 1030 _+ 71 - - 0.9988 17 (A3) 
0-11.70 31250 _+ 620 0.5860 _+0.0182 2536 _+ 405 0.0807 _+0.01456 0.9999 17 (A2) 

Aluminium 0- 3.18 33870 + 620 0.3535 _+0.0097 . . . .  0.9994 7 (3) 
0- 3.18 32270 _+1630 0.3945 _+0.0458 1920  _+1897 - - 0.9998 7 (A3) 
0-11.36 31820 ___1040 0.3660 -+0.0127 1424 _ 124 - - 0.9992 19 (A3) 
0-11.36 28850 _+1660 0.4392 _+0.0326 5596  +1918 0.1084 _+0.02750 0.9998 19 (A2) 

Coral >100 0- 2.15 30690 -+ 440 0.4879 -+0.0110 . . . .  0.9988 13 (3) 
(pow- 0-2.15 28150 _ 440 0.5995 ___0.0239 3190 ___ 551 - - 0.9999 13 (A3) 
dered) 0- 3.07 28150 _+ 150 0.6010 _+0.0104 3209 _+ 165 - - 0.9999 17 (A3) 

Clam 0- 2.08 31060 _+ 750 0.4836 -+0.0168 . . . .  0.9994 6 (3) 
0- 2.08 28760 -+ 1090 0.5645 +0.0442 2600 + 1204 - - 1.0000 6 (A3) 
0-11.70 26700 -+2720 0.4659 -+0.0471 1972 -+ 252 - - 0.9929 17 (A3) 
0-11.70 25370 +2250 0.6367 -+0.0941 6109  _+1933 0.1028 __+0.0308 0.9979 17 (A2) 

Aluminium 0- 3.18 31800 -+1860 0.3252 -+0.0315 . . . .  0.9929 7 (3) 
0-11.36 29440 -+ 850 0.3586 _+0.0125 2184 _+ 133 - - 0.9992 19 (A3) 
0-11.36 28180 _+1750 0.3937 _+0.0403 3978  _+2048 0.04842 _+0.04175 0.9994 19 (A2) 
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Fig. 6. Energy distribution for a collimated beam of 241Am gamma 
photons showing amplifier voltage versus count rate. The photo- 
multiplier voltage is 1420 V. The amplifier window width was set at 
10 mV, and this window width is indicated by the closely spaced pair 
of lines at the centre of the main peak which occurred at 325 mV. 
The more widely spaced pair of lines indicates a window width of 
200 mV 

ation curves were log-linear over the range of  mass thick- 
ness which was examined, and the curves were effectively 
modelled with Eq. (3). For  sections f rom coral cores, the 
coefficients of  determination (r z) were 0.9991 and 
0.99995; in all other cases the coefficients of  determina- 
tion were 0.99999 or greater. Variations in the initial 
count rates 0 o l )  were due primarily to differences in the 
alignment of  the photon  beam. 
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Discussion 

Optimum photon energy 

The op t imum photon  energy for gamma densitometry 
depends primarily upon the mass thickness and chemical 
composit ion of  the target material.  For  aragonite with 
mass thicknesses between 0.5 and 1.5 g cm -z ,  the op- 
t imum photon  energy is 30 keV; and for mass thicknesses 
between 0.5 and 2.0 g cm -2, the op t imum energy is 32-  
33 keV. Previously, most  au tomated  measurement  of  
coral skeletal density have been made by densitometry of  
X-radiographs.  The opt ima reported here can not be di- 
rectly compared  to standard practice in X-radiography of  
coral skeletal slices because X-ray machines emit photons  
with a broad  distribution of  energies. However,  in gen- 
eral, equivalent beam at tenuation is produced when the 
energy of  an X-ray beam measured in kVp is approxi- 
mately 1.5 times the energy of a gamma  photon  beam 
measured in keV (Buddemeier 1974). Most  publications 
involving X-radiography of  coral skeletal slices report  
the use of  beam energies between 45 and 52 kVp, which 
is equivalent to photon  sources of  energies in the range 
30-35 keV. 

Selection of  a source and counting equipment 

The selection of  a source and counting equipment for 
gamma  densitometry will be influenced by a variety of  
considerations. Standardization is simplified if the iso- 
tope has a single emission in the energy region of the in- 
terest. Shielding problems are minimized if the isotope 
and its decay products  do not have significant high en- 
ergy emissions. The isotope must  be available at a suit- 
ably high specific activity, and it should have a half-life 
long enough for convenient and accurate counting. Op- 
timally it should be readily available in a physically con- 
venient sealed source and at a low cost. 

Seven isotopes with potentially suitable energies, half- 
lives, and activities are commercially available (Table 1). 

Table 4. Summary of parameter values; attenuation curves for various materials intercepting a collimated 2 4 t A m  gamma photon beam are 
modelled with Eq. (3) 

Material AE 0Z lol 95% CI gin1 95% CI r 2 n 

(mV) (g cm- 2) (cps) (cm 2 g- 1) 

Coral(powdered) 220-240 0-5.99 15299 _ 7 0.38081 +0.00015 1.00000 19 
Coral (core) 0-5.53 15541 _+107 0.40018 _+0.00226 0.99991 13 
Clam 0-5.89 15409 -I- 1 0.37211 _+0.00002 1.00000 12 
Aluminium 0-5.39 15591 _+ 28 0.27747 _+0.00055 0.99999 11 
CaF2 0-2.61 15690 _+ 44 0.43081 _+0.00172 0.99999 5 
Coral(powdered) >220 0-5.99 15608 _+ 9 0.38227 _+0.00017 1.00000 19 
Coral (core) 0-5.53 15430 _+ 80 0.39000 _+0.00170 0.99995 13 
Clam 0-5.89 15758 _+ 35 0.37358 _+0.00070 0.99999 14 
Alumunium 0-5.39 15918 _+ 13 0.27909 _+0.00025 1.00000 11 
CaF/ 0-2.61 15580 + 7 0.42391 _+0.00027 1.00000 5 
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137Cs and 133Ba were previously eliminated from con- 
sideration because both emit moderately high energy 
photons which would be inconvenient to shield. In addi- 
tion, the specific activity of 133Ba is low relative to that 
of other, more convenient, isotopes. 

The final selection of source and counting equipment 
will, in most cases, be influenced by the following con- 
siderations: (1) the funds available for the initial purchase 
of the system; (2) funds available for the replacement of 
the source as it decays; (3) the accuracy required; (4) the 
length of time available to make the measurements. This 
communication has demonstrated that using relatively 
low speed counting equipment (count rate <_ 40 000 cpm) 
coral skeletal densities can be accurately measured using 
the isotope 210pb" However, because of the relatively low 
activity of this isotope (Table 1), counting times of 2 min- 
utes for each measurement are required in order to 
achieve an accuracy of 2.7% (FQz0.95, qZ=I.0). With 
the acquisition of high speed counting equipment 
(40 000 cpm __< count rate < 40 000 cps), increased accu- 
racy and shorter counting times can be achieved with the 
isotope 241Am. Three other isotopes deserve special con- 
sideration: 153Gd, 125I and 1~ The measurement er- 
rors (95% confidence limits) which would be expected 
when measuring coral density with all of these isotopes is 
illustrated in Fig. 2. 

Use of high speed counting equipment and the iso- 
tope 1~ to measure coral density, would result in er- 
rors limits (95%) ranging from 0.3 to 2.6% for mass 
thickness from 0.5 to 2 g c m  -2. Because the Ag Kg X- 
rays from 1~ have an energy of only 22.1 keV, this 
isotope provides greater accuracies at lower mass thick- 
ness; and lower accuracy at greater mass thickness when 
most of the photons have been absorbed. The greatest 
counting accuracies can be produced using the remaining 
two isotopes: ~53Gd and a25I. These isotopes are both 
available at extremely high specific activities. In con- 
structing Fig. 2, the initial count rates were limited to 
40000 cps; and this resulted in errors of 0.6% or less 
(95% CI) for mass thickness from 0.5 to 2 gcm-  2. If very 
high speed counting equipment (such as gated amplifiers) 
are available, larger initial count rates may be used and 
smaller measurement errors can be achieved. 

In summary, high speed counting equipment is re- 
quired in order to achieve reasonable accuracy in a short 
time. The isotope 241Am appears to be sufficiently accu- 
rate for most measurements; and, because of its long half- 
life, frequent source replacement and counting time com- 
pensation for decay are not required. Increased accuracy 

153 can be achieved with Gd; but this is the most expensive 
of the isotopes listed in Table 1, and because it has a half- 
life of 241.5 days, periodic replacements would be re- 
quired. 125I is more inconvenient, because it has a half- 
life of only 60.0 days which necessitates frequent replace- 
ment of the source. In addition some consideration must 
be given to the presence within the 1251 source of small 
amounts of ~z6I which, in addition to Te K X-rays, emits 
X-rays at 386 and 667 keV. However, 12sI could be used 
for highly accurate measurements, particularly for mass 
thicknesses between 0.5 and 1.0 g c m -  z. 

Density standards and measurements 

When measuring coral skeletal density, the most appro- 
priate primary standard is a portion of the target coral 
skeleton, which has been powdered and pressed into 
plugs. These plugs can be used to construct mass attenu- 
ation curves; which, in the experimental region of inter- 
est, are modelled by Eqs. (1)-(3). Provided that sufficient 
skill is exercised in fabrication and the plugs are counted 
long enough, extremely high accuracies can be achieved 
(r 2 = 1.00000). Coral powder pellets are, however, fragile. 
If the respective mass attenuation coefficients have been 
measured, the coral powder pellet primary standards can 
be replaced in routine operations by secondary standards 
such as clam aragonite or aluminium. These materials 
can be machined to form step or continuous wedges. 
Standards of fixed geometry have special advantages in 
automated densitometry techniques. One difficulty is 
that these materials may vary in chemical composition 
when obtained from different sources. Aluminium metal 
suitable for machining into standard sets is sometimes an 
alloy of uncertain chemical composition. We have elimi- 
nated this problem by the adoption of high purity, crys- 
talline calcium fluoride as our secondary standard. Stan- 
dard sets can be constructed by stacking 2 mm thick disks 
which are used as sample carriers for IR spectrophotom- 
eters. Mass attenuation curves for these calcium fluoride 
disks are log-linear (r z = 0.99999) from mass thickness 
of zero to at least 2.6 g cm-z, which is much in excess of 
the range required during the routine measurement of 
coral skeletal densities. 

It is a physical necessity that mass attenuation curves 
for coral skeletons and powder plugs made from them 
are, on average, identical. Variations in mass attenuation 
coefficients for corals collected from different locations 
may be anticipated and must be considered in the selec- 
tion of primary and secondary density standards. This 
variation is illustrated by comparing mass attenuation 
coefficients for the coral powder plugs and slices from 
coral cores, as listed in Table 4. It is to be expected that 
the core sections will show slightly higher variability than 
the powder plugs, because the coral density bands within 
the coral core sections are not exactly parallel and are not 
uniform from year to year. Indeed if uniformity were an- 
ticipated there would be little practical reason for de- 
veloping the techniques which are described here. The 
mass attenuation curves for the slices of coral cores con- 
firm that gamma densitometry can be used effectively for 
the measurements of the density of sections of coral skel- 
etons. 

The small, but statistically significant, difference in 
the attenuation of gamma photons between coral arago- 
nite and clam aragonite (Tables 2-4) was probably due to 
slight differences in the inorganic and organic inclusions 
(see Buddemeier 1974). Results presented here indicate 
that if clam shell were used as the primary aragonite stan- 
dard in measurements of coral skeletal density then the 
measured densities would be about 1.5-2.0% lower than 
the true densities. Of course, count rates must be high 
enough, or count times long enough, before this differ- 
ence becomes significant. The difference between clam 



and coral aragonite suggests that small variations in ap- 
parent skeletal density of  corals could arise because of  
differences in chemical composition within and between 
colonies of  one species, between collection sites, and be- 
tween species. Surveys to test for such effects would have 
to be made before very accurate coral skeletal density 

'measurements became appropriate. Such surveys would 
be most easily made with techniques described here, but 
could also be made with X-radiography techniques after 
appropriate calibration (Chalker et al. 1985). 

Summary 

This communication has explored theoretical and practi- 
cal considerations relevant to the use of  a sealed source 
of  gamma radiation in the measurement of  coral skeletal 
density. Measurement of  coral skeletal density by gamma 
densitometry first requires calibration of  the instrumen- 
tation. The simplest situation occurs when the standards 
used for calibration have, or are assumed to have, the 
same chemical composition as the skeletal material to be 
measured. These standards are used to determine how 
count rate varies with density and thickness. Variation in 
count rate is related to density and thickness by the mass 
attenuation coefficient. Thus, the first step in the pro- 
cedure is the construction of  standard curves of  the sort 
illustrated by Fig. 5, and the determination of  the mass 
attenuation coefficients using Eq. (3). Mass attenuation 
coefficients may also be obtained from tabulated values, 
if available. Once the relationship between count rate and 
mass thickness has been established, skeletal density can 
be determined using Eq. (7) from the count rate of  the 
gamma beam after it has passed through a known thick- 
ness of  skeletal material. 

Plugs of  powdered coral skeleton are the most appro- 
priate standards for coral densitometry. Such plugs are 
delicate; and, in practice, it may be more convenient to 
use a secondary standard made from a different material. 
Where secondary standards are used, the count rate of 
the gamma beam after it has passed through a known 
thickness of  coral skeleton is related via Eq. (3) to the 
mass thickness of  the secondary standard which would 
produce the same attenuation. The mass attenuation 
coefficient of  the secondary standard may be obtained 
from the calibration curve; the mass attenuation coef- 
ficient of  coral skeleton may be calculated (e.g., Budde- 
meier 1974) or determined using plugs of  powdered skel- 
eton; and the density of  the coral skeleton can then be cal- 
culated using Eq. (5). 

Gamma densitometry of  coral skeletons is quicker, 
simpler and subject to fewer sources of  variability than 
measurement of  coral skeletal density from optical densi- 
tometry of  X-radiographs, but it requires construction of  
specialized equipment whereas optical densitometry of  
X-radiographs utilizes standard laboratory and medical 
equipment. The greatest utility of gamma densitometry 
will probably be in the analysis of  long cores drilled from 
large coral colonies, or in situations where high accuracy 
and precision are required. 
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Appendix A 

Photon beam attenuation 

Radioisotope sources frequently emit photons at two or more ener- 
gies. The attenuation at a beam of photons from this type of source 
requires a description which is more complex than Eq. (2). For, ex- 
ample if the source provides gamma photons at two distinct energies 
then 

I=Iolexp(--~mlOX)+Ioaexp(-#m2OZ), (AI) 

where Iol and Io2 are the intensities of the two photon energies in 
the incident beam, and #ml and/~ma are the mass absorption coef- 
ficients appropriate to those energies. 

Equation (A1) provides that a plot of experimentally deter- 
mined values of ln(I) versus the mass thickness of an absorbing ma- 
terial should initially approximate a straight line, then curve, and fi- 
nally approximate a second straight line with a slope of lesser mag- 
nitude than that of the first line. The values of the parameters in 
equation (A1) can be determined by non-linear, least squares re- 
gression techniques. 

While the four parameter model described by Eq. (A1) is an ex- 
act description of the attenuation of a gamma beam having two dis- 
tinct energies, approximate solutions may be appropriate in certain 
circumstances. For example, if the lower energy photons are effec- 
tively absorbed by the minimum thickness of target material likely 
to be used then, at the limit ~tml~oo and exp(-gmtex)--*0, the first 
term of Eq. (A1) becomes, in effect, zero. The resultant equation is 
identical with Eq. (2) and is valid for all points except where the 
mass thickness approaches zero. A similar effect may be achieved by 
filtering the gamma beam with a metal target (typically a thin sheet 
of aluminium or copper) to remove substantially the low energy 
photons. In such circumstances Eq. (2) would apply to all ex- 
perimental points. 

Another situation in which an approximate solution is appro- 
priate is where one of the two distinct energies is sufficiently high 
that the gamma photons pass through thicknesses of target material 
likely to be employed with minimal attenuation. A plot of experi- 
mentally determined values of In(I) against mass thickness will then 
show a limited curvature; moreover, sufficient information will not 
be available to permit an accurate estimate of the mass absorption 
coefficient for the higher energy radiation (gm2). In this situation, 
~tm 2 ---~0, exp(-- gmzQ)0 ~ 1, and Eq. (AI) approximates to 

I=Iolexp(--#mleZ)+Io 2 . (A2) 

The overall contribution of the high energy count (Io2) to the overall 
count may be determined by non-linear, least squares regression 

analysis or, alternatively, by using a filter which effectively absorbs 
all of the lower energy photons with little effect upon the high energy 
count. Equation (A2) can then be re-arranged to a linear form which 
is analogous to Eq. (3): 

ln(I -- Io2) = ln(Io 1 )-- #~ 1 QX - (A3) 

Over narrow experimental ranges of mass thickness and, particu- 
larly, when Io2 is small in relation to Io t, experimental plots of ln(I) 
against mass thickness may show no detectable curvature. In such 
cases, Eq. (A1) again approximates to Eq. (2). 

If the radiation source provides photons at three distinct ener- 
gies then 

I = Iolexp( -- gmloz) + Io2 exp(-- gm20z) 

+ Io3exp(- ~tm3oz) . (A4) 

Since equations consistingof the sums of exponents are ill-condi- 
tioned, Eq. (A4) can also be used to simulate any situation in which 
the second term represents the dominant energy of a beam which in- 
cludes one or more energies higher and lower than the dominant en- 
ergy. Equation (A4) may, in practice, be simplified by the sorts of 
approximation already discussed. The 21~ source which is dis- 
cussed emits energies such that both types of approximation may be 
appropriate. 

In operational situations, attenuation is still basically exponen- 
tial but is modified by two factors: geometry and buildup. These fac- 
tors are reviewed by Hubbell (1969) who also provides extensive 
tabulations of attenuation coefficients. Geometry factors are a func- 
tion of the relationship between the source and the detector. They 
arise because photon beams cannot be perfectly collimated. How- 
ever, it is reasonably simple to make geometric factors insignificant 
by providing collimation which is effective over the actual source to 
detector distance. 

Buildup results from the production of secondary photons in 
the absorber, usually by Compton scattering. A fraction of these will 
be scattered at such an angle that they enter the detector and are re- 
corded. Thus buildup results in the detection of more events than 
would be expected based upon only the attenuation of the photon 
beam. Buildup can be countered very effectively by narrow and 
equal collimation of both the source and the detector. Very few scat- 
tered particles are then likely to remain within the beam limits pro- 
vided by this collimation. Hence, secondary photons are not likely 
to contribute significantly to the count. 

Appendix B 

Sources and counting equipment 

A block diagram of a gamma densitometry system is shown in Fig. 
B1. This communication examines the use of two such systems. 

In the first system a low energy gamma emission, suitable for the 
determination of density in coral slabs, was provided by a 370 MBq 
(10 mCi) 21~ point source (capsule X.102, The radiochemical 
Centre, Amersham, UK). The active diameter of the source was 
3 ram, and it was covered by a stainless steel end-window, 0.20- 
0.25 mm thick, to absorb 21~ alpha and beta particles and L X- 
rays. The photon energy of interest coming from the source was at 
46.5 keV. Other, essentially interfering, emissions were Bi L X-rays 
of energies in the range 9.42-16.4 keV, Bremsstrahlung radiation 
extending to 1.16 MeV, and 800 keV gamma emissions from the 
21~ (The decay daughter and granddaughter of 21~ are 21~ 
and 21~ respectively). 

The capsule containing the source was held at the centre of a 
solid brass shield of diameter 29.3 mm. The end-window of the cap- 
sule was directly beneath a brass-walled cap filled with lead. There 
was then 22.5 mm of lead covered by 1.0 mm of brass above the end- 
window of the source. Two such caps were constructed; one cap was 
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Fig. B1. Block diagram of a 
gamma densitometry system. 
Both the detector and the 
source are collimated 

solid and the other cap had a 2 mm diameter hole drilled through 
it. This hole was positioned directly above the centre of the end-win- 
dow of the source in order to provide a collimated beam of radiation 
at the outer surface of the cap. 

A low energy gamma scintillation probe (LEG-l,  Eberline In- 
strument Corporation, Santa Fe, NM, USA) was used to detect 
radiation from the 21~ source. The probe had a NaI(T1) scintilla- 
tion crystal 25.4 mm in diameter and 1.0 mm thick. The crystal was 
protected by a 0.025 mm thick aluminium end-window. The probe 
was connected to a Berthold LB 2040 radiation monitor (Berthold 
Laboratories, Wildbad, Federal Republic of Germany). Adjust- 
ments could be made to the photomultiplier voltage supplied from 
the radiation monitor to the probe. The monitor also had an adjust- 
ment for window position and an adjustment which allowed the 
window width to be varied symmetrically around the window posi- 
tion. An alternative monitor setting permitted the counting of 
gamma photons having energies in excess of a specified minimum 
value. 

Count times were adjusted to provide total counts of 10 000 or 
greater. The count rate was not allowed to exceed 60 000 cpm be- 
cause deadtime corrections were required when the count rate ap- 
proached 80 000 cpm. 

In the second system, a low energy gamma emission suitable for 
the determination of density in coral slabs was provided by a 
3.7 GBq (100 m Ci) 241Am point source (capsule X.102, The Radio- 
chemical Centre, Amersham, UK). The active diameter of  the 
source was 3 mm, and it was covered by a stainless steel end-win- 
dow, 0.20-0.25 mm thick. The photon energy of interest coming 
from the source was at 59.5 keV. Other emissions were Np L X-rays 

with energies in the range t 2-22 keV and gamma photons at 26, 33, 
43, 99, 103 and 123 keV. 

The Z41Am capsule was held in a collimation castle constructed 
from a lead-filled, stainless steel, cylindrical container. The con- 
tainer had an outer diameter of 60 mm and a wall thickness of 
5 ram. The Z41Am capsule was held at the centre of the cylinder and 
was then shielded by at least 23 mm of lead. The collimation tunnel 
was centred directly above the end-window of the capsule. It was 
43 mm long and 2 mm in diameter. An 8 mm diameter hole was dril- 
led at the centre of the top of the stainless steel container. The lead 
filling of the container blocked this hole and the collimation tunnel 
ended at its centre. As a result, no part of  the stainless steel container 
was directly exposed to the beam of gamma photons. 

Radiation from the 241Am source was detected with NIM stan- 
dard, high speed counting equipment (Canberra Packard). The sys- 
tem included a model 1701 low energy gamma scintillation probe in- 
cluding a photomultiplier tube and a preamplifier. The probe had 
a NaI (T1) scintillation crystal 25 mm in diameter and 1.0 mm thick. 
The crystal was protected by a 0.025 mm thick aluminium end-win- 
dow. The remainder of the system consisted of a model 1718 X-ray 
amplifier/pulse height analyser, model 2071A dual counter timer, 
model 3102 high voltage power supply, and model 2000 bin and 
power supply. The resolving time of the system is 200 ns, and this 
enables counting at a rate of 50000 counts/s with dead time error 
less than 1%. 

At all settings for the radiation monitor, background rates were 
determined after the source had been removed. Data related to the 
calculation of mass attenuation coefficients were analysed after 
background subtraction. 

For  each counting system, the optimum photomultiplier volt- 
age was determined by standard methods (Wang and Willis 1965). 
At fixed gain settings, graphs of count rate vs. photomultiplier volt- 
age were constructed. The resultant curves showed a rapid rise in 
counter rate at low potentials, then a nearly flat plateau region of 
essentially constant counting rate as potentials were further in- 
creased, and, finally, a second region in which count rates increased 
rapidly with increasing potential. This second region of rising count 
rate is associated with thermal noise levels at the higher voltages. 
Such effects are known to be primarily responsible for the increase 
in total counting rate of the background observed towards the end 
of the plateau region of the curves. Accordingly, the scintillation de- 
tector was operated at a potential which was within the lower por- 
tion of the plateau. 

Increase amplifier gain resulted in shortened plateau length, in- 
creased counting rate and decreased plateau slope. Since it is known 
that the effects on counting rate of photomultiplier potential and 
amplifier gain are similar, but that thermal noise is directly related 
to photomultiplier potential, increased amplifier gain was used, 
where available, to permit operation of the scintillation detector at 
a relatively low photomultiplier voltage. For the 21~ 
Bertold system the photomultiplier voltage was 1196V and the am- 
plifier gain was factory preset. For the 2~tAm-Canberra Packard 
system, the photomultiplier voltage was 1420V and the gain was 
8.0. 


