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1. Introduction and Summary 

In Barndorff-Nielsen and Halgreen (1977) infinite divisibility was proved for 
the generalized inverse Gaussian distribution, GIGD(2,  )~, r whose probability 
density function is 

( ~ / X ) ' : ' / 2  X "z-1 e --}(l'x l+~ ( x > O )  (1 )  

2L 7) 
where K~ is the modified Bessel function of the third kind with index ).. In this 
note it will, firstly, be shown that a GIGD is self-decomposable, or belongs 
to class L (Feller, 1971). In fact, any GIGD is a generalized F-convolution. This 
latter term was introduced by Thorin (1977) to denote the class of self-decom- 
posable distributions F, concentrated on [0, or), whose Laplace-transform 

oo 

f ( s ) =  5 e SXF(dx) 
0 

can be written as 

f ( s ) = e x p  - a  s -  ~ ln(l +s/y) U(dy) (2) 
0 

where a > 0  and the measure U is concentrated on (0, oo) and 

1 

Iln Y[ g(dy)< ow 
0 
oo 

j'y-a U(dy)< oc. 
1 

(3) 

Note that for U concentrated on a finite set, F is a convolution of gamma- 
distributions, translated by a. 
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Extending a wellknown result on variance mixtures of normal distributions 
N(~, 0-2), Barndorff-Nielsen and Halgreen (1977) also proved that any mixture 
of N(~, 0 -2) determined by the relation 

{ = / z + f i  o -2, (4) 

where #ER and t i e R  are constant parameters and 0-2 is endowed with an infinitely 
divisible distribution, is infinitely divisible. As the second result of the present 
note it is shown that for a variance mixture, i.e. for f i=0,  self-decomposability 
of the distribution of 0 .2 implies self-decomposability of the mixture. It is an 
open question whether this conclusion holds in general, i.e. for any tieR. How- 
ever, we shall show that the conclusion is true under the stricter assumption 
that 0-2 follows a generalized F-convolution. As a direct consequence of this 
and of the above-mentioned result that the GIGD distribution is a generalized 
F-convolution we obtain that the generalized hyperbolic distribution with density 

{ ~  0f/~/)2/2 (f12 Or ~Z/) (Z -1/2)/2 g2 ( ] ~ ) }  -1 {5~ _~ (x -/./)2}(z -1/2)/2 

�9 K~_1/2 (1/(fi 2 + O) (l, + (x - #)2)) ee(X-,) 

is self-decomposable. (The generalized hyperbolic distributions were introduced 
in Barndorff-Nielsen (1977a); see also his (1977b). The " Student "-distribution 
with f degrees of freedom is as a special case of these distributions, obtained 
by setting # = fi = tk = 0 and - 2 Z = Z = f.) 

2. T h e  G I G D s  are  G e n e r a l i z e d  F - C o n v o l u t i o n s  

The variation domain of the parameters (2, Z, 0) in (1) is given by 

Z>0 ,  0 > 0  for 2 < 0  

Z>0 ,  ~ > 0  for 2 = 0  

)~>0, ~ > 0  for 2 > 0 .  

In the boundary cases Z=0  or ~ = 0  the norming constant in (1) is to be inter- 
preted as the limiting value. For 2 > 0 and )C = 0 we have the gamma-distributions, 
for which the statement that a GIGD is a generalized F-convolution is obvious. 
For 2 <0  and ~--0,  where we get the distribution of the inverse of a gamma 
variate, the statement was proved by Bondesson (1977) by use of the same 
technique as is employed below. 

Let ~ denote the Laplace-transform of (1), and suppose )~>0, 0 > 0  and 
- 2-- v > 0. Using the formulas 

KA~)=K_~(x), 
K~ + l (X) = 2 (v/x) K ,  (x) + K~_ 1 (x), 

K~_ l ( x )  + Kv+ 1 ( x )=  - 2 K "  (x) 

(see for instance Erd61yi et al. (1953)) we find 
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d 
ds in ~ (s) = - Z ~ (Z (0 + 2 s)) 

where 

If we use the integral-representation (Grosswald, 1976) 

oo 

ev(t)= I (t+x) -1 gv(x) ax, 
0 

where 

g~(x) = 2 {~  x ( g  (r + U C~))) _1 > 0 

and integrate in s we obtain 

(x > 0), 

In ~(s)= - {)~g,.(2t)~-)~,)ln(l+~)&. (5) 
0/2 

Formulas 9.1.7-9 in Abramowitz and Stegun (1964) tell that as x tends to 0, 
g,.(x) is asymptotically proportional to x ' -1 for v >0  and to (xln2(x)) -1 for 
v=0.  For x tending to infinity formulas 9.2.1 and 9.2.2 tell that gv(x) is asymp- 
totically proportional to x -1/2. If we define U as the measure concentrated on 

[-~, oe] with density function 
\ 2  ] 

u(y)=zgv(2yz-zt)),  2 y - O > O  

we see that for v > 0  and for v = 0  and ~,>0, U fulfills the conditions (3). Com- 
paring (5) and (2) we see, that the GIGDs with 2__<0 are generalized F-convolu- 
tions. To complete the proof we only have to note the convolution formula 

G I G D ( - 2 ,  Z, 0) * GIGD (2, 0, ~ )=  GIGD(2,  Z, 0). 

3. Self-Decomposability of Normal Mixtures 

We now turn to the decomposability of mixtures of normal distributions. If the 
mean value ~ and variance o .2 are related as in (4), and if a 2 is endowed with a 
distribution, whose Laplace-transform will be denoted by ~, then the characteristic 
function of the mixture is 

~o (0= el"' ~ (~--i /~ t). (6) 

In the case /3=0 the self-decomposability of cp follows simply from the self- 
decomposability of [. Letting 0 < a < 1 we have 

~~ _ei~O-~)~. [(t2/2) 
(a t) [(a 2 t2/2)" 
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The function ~(.)/~, (a 2") is a Laplace transform due to the self-decomposability 
of (, and hence q~ (.)/(# (a ' )  is the characteristic function of a variance-mixture 
where a 2 is endowed with the distribution corresponding to {(')/{(a2"). 

For unconstrained fie R we shall prove the self-decomposability of the mixture 
under the condition that the distribution of 0 -2 is a generalized F-convolution. 
Here we use the characterisation of the self-decomposable distributions in terms 
of the canonical measure M in the canonical representation 

; e  ~ = - l - i t  sinx M(dx)+ib t 
in qo(t)= x2 

cO 

of the characteristic function. The self-decomposable distributions are those, 
for which 

ct)  - - e  x 

y-2M(dy) and ~ y-2M(dy) 
e x  - -  c o  

are convex functions of x. Note that; if M has density m with respect to the 
Lebesgue-measure on R \ {0}, then this condition is fulfilled if x-ira(x) is non- 
increasing on R+ and R . These results are given in Feller (1971) Chapter XVII.8. 

Firstly, we restrict ourselves to the case of #- -0  and of ~ being the Laplace 
transform of a gamma variate with scale and index parameters both equal to 1, i.e. 

r =(1 + 0 -1 

From (6) we get 

O(fi, t)=lnq)(fi, t)---ln ( l + ~ -  r2 ifit). 

By formula 2.4.1 in Erd61yi et al. (1954) it follows that 

oO 

2(t-ifi) 2!e_ 2/gT~Xsin(x(t_ifi))dx. 
-O'(fl, t)=2 + fl2 +(t_i fi)2= 

Integrating this expression yields 

e i x t -  1 
~(fl, t)= ~ ~ lx]e- 2ggV~lxl+~dx 

- - o o  

so the canonical measure of the mixture has density function 

f(fi, x)= Ixl e - 2 r  

with respect to the Lebesgue-measure. We may now conclude, that the mixture 
is self-decomposable by observing that x lf(fl, x) is nonincreasing in x on R__ 
and R_. 

In the general case, where ~eR and o .2 follows an arbitrary generalized 
F-convolution, the density function of the canonical measure for the mixture 
is of the form 
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co 

g ( x ) =  S ( l / l /Y)  f(fl/l/Y, x/l/y) U(dy) 
0 

and  it fo l lows  tha t  the  m i x t u r e  is s e l f -decomposab l e .  

It  s h o u l d  be  n o t e d  tha t  the  mix tu re s  are  c o n t a i n e d  in the  class of se l f -decom-  

posab l e  d i s t r i bu t ions  t r ea t ed  in T h o r i n  (1978) unde r  the  n a m e  " e x t e n d e d  gen- 

e ra l i zed  g a m m a  c o n v o l u t i o n s " .  I a m  i n d e b t e d  to Dr.  O l o f  T h o r i n  for p o i n t i n g  

ou t  this fact. 
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