
D A G  P R A W I T Z  

R E ' M A R K S  ON S O M E  A P P R O A C H E S  T O  T H E  

C O N C E P T  OF L O G I C A L  C O N S E Q U E N C E  

A foundation of mathematics, I understand as something different from 
just a systematic exposition of mathematical theories and also as 
something more than just a philosophical discussion of the nature of 
that subject. Rather, it has to combine these two things by showing in 
accordance with some philosophical principles how mathematics can be 
built up systematically. 

The concept of logical consequence must be of importance in any 
such foundation. The attention it has received in foundational dis- 
cussions has varied, however. While it was of course a fundamental 
concept in a foundational scheme such as logicism, its relevance was 
sometimes denied by intuitionists. But then the notion of proof was 
instead fundamental, and logical consequence comes out at least as an 
important derivative notion. It is clear that any fairly complete foun- 
dations of mathematics has to account for its partly deductive character 
and hence, somehow, for the concept of logical consequence. 

A discussion of different approaches to this concept may therefore be 
appropriate in a workshop "The Present State of the Problem of 
Foundations of Mathematics". I shall discuss three main approaches, 
the classical model theoretical approach due to Bolzano-Tarski, a 
conception of logical consequence as a relation between rules, which 
goes back to Lorenzen, and a proof-theoretical/intuitionistic approach, 
which goes back to Gentzen.* 

I .  T H E  E X P L I C A T I O N  B Y  B O L Z A N O  A N D  T A R S K I  

The well-known explication of the concept of logical consequence that 
was proposed by Bolzano and taken up again by Tarski [14] is based 
upon a distinction between logical and nonlogical or descriptive 
constants, although, curiously enough, both Bolzano and Tarski were 
unsure about how to draw the line between them and doubted that it 
was an essential matter how it was drawn. 

Let A(Cl  . . . .  , cn) and B ( c l  . . . . .  cn) be sentences where c l , . . . ,  c~ 
stand for the nonlogical constants in A and B, and let A ( 1 )  1 . . . .  , v,) and 
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B(/)I  . . . . .  On) be the corresponding open formulas obtained by replac- 
ing the constants ci by variables vi of appropriate kind. Then, hs we all 
know, the explication is in Tarski's words that B ( c l  . . . . .  c,,) is a logical 
consequence of A ( c l , . . . ,  c,,) if and only if 

(1) every assignment or model satisfying A ( v l  . . . .  , vn) also 
satisfies B ( V l  . . . .  , v,,). 

In the paper [14] where Tarski presented his analysis, he first criticized, 
essentially on basis of G6del's incompleteness theorem, the then 
perhaps rather widespread view that logical consequence could be 
identified with derivability in an appropriate logical calculus. I think 
that there is no doubt that both this criticism and the material 
equivalence asserted between logical consequence and (1) are correct, 
and that, almost regardless of foundational view-point, the Tarskian 
analysis must be accepted as far as it goes. 

However, it is plain that the analysis does not go very far. If we make 
the domain of the quantifiers explicit as Bolzano did, (1) can be written 

(2) (Vvl ~ D 0 . . .  (Vv, c D n ) ( A ( v l  . . . .  , v,,)--~ B ( v l  . . . .  , vn)) is 
true regardless of how independent domains are chosen 

(where an example may clarify the notion 'independent domain': in a 
second order formula, the individual domain D is independent, while 
the domain of the 1-place predicate variables is not independent, since 
it is thought of as fixed by D). The content of the explication is thus that 
a sentence S is logically true if the logical sentence got by taking the 
closure of the formula arising from S by replacing nonlogical constants 
by variables is true (regardless of choice of independent domains). But 
the interesting question in this context must instead be what it means 
that a logical sentence is true, i.e., what is meant by (2). If A and B are 
sentences (e.g., in predicative second order logic) that are already 
without descriptive constants, then the explication says only that B is a 
logical consequence of A (or that B is logically true) if and only if 
A - - * B  is true (respectively, B is true). A variation of descriptive 
constants, which is the whole point in the idea of Bolzano and Tarski, 
cannot be a main step in the analysis of logical consequence (and logical 
truth) - all the more so when not even any importance is attached to the 
distinction between logical and nonlogical constants. 

Tarski also has an analysis of truth, to be sure, and hence, of what is 
meant by (2). But that analysis makes no distinction between logical 
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sentences (containing only logical constants) and factual sentences 
(containing also descript ive constants). The  effect is that a logical 
sentence is understood as logically true just in case it is true in the same 
sense as factual sentences are true. In other words, no analysis is made 
of the necessity involved in logical truth - not to mention that no 
answers are a t tempted  to questions like what is the ground for a 
universal truth like (2), or how can we come to know, even with 
certainty, that a logical sentence is true in all domains. 

I t  is plain that if we want to cast some light upon such questions about  
the necessity of logical truths, the grounds for them, and how we can 
come to know them, and in this way cast some light upon the 
demonstra t ive  e lement  of mathematics ,  then we must somehow bring in 
the notions of inference rule and proof  - notions that were always in the 
centre of logicians interests up to the t ime of Tarski  and model  theory. 
At  the same time, we must r emember  Tarski ' s  justified criticism of the 
identification of logical truth with provabil i ty in some given logical 
calculus. 

E l .  L O G I C A L  C O N S E Q U E N C E  A S  A R E L A T I O N  

B E T W E E N  R U L E S  

The  view that logical consequence is a relation between rules has been  
advoca ted  by Lorenzen and several  followers. Lorenzen illustrates the 
nature of this relation by the example that in chess, the possibility of 
moving the horse four squares in any direction by two consecutive 
moves  is a consequence of the rules of the game in the same way as the 
implication A--~ C, which can be understood as a rule, is a Consequence 
of A--~ B and B--~ C. 

This idea can of course be developed in different ways. I shall 
consider one such way, which seems to have  some initial plausibility, 
and which was stimulated by reading a recent  dissertation by 
Schroeder-Heis ter  [13], but which is not identical with the way fol- 
lowed by Lorenzen nor with the different way chosen by Schroeder-  
Heister.  

Le t  us consider a language of i terated rules built up f rom atomic 
formulas with the help of -+ and universal quantification. We write for 
any m, n = O, 1 . . . .  and distinct variables xl, x2 . . . . .  In 

(a) (A1, A2, .  • . ,  Am > B) 
x I . . .  X n 
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for the rule to pass to B ~ f rom A ~ , A ~ , . . . ,  A,~, where o- is any 
substitution for the variables xl, x2 . . . . .  xn (i.e., A g  and B ~ are the 
results of replacing all free occurrences  of the variables x~, x2 . . . . .  xn in 
Ai and B by appropriate  expressions assigned to the variables by o- with 
usual precautions to avoid conflicts between free and bound variables - 
the variables below the arrow being understood as indication of a 
universal quantification binding the variables in question). We allow 
iterations of this way of writing so that A~ and B need not be atomic 
formulas but may already be of the form (a) themselves. In this way, we 
get rules of higher order allowing us to pass f rom one rule to another.  

We want to say what it means that a rule A follows logically f rom a 
finite set of rules F, in symbols 

F ~ A ,  

and we do this inductively by saying what it means that A follows 
logically f rom F in k steps, in symbols 

k 
F ~ A  

(I) For atomic formulas A: 
k 

(1) F ~ A if and only if e i ther  A E F, or 

(2) there is a rule of the form (A1, A2 . . . . .  Am ~ B) in 
x I . . .  x n 

k '  

F and a substitution cr such that for each i ~< m, F ~ A~ for 

k '  

some k '  < k, and F, B ~ ~ A for some k '  < k. 

(II) For  nonatomic formulas A of the form (A1, A 2 , . . .  A,,, ~ B): 
X l . . .  x n 

(3) F ~ A if and only if F, A ~, A ; . . . . . .  A " ~ B', where A ; and 
B'  are like Ai and B except  for possibly containing distinct 
free variables yl, Y2, • . . ,  Y, not occurring free in F in the 
place of Xl, x2 . . . . .  x, .  

The  last clause (II) is a deviation f rom Lorenzen and follows instead 
Schr0eder-Heister .  It  expresses the idea that a rule R follows f rom a set 
of rules F if and only if the conclusion of R follows f rom the rules 
occurring as premisses of R together  with the rules of F. When R is just 
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an atomic formula A, clauses (1) and (2) agree, with the usual definition 
of what it means that a formula is derivable by means of a set of 
inference rules except that one may wonder why in clause (2), it is not 

k '  

simply required that B ~ =  A instead of F, B ~  A; indeed, if B ~ is 
atomic, this comes to the same thing, but we have to remember  that B 

k 

may now be nonatomic. (We could instead have defined F ~ A by 
induction as follows: 

k 

(1') F ~ A ,  if A 6 F ;  

k + l  
(2') F ) ,A ,  if there is a rule R of the form 

k '  
( A b  A2  . . . .  , Am ~ B) such that F ~ R for some k' < 

x 1 . . .  x n 

k, and a substitution o- such that for each i it holds that 
k '  

F ~ Ai and such that B ~ = A. 

(3') like II except that "if and only if" is replaced by "if".) 

To  make this language as expressible as possible, we may admit 
quantification in expressions of the form (a) not only for individual 
variables for which individual terms may be substituted but also for 
n-ary predicate variables for which formulas with n free variables may 
be substituted. We may then express e.g., the principle of induction as 
the rule 

XO, (Nx, Xx  --~ Xx')--~(Nx ~ Xx). 
x X x 

In this language, we may now define the usual logical constants. For 
instance, A v B may be understood as the rule 

( A----> X ), ( B----> X )----> X 
X 

and 3xA(x)  as the rule 

( A--~ X )--~ X 
x X 

It could now be claimed that all mathematical statements can be 
understood as rules in this way, and it could be thought that therefore 
we have an analysis of logical consequence in terms of the relation 
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F ~ A by which is to be meant that F ~ A for some k as defined above. 
In other words, a sentence B would be said to be a logical consequence 
of a sentence A if and only if A* 3 B* holds where A* and B* are the 
translations of A and B into rules. One could say that the meaning of A 
and B is made fully explicit by this translation into A* and B*, and B is 
then understood as following from A, when B follows from A on the 
basis of this meaning, i.e., when B* follows from A*. The latter is in 
turn not analyzed by presupposing the validity of any rules. On the 
contrary, one just explicates what it means that a rule follows from 
other rules in a seemingly straightforward manner on the basis of what 
is meant by a rule. 

Since a rule R may occur in two contexts in connection with the 
relation ~ - on the one hand, R may be asserted to hold (or to follow 
from a set F of rules), and on the other hand, applications of R (possibly 
together with a set F of other rules) may be asserted to yield a certain 
result - one must require in order that the analysis is to be at all 
plausible that there is a harmony, to use a term by Dummett,  between 
the uses of R in these two contexts, i.e., one must require that if R holds 
(or follows from F) and applications of R (together with F) yield C, then 
also C holds (or follows from F, respectively). This is to require that a 
Gentzen Hauptsatz holds for 3 ,  i.e., that 

F ~ R  and R, F 3 C i m p l y F 3 C .  

(It ckomes to the same thing to require that the two inductive definitions 
of ~ accomplished by (I) and (II) and by (1')-(3') are equivalent.) 
This requirement is in fact satisfied as we can see by adapting results 
already established in the literature. 

The analysis of logical consequence proposed here may seem quite 
attractive at first sight: there is no problem about how we get to know a 
logical consequence understood in this way, and the necessity involved 
in logical consequence comes out clearly - the logical consequences of 
given premisses are forced on us as what is just obtained by applying 
rules expressed in the assumed premisses. 

Nevertheless there is a decisive objection to this analysis. Let F be the 
second order Peano axioms expressed as rules and let G be the G6del 
sentence corresponding to F and the definition of 3 .  Then, F ~ G does 
not hold, but by simply extending the language considered above, now 
allowing also predicates that takes predicates as arguments and 
quantifications over such predicates, but otherwise leaving the 
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definition as it were, we get a new relation @ such that F @ G. Since 
is defined just in the same way as ~ except  that a richer language is 
used, it must be said that G is really a logical consequence of F 
according to the idea underlying the proposed explication - only, it did 
not come out as such in the definition of ~ because of having restricted 
the language. As we know, no matter  how we extend the language, 
there will always be sentences G such that G does not come out as a 
logical consequence when this concept  is defined as above, and such 
that, nevertheless, G must be admitted to follow logically from F in 
accordance with the general idea of the definition, since by a still 
further extension of the language, G does turn out to be a logical 
consequence of F in the sense defined. Of course, this is essentially 
Tarski 's point in his criticism of certain approaches to the concept  of 
logical consequence.  I am not implying that the general idea of 
Lorenzen and Schroeder-Heister  should not be viable, only that this 
particular way of approaching the concept  of logical consequence 
(based on their ideas but not identical to anything proposed by them) is 
not possible. 

I I I .  A P R O O F - T H E O R E T I C A L  A P P R O A C H  

The  definition of the consequence relation ~ in the section above 
amounts formally, as you may have noted, to a variant of Gentzen's  
calculus of sequents (or his system of natural deduction, if the clauses 
(1')-(3') are used instead of (I) and (II)). But Gentzen cannot be 
said to have proposed his system in this way as an analysis of the 
concept  of logical consequence.  Instead, in his early work [3] where he 
presents a system of natural deduction and a calculus of sequents for the 
first time, there is implicit a quite different approach to logical 
consequence,  or, more general, to a theory about the meaning of 
logically compound sentences and to a justification of deduction. 

1. Introductory Explanations and Examples 

The  main idea behind Gentzen's  system of natural deduction, as I have 
understood it, is an analysis of inferences as in the end consisting in 
applications of introduction and elimination rules, where the elimina- 
tion rules are in a sense justified by the introduction rules, which are 
understood as conferring a meaning on the logical constants by stating 
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what forms proofs of different sentences are to have (and which, in their 
turn, are therefore self-justifying). The way in which the elimination 
rules are justified by the introduction rules can be seen to be what 
makes possible normalizations of proofs in natural deduction or, 
equivalently, elimination of cuts in the calculus of sequents as 
established in Gentzen's Hauptsatz. 

As an illustration, let us recall Gentzen's introduction and elimination 
rules for existential quantification, which may be stated as follows: 

(A(a)) 
A(t) (3E) 3xA(x) B 

(31)  3xA(x) B (a). 

In applications of the rule for 3-elimination (the 3E-rule), assumptions 
A(a) that the second premiss B depends on may be discharged (so that 
the B occurring as conclusion is independent of these assumptions) 
subject to usual restrictions on the so-called proper parameter a, which 
must not occur in B or in assumptions other than A(a) that the second 
premiss depends on. 

It is now possible to justify the 3E-rule by showing how, given 
derivations of the premisses, the conclusion/3 in any application of 3E 
can be derived without this application of 3E provided that the major 
premiss 3xA(x) has been derived in accordance with the rule for 3- 
introduction (the 3I-rule). Indeed, given an application of the 3E-rule 
in which the first premiss 3xA(x) has been inferred in the way stipulated 
by the 3I-rule, i.e. from an instance A(t), and which may therefore be 
written 

91 [A(a)] 

A( t) 92(a) 
3 xA(x) B 

B 

we proceed as follows to obtain the desired derivation of B: 
(i) take the derivation 92(a) of the second premiss B; 

(ii) substitute the term t for the parameter a in 92(a), which, 
'because of the restriction on the proper parameter a, does not affect B 
or assumptions that B depends on other than A(a); and then 

(iii) substitute the derivation 91 of A(t) for each assumption A(t) in 
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92(0  that (before the substitution) was discharged by the application of 
the 3E-rule .  
The  result obtained by this operation may be written 

91 

In(O] 
92(0 

B 

The  operation described above is one of the operations by which a 
derivation is reduced to normal form (as defined in [7]) (and which 
occurs also in a more disguised form as a step in the elimination of cuts 
in the proof of Gentzen 's  Hauptsatz), but what interests me here is how 
this operation can be seen as justifying the 3E-rule .  

2. Validity of Arguments 

To give some substance and precision to the ideas that certain inference 
rules, the introduction rules, are self-justifying - namely, in virtue of 
laying down what is to be reckoned as proofs of the conclusion, and 
thereby determining the meaning of the conclusion - and that the other 
rules are justified in terms of this meaning, one has at least to be able to 
explain in terms of convincing semantical notions derived in the way 
suggested what a proof is and what is meant by saying that an inference 
or inference rule is valid. 

The  way in which I have tried to develop these general ideas is by 
defining a notion of validity for derivations (in [8], pp. 284-289) and 
later, more generally, for arguments (in [9]). By a derivation, I 
understand something that proceeds according to inference rules in a 
given formal system, while here I reserve the term proof for the intuitive 
notion of what establishes a proposition - the question of the adequacy 
of a formal system is then, among other things, the question whether the 
derivations in the system really represent proofs. From a proof we may 
abstract its argument structure by which I mean the way the sentences 
involved in the proof are linked to each other in the sense that one 
sentence is inferred from some other sentences, i.e., asserted on the 
grounds of these other  sentences. By an argument I just understand 
such a structure (regardless of whether it has been abstracted from a 
proof or not). 



162 D A G  P R A W I T Z  

An argument is thus an arbitrary collection of linked inferences 
preferably arranged in tree form to make the links explicit: it is to be 
clear stepwise what is asserted, whether it is asserted as something 
holding or as an assumption; in the former case, it is to be clear whether 
it is asserted on the grounds of something else, and if so, what the 
grounds are; finally, it is assumed that only one sentence does not serve 
as the ground for another sentence, and the argument is said to be an 
argument for that final sentence (for a more exact definition, see [9], p. 
229 - what is here called an argument is there called an argument-  
schema). 

Some of the inferences in an argument may bind (discharge depen- 
dency of) assumptions, and some may be associated with proper  
parameters (subject to the usual restrictions that they are not to occur  in 
the conclusion of the inference or in assumptions that the conclusion 
depends on), which are also said to be bound by the inference - both 
phenomena are exemplified by the 3E-ru le  above. If all assumptions 
and parameter  occurrences in an argument are bound by some in- 
ference, the argument is said to be closed; otherwise, it is said to be 
open. An open argument is to be understood as a schema for obtaining 
closed arguments in the sense that by replacing free (not bound) 
occurrences of parameters by terms and free assumptions by closed 
arguments, one obtains a closed argument. 

An argument may be valid or invalid (while it is usually taken as a 
part of the meaning of the word proof that a proof is correct:  if what was 
thought to be a proof turns out to be incorrect,  it was not a proof). 
Obviously, to know only a closed argument for a sentence is not enough 
for having a proof of the sentence. What more do we then need to know 
in order to be in possession of a proof? In other words, the question is 
what do we need to know that an argument is valid. 

Viewing an open argument as an argument-schema, the question of 
its validity should be reduced to that of a closed argument: an open 
argument is to be valid just in case all its closed instances obtained by 
substituting valid closed argument for its free assumptions are valid. 

To  answer the question what makes a closed argument valid, I make 
two assumptions: firstly, for each form of sentence occurring in the 
argument, I suppose that there is specified an introduction rule for that 
form of sentence, and secondly, for each inference in the argument that 
is not an application of an introduction rule, I suppose that there is 
associated a justifying operation of the kind exemplified in the case of 
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the 3E-rule above, which transforms certain arguments to another 
argument for the same formula depending on not more assumptions 
than the transformed one (for a more precise definition, see [9], p. 234, 
(a)-(c)). The general idea is as before that an introduction rule for a 
certain form of sentences determines the meaning of sentences of that 
form, or, more precisely, determines how the meaning of the sentences 
depends on the meaning of their constituents. The significance of first 
singling out certain inferences in an argument as applications of 
introduction rules and then assigning justifying operations to the other 
inferences, henceforth called elimination inferences, is furthermore to 
specify how these inferences are to be taken, i.e., on what grounds they 
are understood to be correct. These general remarks require some 
further elucidations, which I shall try to give before defining validity of 
arguments in 2.3 below. 

2.1. Canonical forms of arguments. Strictly speaking, it is not correct 
to say that an introduction rule states the condition for how to prove 
sentences of the form in question: a proof may of course also be 
obtained by application of elimination rules. Rather, the idea is that by 
stating introduction rules, one is laying down the canonical forms I of 
arguments for the sentences in question, and that by doing so one 
determines the meaning of the sentences in terms of the meaning of 
their constituents. 

To say that certain arguments or argument forms are canonical 
implies two things: firstly, that these forms are correct forms of 
arguments for the sentences in question, and secondly, that any correct 
closed argument for the sentences in question could always be given in 
these forms. For instance, if somebody asks why the rule for A- 
introduction 

A B 

A ^ B  

is a correct inference rule, one can answer only that this is just part of 
the meaning of conjunction: the meaning is determined partly by laying 
down that a conjunction is proved by proving both conjuncts, and 
partly by the understanding that a proof of a conjunction could always 
be given in that way. 

Another way of expressing the same thing is to say that 
(i) an argument in canonical form is valid if (and only if) its 
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immediate subarguments (i.e., the arguments for the premisses of the 
last inference of the argument) are valid, and that 

(ii) if a sentence is provable at all, its proof must be capable of being 
written in canonical form; in other words, an argument not in canonical 
form can be valid only if it could be written in canonical form. 
(Compare the canonical forms of natural numbers: it is understood 
without further ado that any expression in that form denotes a natural 
number; and secondly, every natural number can always be given in 
that form.) 

2.2. The justification of elimination rules. What has been said so far 
leaves open when an argument not in canonical form is to be reckoned 
as valid. Clause (ii) above gives only a necessary condition since it can 
clearly not be sufficient that there merely exists an argument satisfying 
clause (i) - to be valid, the given argument must establish just this 
existence. The operations assigned to elimination inferences or more 
generally to elimination rules are supposed to show just this, i.e., how 
arguments not in canonical form can be written canonically. 

Given the canonical arguments, I thus propose to answer the 
question of what we have to know in addition to a closed argument in 
order  to be in possession of a proof by saying that we must know some 
procedures attached to the elimination inferences - what I have called 
justifying procedures - and must know that by carrying out these 
procedures the given closed argument is transformed to a valid 
canonical argument. Given the forms of the canonical arguments, we 
can thus say what it means that an argument together with justifying 
operations is valid. In sections 4 and 5, I shall return to a discussion of 
this way of analyzing validity of arguments. 

2.3. Definitions. We may now just sum up what has been said above by 
the following definition of what it means that an argument @ together 
with an assignment of justifying operations J is valid; I shall express 
this by saying either that (@, o¢) is valid or that 9 is valid with respect to 
¢. 

When 9 is a closed argument, (9, j )  is valid if and only if either 
(i) 9 is in canonical form and each immediate subargument 9 '  of 9 

is valid with respect to ~,  or 
(ii) 9 is not in canonical form, but by successively applying the 

operations in J ,  9 is transformed to an argument for which (i) holds. 
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When ~ is an open argument, (9, ~) is valid if and only if all closed 
instances 9 '  of @ that are obtained by substituting for free parameters 
closed terms and for free assumptions closed arguments for the 
assumptions valid with respect to an extension o~' of J ,  are valid with 
respect to f .  

Note that the immediate subarguments of a closed argument may be 
open, namely if the last inference binds assumptions or parameters. 
Provided that the premisses of an introduction and the assumptions 
bound by it (if any) are always of lower complexity than that of its 
conclusion, the definitions above can be understood as proceeding by a 
simultaneous induction. 

To get a notion of logical validity, we may relativize the notion of 
validity to a system of canonical arguments for atomic sentences, and 
say for a closed argument ~ that (9,  ~) is logically valid when it is valid 
relative to each system of canonical arguments for atomic formulas. 
The definition for an open argument @ is similar: using the notations 
above, (3,  ~) is logically valid when for each system S of canonical 
arguments for atomic sentences, all (9 ' ,  f )  are valid relative to S 
where the substituted arguments for free assumptions are now to be 
valid with respect to J '  and relative to S. When ( ~ , ~ )  is logically valid, 
its validity thus depends only on the content of the logical constants 
determined by the introduction rules for compound sentences. 

We may also say that an argument is (logically) valid when it is 
(logically) valid with respect to some justifying procedures. 

An inference rule may be said to be valid when each application of it 
preserves validity of arguments. An introduction rule is then trivially 
valid (in view of clause (i) above), which is as it should be, if they are 
thought of as producing canonical forms of arguments. An elimination 
rule R is valid depending on whether there exists a justifying operation 
~k such that if @ is any argument whose last inference is R and whose 
immediate subarguments are valid with respect to the justifying pro- 
cedures J ,  then ~ is also valid with respect to J U{4~}. If 4) is 
independent of the system of canonical arguments for atomic formulas, 
R may be said to be logically valid. 

3. Logical Consequence 

Let us now consider the proposal (made in [10]) that a sentence A is 
said to be a logical consequence of a finite set F of sentences when there 
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exists a logically valid argument for A from F (i.e., all its free 
assumptions belong to F), which is easily seen to be equivalent to the 
existence of an operation 4J such that, independently of the system S of 
canonical arguments for atomic formulas, ~b applied to arguments for 
the sentences in F valid relative to S yields an argument for A valid 
relative to S. This is again equivalent to saying that A is a logical 
consequence of A1, A 2 , . . . ,  An if and only if the one step argument 

A~A2" ' "  A~ 

A 

is logically valid with respect to some justifying procedure.  
In contrast to the notion considered in section II, such a notion of 

logical consequence does not amount  to derivability in some given 
formal system. A valid argument for a sentence B from a sentence A is 
not required to proceed in any given language or according to some 
given inference rules. All that is required is that the form of sentences 
used in the argument have been given a meaning by the specification of 
canonical arguments for them, and that the inferences in the argument 
that are not canonical have been assigned justifying procedures allow- 
ing us to transform the whole argument to canonical form when a valid 
argument has been substituted for A. This means e.g., that if G is a 
G6del sentence in a formalization of Peano arithmetic with the axioms 
F for which we can see intuitively that G follows from F, then, provided 
that it can be seen that G follows from F with the help of a language 
that can be analyzed in the way proposed here, there is a logically valid 
argument for G from F, i.e., G is a logical consequence of F in the sense 
proposed here. This also means that when we extend a language L to 
L', we cannot in general expect L' to be a conservative extension of L, 
i.e., there may be valid arguments for sentences in L that are for- 
mulated in L' but that cannot be given in L. 

4. The Meaning of a Sentence 

How reasonable is it to think that the form of the canonical arguments 
for a sentence determines the meaning of the sentence? A satisfactory 
analysis of the concept  of logical consequence must be related to other 
semantical notions such as meaning and truth. 

In several works (e.g., [13 and [2]), Dummet t  has discussed the 
possibility that there are some central features of the use of a sentence 
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that determine all other features of the use of that sentence in a uniform 
manner - to know these central  features is then the only particular 
information about  the sentence that is needed to master  the sentence, 
and it can then be argued that such a feature or such features represent  
the meaning of the sentence. In particular, Dummet t  has considered the 
possibility that the condition under which a sentence is correctly asserted 
is such a central feature.  In mathematics ,  it is quite uncontroversial  that 
the condition for correct ly asserting a sentence is to be in possession of 
a proof  of it. (Of course, one also asserts sentences on the authority of 
others - what we are here concerned with is thus the conditions under  
which we, collectively, are entitled to assert a sentence.) If, on the other 
hand, what constitutes a proof  depends on the meaning of the sentences 
involved in the proof,  and, as is often the case, they are of greater  
complexity than that of the sentence proved,  we get into a vicious circle 
that seems to endanger  the projec t  of taking the correctness of 
assertions as a central  feature in a theory of meaning.  

The  notion of canonical a rgument  offers hope of getting out of this 
circle, given that the canonical arguments  for a sentence A can be 
specified in terms of the constituents of A. The  possession of a closed 
valid argument  in canonical form is of course not a necessary condition 
for asserting a sentence - it is quite sufficient that we know a method for 
finding one (cf. Prawitz [11], pp. 21-22 and 26-27),  or, what comes to 
the same thing, that we know a closed valid argument  (not necessarily 
in canonical form) for the sentence as defined above.  

What  we need is thus an explanation of what a proof of a sentence A 
is that does not depend on knowing what a proof is for all the sentences 
involved in the proof  of A but only on knowing what a proof is for the 
constituents of A. 

Such an explanation is now forthcoming,  provided that knowledge of 
a valid closed argument  - i.e., to have a closed valid argument  ~ and a 
set of justifying procedures  J ,  and, in addition, to know that ( 9 ,  j )  is 
valid - is the right analysis of what it is to be in possession of a proof. 
The  condition for asserting a sentence A is then knowledge of a closed 
valid argument  for A. Since the only specific thing we need to know 
about  a sentence A in order to know what is meant  by a valid argument  
for A is what the canonical arguments  for A are, the latter notion is a 
more  central feature of a sentence than the condition under which it is 
correct ly assertible. 

T o  avoid misunderstandings ~ it may be remarked  that it is not 
suggested that in order  to be warranted in asserting a sentence A, one 
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must know, in addition to a valid (9, ~), also a proof that (9,  j )  is 
valid. On the pain of starting an infinite regress, it seems that also 
knowledge of proofs must in the end involve some implicit knowledge 
(compare Dummett's argument in e.g., [1] that knowledge of meaning 
must in the end be implicit). 

Once we know the condition for correctly asserting a sentence, we 
also know when to accept an inference and when to accept that a 
sentence follows logically from a set of premisses. To know that B can 
be correctly inferred from the assumption A is to know that we are 
allowed to assert B in situations where we can correctly assert A. 
Therefore, in order to be right in accepting an inference as correct, it is 
necessary and sufficient to have a piece of knowledge which together 
with knowledge that allows us to assert A constitutes knowledge that 
allow us to assert B. 

If the condition for asserting a sentence is to know a closed valid 
argument for it, such a piece of knowledge must therefore together with 
knowledge of a closed argument for A constitute knowledge of a closed 
valid argument for B. This piece of knowledge must therefore consist in 
knowing an argument 92 for B from A and justifying procedures Je 
and knowing that if 91 is a closed argument for A valid with respect to 
justifying procedures J l ,  then the result of attaching 9e to 91 at the 
point of the assumption A is an argument valid with respect to ~1 U j2. 
But this is just what it is to know that the argument 92 for B from A is 
valid with respect to -/2. When this knowledge is independent of the 
system of canonical arguments for atomic sentences, what we know is 
just that /3 is a logical consequence of A in the sense proposed here. 

In this respect, the proposed analysis of the concept of logical 
consequence seems satisfactory - i.e., once one has accepted knowl- 
edge of valid arguments as the condition under which a sentence is 
correctly assertible. On this analysis, the grounds for a logical con- 
sequence consist essentially in the existence of procedures for trans- 
forming proofs of the premisses to proofs of the conclusion, (in- 
dependent of the meaning of atomic sentences), and an element of 
necessity in logical consequence is also brought out in this way. But we 
have not said anything about how to get to know such procedures. 

5. Some Alternative Approaches 

If all the inferences of an argument are applications of valid inference 



L O G I C A L  C O N S E Q U E N C E  169 

rules (as def inedat  the end of section 2.3), then it is easily seen that also 
the argument must be valid, namely with respect to the justifying 
operations in virtue of which the rules are valid. But this is not the way 
we have defined validity of arguments. On the contrary, the validity of 
an inference rule is explained in terms of validity of arguments 
(although once explained in this way, an argument may be shown to be 
valid by showing that all the inference rules applied in the argument are 
valid). One may ask if this order of explanation can be reversed. 

Given the principles that 

(1) an argument is valid if and only if all inferences of the argument 
are application of valid inference rules, and that 

(2) an inference rule is valid if and only if there is a procedure which 
applied to valid canonical arguments for the premiss of an application 
of the rule yields valid argument for the conclusion 

together with the stipulation that all introduction rules are valid (the 
procedure demanded by principle (2) consisting in this case just in 
applying the rule) it follows easily (as pointed out in [12]) that all the usual 
elimination rules are indeed valid. If (1) is to serve as an explanation 
presupposing the explanation (2), one could hope that a valid canonical 
argument for a sentence A could be defined by an induction over the 
complexity of A with reference only to the stipulated validity of the 
introduction rules and without appeal to (1). But when the ifftroduction 
rule binds an assumption (as is the case for the --~ I-rule), it is not possible 
to assume in general that the argument for the premisses are in canonical 
form, and, furthermore, an argument for the premiss may now contain 
elimination inferences of greater complexity than that of the conclusion. 
It is just this difficulty that made us bring in justifying procedures already 
in the definition of validity of arguments. By doing so, we were able to 
define validity of an argument (in contrast to canonical argument) for A 
by an induction over the complexity of A. The conclusion that ! have 
drawn is thus that the validity of an argument is not to be explained by 
(1) above. 

However,  even if one accepts the idea of canonical arguments and 
thus clause (i) in the definition of validity for closed arguments (section 
2.3), one may doubt that clause (ii) in the same definition is the right 
way to express the idea that to know a closed valid argument for A is to 
know how to find a closed valid argument for A in canonical form 
(recall principle (ii) of section 2.1 and the remarks at the beginning of 
section 2.2). In particular, one may consider different methods for 
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finding the canonical arguments, leading to conceptions that replace 
what I have called justifying procedures. I shall roughly indicate how 
some of them may be described in relation to the approach developed 
above. 

The justifying procedures as conceived here operate on arguments, 
but it may seem a more natural alternative to let them operate not only 
on arguments but on arguments together with their justifying pro- 
cedures, which are anyway parts of what we have to know to be in 
possession of a proof according to my analysis. This is the usual 
intuitionistic conception of a proof as outlined e.g., by Heyting [4] when 
he presents the intuitionistic meaning of the usual logical constants. A 
proof of B from A, e.g., is then a method which applied to a whole 
proof of A, so to say - not only to its argument structure - yields a proof 
of B. I followed this approach in [11] to define a notion of proof, 
thereby obtaining different assertibility conditions for sentences than 
the ones presented here. 

In the intuitionistic type theory as developed by Martin-L6f in [6], 
canonical forms are defined for terms that represent proofs understood 
in this intuitionistic way. Parallel to clause (i) and (ii) in the definition of 
validity for closed arguments, a term t represents a proof if it either is in 
canonical form or reduces to such a form when evaluated according to 
the meaning of the operations described in t. In addition, rules are 
given for how to demonstrate that a term t is a proof of A in this sense. 

A third possibility is to let the justifying procedures operate not only 
on arguments ~ together with justifying procqdures J but also on the 
insight that (~, J )  is valid, which insight is after all.also a part of what 
we must have. acquired to be in possession 6f ~ proof according to the 
main analysis considered here, and which insight is made explicit in 
Martin-L6f's type theory as just mentioned. A proof of B from A, e.g., 
is then a method M which applied to a proof of A yields a proof of B 
together with a proof that M has this property. This is the approach 
followed by Kreisel in [5]. 

The exact relationships between these approaches and the differ- 
ences between their resulting assertibility conditions would be of great 
interest to get better clarified. 

N O T E S  

* This paper differs from my talk at the workshop in essentially two respects: the 
discussion in section I I I  of what I call a proof-theoretical approach has now been 
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expanded by the presentation of more details, and the discussion of alternative ap- 
proaches has in return been much compressed. 
1 I use this term in [10] but the same idea is expressed in [9, p. 232]. The need of 
distinguishing canonical proofs is also recognized by Dummett [1]. In a similar context, 
Martin-L6f [6] speaks about canonical expressions (cf. section 4 below). 
2 And in response to a question by G. Kreisel at the workshop. 
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