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Perhaps the most difficult problem confronted by Reichenbach's explica- 
tion of physical probabilities as limiting frequencies is that of providing 
decision procedures for assigning singular occurrences to appropriate 
reference classes, i.e., the problem of the single case. 1 Presuming the 
symmetry of explanations and predictions is not taken for granted, this 
difficulty would appear to have two (possibly non-distinct) dimensions, 
namely: the problem of selecting appropriate reference classes for predic- 
ting singular occurrences, i.e., the problem of (single case) prediction, and 
the problem of selecting appropriate reference classes for explaining 
singular occurrences, i.e., the problem of (single case) explanation. If the 
symmetry thesis is theoretically sound, then these aspects of the problem 
of the single case are actually non-distinct, since any singular occurrence 
should be assigned to one and the same reference class for purposes of 
either kind; but if it is not the case that singular occurrences should be 
assigned to one and the same reference class for purposes of either kind, 
then these aspects are distinct and the symmetry thesis is not sound. 2 

The decision procedure that Reichenbach advanced to contend with 
the problem of the single case, i.e., the policy of assigning singular 
occurrences to 'the narrowest reference class for which reliable statistics can 
be compiled', moreover, strongly suggests that one and the same refer- 
ence class should serve for purposes of either kind. Reichenbach himself 
primarily focused attention on the problem of (single case) prediction, 
without exploring the ramifications of his resolution of the problem of the 
single case for the problem of (single case) explanationfl The theories of 
explanation subsequently proposed by Carl G. Hempel and by Wesley C. 
Salmon, however, may both be viewed as developments with considera- 
ble affinities to Reichenbach's position, which nevertheless afford distinct 
alternative solutions to the problem of (single case) explanation. 4 In spite 
of their differences, moreover, when Hempel's and Salmon's formula- 
tions are understood as incorporating the frequency criterion of statistical 
relevance, they appear to be saddled with theoretical difficulties whose 
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resolution, in principle, requires the adoption of an alternative construc- 
tion. 

The purpose of this paper is to provide a systematic appraisal of 
Reichenbach's analysis of single case 'probabilities' with particular con- 
cern for the frequency conceptions of statistical relevance and of statistical 
explanation, especially as they may be related to the theories of explana- 
tion advanced by Hempel and Salmon. Among the conclusions supported 
by this investigation are the following: 

(a) that the frequency criterion of relevance is theoretically inadequate 
in failing to distinguish between two distinct kinds of 'statistical rele- 
vance'; 

(b) that reliance upon this defective criterion of relevance suggests that, 
on frequency principles, there are no irreducibly statistical explanations; 
and, 

(c) that these difficulties are only resolvable within the frequency 
framework by invoking epistemic contextual considerations. 

As a result, taken together, these reflections strongly support the 
contention that the problem of (single case) prediction and the problem of 
(single case) explanation require distinct (if analogous) resolution, i.e., 
that the symmetry thesis is unsound; and indirectly confirm the view that 
the meaning of single case probabilities should be regarded as fundamen- 
tal, where a clear distinction may be drawn between causal relevance and 
inductive relevance on the basis of a statistical disposition conception, 
i.e., that Reichenbach's limiting frequency construction should be dis- 
placed by Popper's propensity interpretation for the explication of proba- 
bility as a physical magnitude. 

1. R E I C H E N B A C H ' S  A N A L Y S I S  O F  S I N G L E  C A S E  

~ P R O B A B I L I T I E S '  

The theoretical foundation for Reichenbach's analysis of the single case, 
of course, is provided by the definition of 'probability' itself: "In order to 
develop the frequency interpretation, we define probability as the limit of 
a frequency within an infinite sequence", s In other words, the probability 
r of the occurrence of a certain outcome attribute A within an infinite 
sequence of trials S is the limiting frequency with which A occurs in S, 
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i.e., 

(I) P ( S ,  A )  = r = af the limit of the frequency for outcome attri- 
bute A within the infinite trial sequence S 

equals r. 

Reichenbach himself assumes no propert ies  other  than the limiting 
frequency of A within S as necessary conditions for the existence of 

probabilities and thereby obtains an interpretat ion of the broadest  possi- 

ble generality. 6 It  is important  to note, however,  that Reichenbach 

envisions f in i te  sequences as also possessing 'limits'  in the following 
sense: 

Notice that a limit exists even when only a finite number of elements x~ belong to S; the 
value of the frequency for the last element is then regarded as the limit. This trivial case is 
included in the interpretation and does not create any difficulty. 7 

One justification for the inclusion of such 'limits' ,  moreover ,  is that when 
the sequence S contains only a finite number  of members ,  those members  

may be counted repetitiously an endless number  of times to generate  

trivial limiting frequencies. 8 

As the basis for a theoretical reconciliation of these concepts, there-  

fore, let us assume that a sequence S is inf ini te  if and only if S contains at 
least one m e m b e r  and the description of its reference class does not 

impose any upper  bound to the number  of members  of that class on 

syntactical or semantical grounds alone. Although 'limits'  may  be proper-  

ties of finite sequences under  this interpretation,  they are not supposed to 

be propert ies  of single individual trials per  se and may only be predicated 
of single individual trials as  a m a n n e r  o f  s p e a k i n g :  

I regard the statement about the probability of the single case, not as having a meaning of its 
own, but as representing an elliptical mode of speech. In order to acquire meaning, the 
statement must be translated into a statement about a frequency in a ~equence of repeated 
occurrences. The statement concerning the probability of the single case thus is given a 
fictitious meaning, constructed by a transfer of meaning from the general to the particular 
case. 9 

Strictly speaking, therefore,  probabilit ies are only propert ies  of single 
trials as members  of reference classes collectively; but  Reichenbach 
nevertheless countenances referring to 'probabil i t ies '  as propert ies  of 
such trials distributively "not  for cognitive reasons, but because it serves 
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the purpose of action to deal with such statements as meaningful". 1° 
Indeed, in order to distinguish the meaning of 'probability' with respect to 
the occurrence of singular trials and of infinite trial sequences, Reichen- 
bach introduces a different term, i.e., 'weight', for application to the 
single case. 

In spite of this difference in meaning, the numerical value of the weight 
to be assigned to attribute A as the outcome of a singular trial T, in 
principle, is determined by the limiting frequency with which A occurs 
within a trial sequence of kind K, where T~ K. The existence of a single 
case weight for the occurrence of attribute A thus requires (i) the 
existence of an infinite sequence of trials of kind K (ii) with a limiting 
frequency for A equal to r, where (iii) it is not the case that there exists 
some other infinite sequence of kind K such that the limiting frequency 
for A is not equal to r; hence, 'P(K, A) = r' is true if and only if there 
exists an infinite sequence of trials of kind K such that the limiting 
frequency for A is equal to r and, for all trial sequences S, if S is an infinite 
sequence of kind K, then the limiting frequency for outcomes of kind A is 
equal to r. n In effect, therefore, every single individual trial T that 
happens to be a trial of kind K with respect to the occurrence of attribute 
A must be regarded as a member of a unique trial sequence K consisting 
of all and only those single trials that are trials of kind K with respect to 
the occurrence of outcome attribute A;  otherwise, violation of the 
uniqueness condition would generate explicit contradictions of the form, 
'P(K, A )  ~ P(K, A )'. ~2 

Any single individual trial, however, may be exhaustively described if 
and only if every property of that trial is explicitly specifiable including, 
therefore, the spatial and the temporal relations of that instantiation of 
properties relative to every other. Let us assume that any single individual 
trial Tis a property of some object or collection of objects x such that, for 
each such individual trial, 'Tx '  is true if and only if ' F i x  • F2x • . . . ' ,  is 
true, where 'F ~', 'F  2', . . . .  and so on are predicates designating distinct 
properties of that single individual trial. Then the single individual trial T 
is subject to exhaustive description, in principle, if and only if there exists 
some number m such that F ~ through F m exhausts every property of that 
single individual trial; otherwise, the single individual trial T is not 
exhaustively describable, even in principle, since there is no end to the 
number of properties that would have to be specified in order to provide 
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an exhaustive description of that trial T. The last time I turned the ignition 
to start my car, for example, was a single individual trial involving a 1970 
Audi 100LS 4-door red sedan, with a Kentucky license plate, a recorded 
mileage of 88 358.4 miles, that had been purchased in 1973 for $2600.00 
and driven to California during the Summer of the same year, and so on, 
which was parked in the right-most section of a three-car wooden garage 
to the rear of a two-story building at 159 Woodland Avenue in Lexing- 
ton, on a somewhat misty morning at approximately 10 : 30 A.M. on 12 
March 1976, one half-hour after I had drunk a cup of coffee, and so 
forth. As it happened, the car would not start. 

The significance of examples such as this, I surmise, has two distinctive 
aspects. On the one hand, of course, it indicates the enormous difficulty, 
in principle, of providing an exhaustive description of any such individual 
trial; indeed, it strongly suggests a density principle for  single trial descrip- 

tions, i.e., that for any description 'Fax • . . .  • F ' x '  of any singular trial T 
that occurs during the course of the world's history, there exists some 
further description ' F a x . . . .  . Fnx  ' such that the set of predicates 
{ ' F I ' , . . . , ' F  m'} is a proper subset of the set of predicates 
{ 'F  1', . . . ,  'Fn'}. 13 On the other hand, it is at least equally important to 
notice that, among all of the properties that have thus far been specified, 
only some but  not all would be viewed as contributing factors, i.e., as 
relevant variables, with respect to the outcome attribute of starting or 
not, as the case happened to be; in other words, even if this single 
individual trial is not exhaustively describable, it does not follow that the 
causally  relevant properties of this trial arrangement T are themselves 
not exhaustively describable; for the properties whose presence or 
absence contributed to bringing about my car's failure to start would 
include, perhaps, accumulated moisture in the distributor, but would not 
include, presumably, my wearing a flannel overshirt at the time. It is at 
least logically possible, therefore, that among the infinity of properties 
that happened to attend this single individual trial, only a finite proper 
subset would exhaust all those exerting any influence upon that outcome 
attribute on that particular occasion. 

The theoretical problem in general, therefore, may be described as 
follows, namely: for any single individual trial T, (i) to determine the kind 
of trial K that T happens to be with respect to the occurrence of outcome 
attribute A;  and, (ii) to ascertain the limiting frequency r with which 



190 J A M E S  H. F E T Z E R  

attribute A occurs within the infinite sequence of trials of kind K, if such a 
sequence and such a limit both happen to exist. The theoretical 'problem 
of the single case', therefore, is precisely that of determining the kind of 
trial K that any single individual trial T happens to be with respect to the 
occurrence of an outcome attribute of kind A, i.e., the problem of the 
selection of a unique reference sequence K for the assignment of a unique 
individual trial T. Reichenbach's solution to this problem is therefore 
enormously important to his analysis of the single case: 

We then proceed by considering the narrowest class for which reliable statistics can be 
compiled. If we are confronted by two overlapping classes, we shall choose their common 
class. Thus, if a man is 21 years old and has tuberculosis, we shall regard the class of persons 
of 21 who have tuberculosis [with respect to his life expectancy]. Classes that are known to 
be irrelevant for the statistical result may be disregarded. A class C is irrelevant with respect 
to the reference class K and the attribute class A if the transition to the common class K .  C 
does not change the probability, that is, if P ( K .  C, A )  = P(K, A). For instance, the class of 
persons having the same initials is irrelevant for the life expectation of a person. TM 

A property C is statistically relevant to the occurrence of an attribute A 
with respect to a reference class K, let us assume, if and only if: 

(ID P(K" C,A)¢ P(K,A); 

that is, the limiting frequency for the outcome attribute A within the 
infinite sequence of K .  C trials differs from the limiting frequency for 
that same attribute within the infinite sequence of K trials itself.15 

Since a unique individual trial T is supposed to be assigned to the 
narrowest reference class K 'for which reliable statistics can be compiled', 
it seems clear that for Reichenbach, at least, a decision of this kind 
depends upon the state of knowledge ~ of an individual or collection of 
individuals z at a specific time t, i.e., the set of statements {if/'} accepted or 
believed by z at t, no matter whether true or not, as follows: 

Whereas the probability of a single case is thus made dependent on our state of knowledge, 
this consequence does not hold for a probability referred to classes . . . .  The probability of 
death for men 21 years old concerns a frequency that holds for events of nature and has 
nothing to do with our knowledge about them, nor is it changed by the fact that the death 
probability is higher in the narrower class of tuberculous men of the same age. The 
dependence of a single-case probability on our state of knowledge originates from the 
impossibility of giving this concept an independent interpretation; there exist only substi- 
tutes for it, given by class probabilities, and the choice of the substitute depends on our state 
of knowledge. 16 
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Reichenbach allows that statistical knowledge concerning a reference 
class K may be fragmentary and incomplete, where the problem is one of 
"balancing the importance of the prediction against the reliability availa- 

• ble". Nevertheless, as a general policy, Reichenbach proposes treating an 
individual trial T as a member of successively narrower and narrower 
reference classes K 1, K 2 . . . .  and so on, where each class is specified by 
taking into account successively more and more statistically relevant 
properties F 1, F 2, and so forth, where K ~ D K 2, K z D K 3, and so on and 
P(K 1, A)  ~ P(K 2, A ), P(K 2, A)  # P(K 3, A ), and so forth. 

Reichenbach observes that, strictly speaking, the choice of a reference 
class is not identical with the choice of a reference sequence, since the 
members of that class may be ordered in different ways, which may 
sometimes differ in probability. 17 The intriguing question, however, is 
precisely how narrow the appropriate class in principle should be if our 
knowledge of the world were complete: 

According to general experience, the probabili ty will approach a limit when the single case is 
enclosed in narrower and narrower classes, to the effect that, from a certain step on, further  
narrowing will no longer result in noticeable improvement .  It is not necessary for the 
justification of this method that  the limit of the probability, respectively, is = 1 or is =0 ,  as 
the hypothesis of causality [i.e., the hypothesis of determinism] assumes, Neither is this 
necessary a priori; modern  quan tum mechanics asserts the contrary. It is obvious that  for the 
limit 1 or 0 the probabili ty still refers to a class, not  to an individual event,  and that  the 
probabili ty 1 cannot  exclude the possibility that in the particular case considered the 
prediction is false. Even in the limit the substitute for the probabili ty of a single case will thus 
be a class probabili ty . . . . .  18 

The evident reply on Reichenbach's analysis, therefore, is that the 
appropriate reference class K relative to a knowledge context Kzt 
containing every sentence that is true of the world and no sentence that is 
false would be some reference class K i where T~ K i and, for every class 
K j such that T e K  j and K ~ K  ~, it is not the case that P(K~,A)#  
P(K j, A); i.e., with respect to attribute A for trial T, K should be an 
ontically homogeneous reference class in the sense that (i) T c K ;  (ii) 
P(K, A ) =  r; and, (iii) for all subclasses K j of K to which T belongs, 
P(K j, A)  = r = P(K, A).  

Notice that the class K itself is not necessarily unique with respect to 
the set of properties {F} specified by the reference class description of K; 
for any class K j such that K _  K j and K j _~ K (where K is an ontically 
homogeneous reference class relative to attribute A for trial T) will 
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likewise qualify as an ontically homogeneous reference class relative to 
attribute A for trial T even though the set of properties {F j} specified by 
the reference class description of K j' differs from that for K, i.e., {F g} 
{FJ}. Consequently, although any classes K and K j which happen to be 
such that K ~ K j and K j ~_ K will of course possess all and only the same 
trial members and will therefore yield the same frequencies for various 
specific attribtite's with respect to those same trial members, their refer- 
ence class descriptions, nevertheless, will not invariably coincide. From 
this point of view, therefore, the resolution of the reference class problem 
by assigning a single case to an ontically homogeneous reference class 
does not provide a unique description solution but rather a unique value 
solution. Nevertheless, on Reichenbachian principles, it may be argued 
further that there is a unique description solution as well as a unique 
value solution, namely: that any single individual trial T should be 
assigned to the narrowest class, i.e., the class whose description includes 
specification of the largest set of properties of that individual trial, "for 
which reliable statistics can be compiled". 

The largest set of properties of an individual trial Tthat might be useful 
for this purpose, of course, is not logically equivalent to the set of all of the 
properties of that individual trial; for any individual trial T may be 
described by means of predicates that violate the provision that reference 
classes may not be logically limited to a finite number of members on 
syntactical or semantical grounds alone. Let us therefore assume that a 
predicate expression is logically impermissible for the specification of a 
reference class description if (a) that predicate expression is necessarily 
satisfied by every object or (b) that predicate expression is necessarily 
satisfied by no more than a specific number N of objects during the course 
of the world's history.~9 Predicates that happen to be satisfied by only one 
individual object during the course of the world's history, therefore, are 
permissible predicates for reference class descriptions so long as their 
extensions are not finite on logical grounds alone, as, e.g., might be any 
predicate expression essentially requiring proper names for its definition 
or such that the satisfaction of that expression by some proper name 
would yield a logical truth, z° Let us further assume that no predicate 
expression logically entailing the attribute predicate or its negation is 
permissible. Then the largest set of permissible predicates describing a 
single trial Tis not logically equivalent to the set of all of the properties of 
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that individual trial; but nevertheless it will remain the case that, in 
general, such narrowest reference class descriptions are satisfied by only 
one individual event during the course of the world's history as a matter of 
logical necessity. 21 

These considerations suggest an insuperable objection to the applica- 
bility, in principle, of the frequency interpretation of probability; for if it 
is true that each individual trial T is describable, in principle, by some set 
of predicates such that (i) every member  of that set is a permissible 
predicate for the purpose of a reference class description and (ii) that 
reference class description itself is satisfied by that individual trial alone, 
then the indispensable criterion of statistical relevance is systematically 
inapplicable for the role it is intended to fulfill. For under these cir- 
cumstances, every individual trial T is the solitary member  of a reference 
class K* described by a reference class description consisting of the 
conjunction of a set of permissible predicates F 1, F 2 , . . . ,  F", i.e., {F~}, 
where, moreover,  lacking any information concerning the statistical 
relevance or irrelevance of any property of any singular trial - other than 
that the attribute A did occur (or did not occur) on that particular trial - it 
is systematically impossible to specify which of the properties of the trial 
T are statistically relevant and which are not; for the occurrence of that 
outcome, whether A or not-A, in principle, must be attributed to the 
totality of properties present at that individual trial. 22 Reliable statistics, 
after all, are only as reliable as the individual statistics upon which they 
are based; so if the only statistical data that may be ascertained, in 
principle, concern the occurrence of outcome attributes on singular trials 
where each singular trial is the solitary member of a reference class, there is 
no basis for accumulating the 'reliable statistics' necessary for the applica- 
bility of the frequency criterion. Of each individual trial T 1, T 2, . . . ,  it is 
possible in principle to specify a homogeneous reference class description 
K .1, K .2, . . .  ; but since each trial is the solitary member  of its particular 
reference class, it is impossible to employ the frequency criterion to 
ascertain which properties, if any, among all of those present on each such 
Singular trial, are statistically irrelevant to its outcome. 

The theoretical problem of the single case, let us recall, requires, for 
any single individual trial T, (i) to determine the kind of trial K that T 
happens to be with respect to the occurrence of outcome attribute A ;  
and, (ii) to ascertain the limiting frequency r with which attribute A 
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occurs in the infinite sequence of trials of kind K, when such a sequence 
and such a limit both happen to exist. With respect to any single individual 
trial T that actually occurs in the course of the world's history, however, 
these conditions are, in effect, automatically satisfied; for (i) any such trial 
T may be described by some set of permissible predicates {F"} specifying 
a kind of trial K* of which T is the solitary member, where, nevertheless, 
(ii) the reference class K* is not logically limited to any finite number of 
members and Reichenbach's limit concept for infinite sequences of this 
kind is trivially satisfied by 0 or 1. Any other such singular trial T i, after 
all, may likewise be described by some set of permissible predicates, i.e., 
{F/}, where {F ~} ~ {b-~}, a condition of individuation that distinct events 
surely have to satisfy. With respect to each such singular trial T, of course, 
outcome attribute A either occurs or does not occur. Assume that T 
belongs to reference class K for which the probability of A is ~0 and ¢ 1; 
i.e., (a) TE K; and, (b) P(K, A) = r, where 0 ¢ r ¢ 1. Then there necessar- 
ily exists a subclass of that class K* such that P(K*, A)=0 or = 1, 
namely: the class specified by any set of permissible predicates {F"} of 
which trial T is the solitary member. Hence, since P(K*, A )~  P(K, A) 
and K ~ K*, the properties differentiating between K* and K are statisti- 
cally relevant with respect to the occurrence of attribute A, necessarily, 
by the frequency criterion; moreover, for any such reference class K such 
that (a) T ~ K  and (b) P(K, A)=r, where 0 ~  r ~  1, it is theoretically 
impossible that K is a homogeneous reference class for trial T with 
respect to attribute A in Reichenbach's sense. Indeed, on the basis of the 
frequency criterion of statistical relevance, such an assumption is always 
invariably false. 

The point of the preceding criticism, therefore, may be stated as 
follows: The only data available for ascertaining the reliable statistics 
necessary for arriving at determinations of the statistical relevance or 
irrelevance of any property F i with respect to any outcome attribute A is 
that the frequency with which outcome A accompanies trials of kind 
K .  F i differs from that with which A accompanies trials of the kind K. 
Every single individual trial T ~ occurring during the course of the world's 
history may be described as a member of some K* reference class 
specified by at least one conjunction of permissible predicates K *~ that is 
satisfied by that individual trial. As a necessary logical truth, every such 
trial happens to belong to one and only one narrowest class of this kind; 
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however, since the K* reference classes are not likewise limited to any 
finite number of members, the occurrence of the attribute A may still be 
assigned a probability, which, in this case, will be = 1 or =0, depending 
upon whether that outcome occurred or failed to occur on that individual 
trial. The frequency criterion of statistical relevance, presumably, should 
permit distinguishing between the statistically relevant and irrelevant 
properties of each such trial. However, since each trial T i happens to be 
different in kind, the only conclusion supported by that criterion of 
relevance is that every single property distinguishing those individual 
trials with respect to the occurrence of a specific attribute A is statistically 
relevant to the occurrence of that outcome; for those properties certainly 
'made a difference', insofar as in one such case the attribute A occurred, 
while in another such case A did not occur. Thus, under circumstances of 
this kind, it is systematically impossible to obtain the reliable statistics 
necessary to support determinations of statistical relevance; for in the 
absence of that statistical evidence, such 'conclusions' merely take for 
granted what that evidence alone is capable of demonstrating. 

2. S A L M O N ' S  ' R E L E V A N C E '  A C C O U N T  OF S T A T I S T I C A L  

E X P L A N A T I O N  

It is interesting to observe that Reichenbach himself tended to focus upon 
the problems involved in the prediction of singular events rather than 
those involved in their explanation. The differences that distinguish 
explanations from predictions, however, may figure in significant ways 
within the present context; for if it happens to be the case that the purpose 
of a prediction is to establish grounds for believing that a certain state- 
ment (describing an event) is true, and the purpose of an explanation is to 
establish grounds for explaining why an event (described by a certain 
statement) occurs, i.e., if predictions are appropriately interpreted as 
reason-seeking why-questions, while explanations are appropriately 
interpreted as explanation-seeking why-questions, it might well turn out 
that at least part of the problem with the frequency criterion of statistical 
relevance is that it is based upon an insufficient differentiation between 
explanation and prediction contexts. 23 Consider the following: 
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(a) Reason-seeking why-questions are relative to a particular epistemic 
context, i.e., a knowledge context Y{zt as previously specified, where, with 
respect to an individual hypothesis H whose truth is not known, a 
requirement of total evidence may appropriately be employed according to 
which, for any statement S belonging to 8{zt, S is inductively relevant to the 
truth of H if and only if the inductive (or epistemic) probability EP of H 
relative to Yfzt. S differs from the inductive probability of H relative to 
Ygzt . - S, i.e., 

(III) E P ( ~ z t .  S, H) # E P ( ~ z t .  -S ,  H) ; 

where, in effect, any statement whose truth or falsity within YCzt makes a 
difference to the inductive probability of an hypothesis H must be taken 
into consideration in determining the inductive probability of that 
hypothesis. 24 

(b) Explanation-seeking why-questions are relative to a specific ontic 
context, i.e., the nomological regularities and particular facts of the 
physical world W, where, with respect to the explanandum-event 
described by an explanandum statement E whose truth is presumably 
known, a requirement of causal relevance should appropriately be em- 
ployed according to which, for any property F belonging to W, F is 
explanatorily relevant to the occurrence of E (relative to reference class K) 
if and only if the physical (or ontic) probability PP of E relative to K .  F is 
not the same as the physical probability of E relative to K .  -F ,  i.e., 

(IV) PP(K . F, E) # PP(K . -F ,  E) ; 

where, in effect, any property whose presence or absence relative to 
reference class K makes a difference to the physical probability of an 
explanandum-event E must be taken into consideration in constructing 
an adequate explanation for that event. 25 

If predictions belong to the epistemic reason-seeking context, then it is 
entirely plausible tO take into account any property whose presence or 
absence changes the inductive probability of an hypothesis H with 
respect to a knowledge context Ydzt; indeed, a requirement of total 
evidence would require that any such property G of any individual object 
x belonging to the knowledge context ffgzt has to be taken into considera- 
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tion in calculating the inductive probability of any H where tlae statement 
G* attributing G to x is such that 

(V) EP(Ygzt . G*, H)  ~ EP(Yfzt  . - G * ,  t-I) ; 

where, as it might be expressed, the statistical relationship between 
property G and the attribute property A described by the hypothesis H 
may be merely one of statistical correlation rather than one of causal 
connection, i.e., it is not necessary that G be a property whose presence 
or absence contributes to bringing about the occurrence of an outcome of 
kind A relative to some reference class K. 

It is not at all obvious, however, that the frequency criterion provides 
any theoretical latitude for differentiating between statistical relations of 
these quite distinctive kinds; on the contrary, it appears as though any 
factor at all with respect to which frequencies differ is on that account 
alone 'statistically relevant' to the probability of an hypothesis H or an 
explanandum E, respectively, without reflecting any theoretical differ- 
ence between the explanation-seeking and the reason-seeking situations 
themselves. If every member of the class of twenty-one year old men K 
were also a member of the class of tuberculous persons T, for example, 
then the property of being tuberculous would be statistically irrelevant to 
the outcome attribute of death D. But although this property might 
reasonably be ignored for the purpose of prediction (as a matter of 
statistical correlation), it would not be reasonable to ignore this property 
for the purpose of explanation (when it makes a causal contribution to 
such an individual's death). If there is a significant difference between 
these kinds of situations, therefore, then those principles appropriate for 
establishing relevance relations within one of these contexts may be 
theoretically inappropriate for establishing relevance relations within the 
other. Perhaps the crucial test of the utility of Reichenbach's criterion of 
statistical relevance is found within the context of explanation rather than 
the context of prediction; for an examination of the statistical relevance 
account of explanation advanced by Salmon may provide an opportunity 
to evaluate the criticisms of that principle thus far advanced. 

Salmon departs f rom Reichenbach's formulations, not in deviating 
from his criterion of statistical relevance, but rather in assigning a single 
case not to the narrowest relevant class but to the broadest relevant class 
instead: 
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If every property that determines a place selection is statistically irrelevant to A in K, I shall 
say that K is a homogeneous reference class for A. A reference class is homogeneous if there 
is no way, even in principle, to effect a statistically relevant partition without already 
knowing which elements have the attribute in question and which do not . . . .  The aim in 
selecting a reference class to which to assign a single case is not to select the narrowest, but 
the widest, available class . . . .  I would reformulate Reichenbach's method of selection of a 
reference class as follows: choose the broadest homogeneous reference class to which the 
single event belongs. 26 

Precisely because Salmon preserves the frequency criterion of relevance, 
his own formulations encounter difficulties analogous to those previously 
specified; but the introduction of the concept of a partition and of a 
'screening-off' rule may be viewed as significant contributions to the 
frequency theory of explanation as follows: 

(i) On Salmon's analysis, a partition of a reference class K is established 
by a division of that class into a set of mutually exclusive and jointly 
exhaustive subsets by means of a set of properties F 1, F 2, . . . ,  F "  and 
their complements where each ultimate subset of that class 
K .  C 1, K .  C 2 . . . .  , K .  C n is homogeneous with respect to the outcome 
attribute A .  27 This procedure may be regarded as effecting a refinement 
in the application of Reichenbach's criterion, since it thus assumes that a 
property C is statistically relevant to the occurrence of attribute A with 
respect to a reference class K if and only if: 

(II*) P(K . C, A)  # P(K . -C,  A)  ; 

that is, the limiting frequency for the outcome attribute A within the 
infinite sequence of K-  C trials differs from the limiting frequency for 
that same outcome within the infinite sequence of K .  - C  trials. 

(ii) Furthermore, a property Fscreens off a property G with respect to an 
outcome attribute A within the reference class K if and only if: 

(VI) P ( K .  F .  G, A)  = P ( K .  F .  - G ,  A)  # P ( K .  - F .  G, A)  ; 

where the equality between the limiting frequency for A within the 
classes K .  F -  G and K .  F .  - G ,  on the one hand, establishes that the 
property G is not statistically relevant with respect to attribute A within 
the reference class K • F; and the inequality between the limiting fre- 
quency for A within the class K .  - F .  G and classes K .  F .  G and 
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K .  F .  - G ,  on the other hand, establishes that the property F is statisti- 
cally relevant with respect to the attribute A within the reference class 
K .  G. 28 

Salmon consolidates these ingredients as the foundation for his expli- 
cation of explanation on the basis of the principle that screening-off 
properties should take precedence over properties which they screen-off 
within an explanation situation. 29 According to Salmon, an explanation 
of the fact that x, a member of the reference class K, is a member of the 
attribute class A as well, may be provided by fulfilling the following set of 
conditions, i.e., 

(1) K .  C 1, K .  C 2 . . . . .  K .  C n is a homogeneous partition of K 
relative to A ; 

(2) P ( K .  Ca, A ) = r  1, P ( K .  C 2 , A ) = r 2 , . . . , P ( K .  C " , A )  
= r n ;  

(3) r i = r j only if i = j ;  and, 

(4) x e K .  C '~ (where rn e {1, 2 , . . . ,  n}). 3° 

Consequently, the appropriate reference class to specify in order to 
explain an outcome A for the trial T is the ontically homogeneous 
reference class K .  C "  such that (a) T~  K .  Cm; (b) P ( K .  C m, A )  = r~; 
and, (c) for all homogeneous reference classes K .  C 1, K .  C a . . . .  , K .  C n 
relative to outcome A,  r i = r j only if i = j, which, presumably, is intended 
to insure that there is one and only one reference class to which T may 
appropriately be assigned, namely: the broadest one of that kind. From 
this point of view, therefore, Salmon provides a unique description 
solution as well as a unique value solution to the single case problem. 

Salmon's conditions of adequacy, let us note, are sufficient for the 
purpose of assigning individual trials to broadest homogeneous reference 
classes only if  broadest homogeneous reference classes may be described 
by means of what may be referred to as disjunctive properties, i.e., 
predicate expressions of the form, ' K .  F 1 v F a v ' . . .  v F n', where a state- 
ment of the form, ' P (K  . F 1 v F z v . . .  v F ~, A )  = r', is true if and only if 
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'P(K" F 1, A)  = P(K" F 2, A) = . . .  = P ( K .  F ~, A) = r' is true, as Sal- 
mon himself has explicitly pointed out. 3x Otherwise, Salmon's conditions 
would be theoretically objectionable, insofar as it might actually be the 
case that there is an infinite set of reference classes, {K.  C;}, whose 
members satisfy conditions (1) and (2) only if they do not satisfy condition 
(3), and conversely. The difficulty with this maneuver as a method of 
preserving Salmon's conditions (1)-(4) as sufficient conditions of exp- 
lanatory adequacy, however, is that it entails the adoption of a degenerat- 
ing explanation paradigm; for the occurrence of attribute A on trial T 
may be explained by referring that trial to a successively more and more 
causally heterogeneous reference class under the guise of the principle of 
reference class homogeneity. For if condition (3) is retained, then if, for 
example, the division of the class of twenty-one year old men K on the 
basis of the properties of having tuberculosis F 1 or heart disease F 2 or a 
brain tumor F a establishes a subclass such that, with respect to the 
attribute of death D, P(K . F 1 v F 2 v F a, D) = r is an ultimate subset of 
the homogeneous partition of that original class, i.e., {K.  F 1 v F 2 v F 3} = 
{K.  C"}, then the explanation for the death of an individual member i of 
class K resulting from a brain tumor, perhaps, is only explainable by 
identifying i as a member of class K .  C m, i.e., as a member of the class of 
twenty-one year old men who either have tuberculosis or heart disease or 
a brain tumor. 

The significance of this criticism appears to depend upon how seriously 
one takes what may be referred to as the naive concept of sciennfic 
explanation for singular events, namely: that the occurrence of an out- 
come A on a single trial T is to be explained by citing all and only those 
properties of that specific trial which contributed to bringing about that 
specific outcome, i.e., a property F is explanatorily relevant to attribute A 
on trial T if and only if F is a causally relevant property of trial T relative 
to attribute A. 32 From this perspective, Salmon's explication of explana- 
tion is theoretically objectionable for at least two distinct reasons: 

First, statistically relevant properties are not necessarily causally relev- 
ant properties, and conversely. 3s If it happens that the limiting frequency 
r for the attribute of death D among twenty-one year old men K differs 
among those whose initials are the same F when that class is subject to a 
homogeneous partition, then that property is explanatorily relevant, 
necessarily, on the basis of the frequency criterion of statistical relevance; 
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and it might even happen that such a property screens-off another 
property G, such as having tuberculosis, in spite of the fact that property 
G is causally relevant to outcome D and property F is not. Indeed, 
Salmon himself suggests that "relations of statistical relevance must be 
explained on the basis of relations of causal relevance",34 where relations 
of statistical relevance appear to fulfill the role of evidential indicators of 
relations of causal relevanceY 

Second, the admission of disjunctive properties for the specification of 
an ultimate subset of a homogeneous partition of a reference class does 
not satisfy the desideratum of explaining the occurrence of an outcome A 
on a single trial T by citing all and only properties of that specific trial, 
whether causally relevant, statistically relevant, or otherwise. This diffi- 
culty, however, appears to be less serious, in principle, since a modifica- 
tion of Salmon's conditions serves for its resolution, namely: Let us 
assume that a reference class description 'K'  is stronger than another 
reference class description 'K+ '  if and only if 'K'  logically entails 'K+' ,  
but not conversely. 36 Then let us further assume as new condition (3*) 
Salmon's old condition (4), with the addition of a new condition (4*) in 
lieu of Salmon's old condition (3) as follows: 

(4*) K .  C "~ is a strongest homogeneous reference class; 

that is, the reference class description ' K .  C " '  is stronger than any other 
reference class description ' K .  C '  (where j ~ {1, 2 . . . .  , n}) such that 
x ~ K .  C.  37 The explanation of the death of an individual member i of 
class K resulting from a brain tumor, therefore, is thus only explainable 
by identifying i as a member of a strongest class K .  C m, i.e., as a member 
of the class of twenty-one year old men who have brain tumors, which is a 
broadest homogeneous reference class of the explanatorily relevant kind, 
under this modification of the frequency conception. 

It is important to observe, however, that none of these considerations 
mitigates the force of the preceding criticism directed toward the fre- 
quency criterion of statistical relevance itself. For it remains the case that 
any single trial T which belongs to a reference class K for which the 
probability of the occurrence of attribute A is #0  and # 1 will likewise 
belong to innumerable subclasses K .  C j of K and, indeed, T itself will 
necessarily belong to some subclass K* of K such that P(K*, A) -- 0 or 
= 1, which, on Salmon's own criteria, requires that trial T be assigned to 
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K*, so long as K* is a broadest (or a strongest) ultimate subclass of a 
homogeneous partition of the original class K. In effect, therefore, those 
properties that differentiate trial T as a member of class K from all other 
trial members of that class establish the basis for effecting a homogeneous 
partition of that class, a partition for which the probability for attribute A 
within every one of its ultimate subclasses (whether strongest o r  not) is 
= 0 or = 1, necessarily. And this result itself may be viewed as reflecting a 
failure to distinguish those principles suitable for employment within the 
context of explanation from those principles suitable for employment 
within the context of prediction, promoted by (what appears to be) the 
mistaken identification of statistical relevance with explanatory rele- 
vance. 

It should not be overlooked that the properties taken to be statistically 
relevant to the occurrence of attribute A on trial T relative to the 
knowledge context Y[zt are not necessarily those that actually are statisti- 
cally relevant to that attribute within the physical world. For this reason, 
Salmon's analysis emphasizes the significance of the concepts of epistemic 
and of practical homogeneity, which, however, on Salmon's explication, 
actually turn out to be two different kinds of inhomogeneous reference 
classes, where, for reasons of ignorance or of impracticality, respectively, 
it is not possible to establish ontically homogeneous partitions for 
appropriate attributes and trials. 38 Salmon's analysis thus does not pro- 
vide an explicit characterization of the conception of reference classes 
that are believed to be homogeneous whether or not they actually are; 
nevertheless, there is no difficulty in supplementing his conceptions as 
follows: Let us assume that a reference class K is an epistemically 
homogeneous reference class with respect to attribute A for trial T within 
the knowledge context g{zt if and only if the set of statements {g{} 
accepted or believed by z at t, considerations of truth all aside, logically 
implies some set of sentences, {S}, asserting (a) that T ~ K ;  (b) that 
P(K, A ) =  r; (c) that for all subclasses K j of K to which T belongs, 
P(K ~, A ) =  r = P(K, A); and (d) that it is not the case that there exists 
some class K i D K such that P(K ~, A)  = r = P(K, A).  The satisfaction of 
conditions (a), (b), and (c), therefore, is sufficient to fulfill the epistemic 
version of the concept of an onticaily homogeneous reference class K for 
trial T with respect to attribute A, while satisfaction of (d) as well is 
sufficient to fulfill the epistemic version of the broadest homogeneous 
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reference class for T relative to A, within the knowledge context Ydzt. In 
order to differentiate this concept from Salmon's original, however, let us 
refer to this definition as the revised conception of epistemic 
homogeneity, while acknowledging the theoretical utility of both. 

3. H E M P E L ' S  R E V I S E D  R E Q U I R E M E N T  O F  M A X I M A L  

S P E C I F I C I T Y  

The conclusions that emerge from the preceding investigation of Sal- 
mon's own analysis of statistical explanation support the contention that, 
on the frequency criterion of statistical relevance, statistical explanations 
are only statistical relative to a knowledge context Y(zt, i.e., as the matter 
might be expressed, "God would be unable to construct a statistical 
relevance explanation of any physical event, not as a limitation of His 
power but as a reflection of His omniscience". 39 It is therefore rather 
intriguing that Salmon himself has strongly endorsed this conclusion as a 
criticism of Hempel 's  account of statistical explanation, for as the follow- 
ing considerations are intended to display, the fundamental difference 
between them is that Hempel's explicit relativization of statistical expla- 
nations to a knowledge context Y~zt, as it were, affirms a priori what, on 
Salmon's view, is a posteriori true, namely: that for probabilities r such 
that 0 ~ r ¢ 1, the only homogeneous reference classes are epistemically 
homogeneous. What Salmon's criticism fails to make clear, however, is 
that this difficulty is a necessary consequence of adoption of the frequency 
criterion of statistical relevance for any non-epistemic explication of 
explanation, including, of course, Salmon's own ontic explication. Addi- 
tionally, there are at least two further important issues with respect to 
which Hempel's analysis and Salmon's analysis are distinctive, in spite of 
their initial appearance of marked similarity. 

In order to establish the soundness of these claims, therefore, let us 
consider the three principal ingredients of Hempel's epistemic explica- 
tion. First, Hempel introduces the concept of an i-predicate in Y~zt which, 
in effect, is any predicate 'Fm' such that a sentence 'Fmi ' asserting the 
satisfaction of ' F "  by the individual i belongs to Y{zt, regardless of the 
kind of property that may be thereby designated. 4° He then proceeds to 
define statistical relevance as follows: 
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'Fm' will be said to be statistically relevant to 'Ai'  in Ylzt if (1) ' F "  is an/-predicate that 
entails neither 'A '  nor ' - A '  and (2) Ylzt contains a lawlike sentence 'P(F", A ) =  r' 
specifying the probability of 'A '  in the reference class characterized by 'F" .41  

Insofar as sentences of the form, 'P(F "~, A ) =  r', are supposed to be 
lawlike, it is clear that, on Hempel's analysis, (a) their reference class 
descriptions must be specified by means of permissible predicates and (b) 
these sentences are to be understood as supporting subjunctive (and 
counterfactual) conditionals. 42 Salmon likewise assumes that the limiting 
frequency statements that may serve as a basis for statistical explanations 
are lawlike, although the theoretical justification for attributing counter- 
factual (and subjunctive) force to these sentences should not be taken for 
granted, since it may entail the loss of their extensionality. 43 

The condition that the knowledge context Ylzt contain a set of proba- 
bility statements, of course, might be subject to criticism on the grounds 
that it requires Yfzt to contain an enormous number of lawlike sen- 
tences. 44 This objection lacks forcefulness, however, when the following 
are considered, namely: 

(i) the sentences belonging to Y[zt are accepted or believed by z at t, i.e., 
they represent what z takes to be the case; 

(ii) this set of sentences, therefore, may be believed to be exhaustive 
with respect to attribute A and trial T, whether that is actually true or not; 
and, 

(iii) presumably, this explication is intended to specify the conditions 
that must be fulfilled in order to provide an adequate explanation relative 
to a specified knowledge context without presuming that these conditions 
are always (or even generally) satisfied. 

Second, Hempel defines the concept of a maximally specific predicate 
'M' related to 'Ai'  in Ydzt where 'M'  is such a predicate if and only if (a) 
'M' is logically equivalent to a conjunction of predicates that are statisti- 
cally relevant to 'Ai '  in ~lzt; (b) 'M' entails neither 'A '  nor ' - A ' ;  and, (c) 
no predicate expression stronger than 'M' satisfies (a) and (b), i.e., if 'M' 
is conjoined with a predicate that is statistically relevant to 'Ai'  in Y{zt, 
then the resulting expression entails 'A '  or ' - A '  or else it is logically 
equivalent to ' M ' .  45 T h u s ,  for outcome A on trial T, 'M'  is intended to 
provide a description of that trial as a member of a reference class K 
determined by the conjunction of every statistically relevant predicate 
' F " '  of trial Twith respect to outcome A, i.e., 'M'  is the conjunction of all 
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and only the statistically relevant/-predicates (or the negations of such 
/-predicates) satisfied by trial T in Y{zt. 

Third, Hempel formulates the revised requirement of maximal specific- 
ity as follows: An argument 

P(F, A )  = r 

(VII) Fi 
Jr J, 

Ai  

where r is close to 1 and all constituent statements are contained in Y{zt, 
qualifies as an explanation of the fact that i, a member of the reference 
class F, is also a member of the attribute class A, within the knowledge 
context Y{zt, only if: 

(RMS*) For any predicate, say 'M', which either (a) is a maximally 
specific predicate related to 'Ai '  in Y{zt or (b) is stronger than 
'F'  and statistically relevant to 'Ai '  in ~zt,  the class Y{ 
contains a corresponding probability statement, 'P(M, A) = 
r', where, as in (VII), r =P(F,  A ) .  46 

Since a predicate expression 'U '  is stronger than a predicate expression 
'F i' if and only if 'U '  entails but is not entailed by ' F ' ,  moreover, a 
.predicate which is logically equivalent to the conjunction of a maximally 
specific predicate 'M' and any other i-predicate 'F k' such that 
P ( M .  F k, A )  = r will entail that maximally specific predicate 'M' itseff 
and will presumably satisfy condition (b) of (RMS*). 

The motivation of Hempel's introduction of a requirement of this kind, 
let us recall, was the discovery that statistical explanations suffer from a 
species of explanatory ambiguity arising from the possibility that an 
individual trial Tmight belong to innumerable different reference classes 
K 1, K 2, . . .  for which, with respect to a specific attribute A, the prob- 
abilities for the occurrence of that outcome may vary widely, i.e., the 
reference class problem for single case explanations. In particular, Hem- 
pel has displayed concern with the possibility of the existence of alterna- 
tive explanations consisting of alternative explanans which confer high 
probabilities upon both the occurrence of an attribute A and its non- 
occurrence - A ,  relative to the physical world itself or a knowledge 
context ff{zt, a phenomenon which cannot arise in the case of explanations 
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involving universal rather than statistical lawlike statements. 47 However, 
it is important to note that there are two distinct varieties of explanatory 
ambiguity, at least one of which is not resolved by Hempel's maximal 
specificity requirement. For although Hempel provides a unique value 
solution to the single case problem (which entails a resolution to the 
difficulty of conflicting explanations which confer high probabilities upon 
their explanandum sentences), Hempel's approach does not provide a 
unique description solution to the reference class problem, a difficulty 
which continues to afflict his conditions of adequacy for explanations 
invoking universal or statistical lawlike statements within an epistemic or 
an ontic context. Hempel's explication, therefore, appears to afford only 
a restricted resolution of one species of statistical ambiguity, which, 
however, does not provide a solution to the general problem of explanat- 
ory ambiguity for explanations of either kind. For explanations involving 
universal laws as well as statistical laws continue to suffer from the 
difficulties that arise from a failure to contend with the problem of 
providing a unique description solution for single case explanations. 

Hempel resolves the problem of statistical ambiguity, in effect, by 
requiring that, within a knowledge context Y{zt as previously specified, 
the occurrence of outcome attribute A on trial T is adequately explained 
by identifying a reference class K such that (a) T~ K; (b) P(K, A ) =  r; 
and, (c) for all subclasses K j of K to which T belongs, P(K j, A)  = r = 
P(K, A); but he does not require as well that (d) it is not the case that 
there exists some class K; D K such that P(K i, A)  = r = P(K, A).  For on 
the basis of condition (b) of (RMS*), if, for example, the probability for 
the outcome death D within the reference class of twenty-one year old 
men who have tuberculosis K is equal to r and the probabilities for that 
same outcome within the reference classes K .  F 1, K .  F 1. F 2 . . . .  of 
twenty-one year old men who have tuberculosis K and who have high 
blood pressure F 1, or who have high blood pressure F ~ and have blue eyes 
FZ, . . .  are likewise equal to r, then the explanation for the occurrence of 
death for an individual who belongs not only to class K but to class K .  F ~ 
and to class K .  F 1 • F 2 and so on is adequate, regardless of which of these 
reference classes is specified by the explanans in that s ing le  case .  48 Conse- 
quently, on Hempel's explication, there is not only no unique explanation 
for the occurrence of such an explanandum outcome but, if the density 
principle for single trial descriptions is sound, there may be an infinite 
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number of adequate explanations for any one such explanandum, on 
Hempel's explication. And this surprising result applies alike for explana- 
tions invoking laws of universal form, since if salt K dissolves in water A 
as a matter of physical law (within a knowledge context or without), then 
table salt K .  F I dissolves in water, hexed table salt K .  F a • F 2 dissolves 
in water . . . .  as a matter of physical law as well; so if a single trial involves 
a sample of hexed table salt an adequate explanation for its dissolution in 
water may refer to any one of these reference classes or to any others of 
which it may happen to belong, providing only that, for all such properties 
F;, it remains the case that all members of K .  F i possesses the attribute A 
as a matter of physical law. 

Comparison with Salmon's explication suggests at least two respects in 
which Hempel's explication provides theoretically objectionable condi- 
tions of adequacy. The first, let us note, is that Hempel's requirement of 
maximal specificity (RMS*) does not incorporate any appropriate rele- 
vance criteria that would differentiate statistically relevant from statisti- 
cally irrelevant properties in the sense of principle (II*). For Hempel has 
defined the concept of statistical relevance so generally that a property F 
such that there exists some probability r with respect to the attribute A 
where P(F i, A ) = r necessarily qualifies as 'statistically relevant' indepen- 
dently of any consideration for whether or not there may exist some class 
K such that K ~ F i and P(K, A )  = r = P(F,  A); in other words, Hempel's 
concept of statistical relevance is not a relevance requirement of the 
appropriate kind. 49 In order to contend with this difficulty, therefore, 
major revision of Hempel's definition is required along the following 
lines: 

' F "  will be said to be statistically relevant to 'Ai '  relative to 
'K' in Y{zt if and only if (1) ' F "  and 'K' are/-predicates that 
entail neither 'A '  nor ' - A ' ;  (2) Y{zt contains the lawlike 
sentences, 'P(K . F m, A )  = r ~' and 'P(K . - F " ,  A) = ~' ;  and, 
(3) the sentence, 'r g ~ r/', also belongs to Y{zt. 

The second is that Hempel's explication of explanation is incapable of 
yielding a unique description solution to the single case problem because 
it is logically equivalent to the revised concept of epistemic homogeneity, 
i.e., the epistemic version of the concept of an ontically homogeneous 
reference class, rather than the epistemic version of the concept of a 
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broadest homogeneous reference class. There appears to be no reason, in 
principle, that precludes the reformulation of Hempel's requirement so 
as to incorporate the conditions necessary for fulfilling the desideratum of 
providing a unique description solution (for arguments having the form 
(VII) previously specified) as follows: 

(RMS**) For any predicate, say 'M', such that 'M' is a maximally 
specific predicate related to 'Ai' in ~zt, if 'M' is stronger than 
'F', then for any predicate 'J' implied by 'M' that is not 
implied by 'F', 'F'  implies a predicate 'H'  such that 'H'  
screens-off 'J '  from 'Ai' in ~zt, where ~zt  contains a corres- 
ponding probability statement, 'P(M, A)=r' ,  and, as in 
(VII), r = P(F, A). 

Condition (RMS**), therefore, not only requires that any property of 
trial T that is statistically relevant to 'A'  but nevertheless not explanator- 
ily relevant must be excluded from an adequate explanation of that 
outcome on that trial in ~zt, but also requires that trial T be assigned to 
the broadest homogeneous reference class of which it is a member, in the 
sense that 'F' is the weakest maximally specific predicate related to 'Ai' in 
~[zt. Moreover, on the reasonable presumption that the definition of a 
maximally specific predicate precludes the specification of reference 
classes by non-trivial disjunctive properties, i.e., disjunctive properties 
that are not logically equivalent to some non-disjunctive property, these 
conditions actually require that trial T be assigned to the strongest 
homogeneous reference class of which it is a member. From this point of 
view, therefore, the reformulation of Hempel's requirement appears to 
provide a (strongest) unique description solution as well as a unique value 
solution to the single case problem within the spirit of Hempel's explica- 
tion. 

The revised formulation of Hempel's requirements (incorporating 
appropriate relevance conditions and (RMS**) as well) and the revised 
formulation of Salmon's requirements (incorporating his original condi- 
tions (1), (2), and (3"), together with new condition (4*) as well), of 
course, both accommodate the naive concept of scientific explanation to 
the extent to which they satisfy the desideratum of explaining the 
occurrence of an outcome A on a single trial T by citing all and only 
relevant properties of that specific trial. Neither explication, however, 
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fulfills the expectation that a property F is explanatorily relevant to 
outcome A on trial Tif and only if Fis  causally relevant to outcome A on 
trial T, so long as they remain wedded to the frequency criterion of 
statistical relevance. Nevertheless, precisely because Hempel's explica- 
tion is epistemic, i.e., related to a knowledge context Y~zt that may contain 
sentences satisfying the conditions specified, it is not subject to the 
criticism that the only adequate explanations are non-statistical, i.e., 
those for which probability r = 0 or r = 1. On the other hand, it is subject 
to the criticism that there are no non-epistemic adequate explanations for 
which probability r # 0  and r #  1, i.e., there are no ontic (or true) 
statistical explanations. As it happens, this specific criticism has been 
advanced by Alberto Coffa, who, while arguing that Hempel's epistemic 
explication is necessitated by (1) implicit reliance upon the frequency 
interpretation of physical probability, in conjunction with (2) implied 
acceptance of a certain 'not unlikely' reference class density principle, 
unfortunately neglects to emphasize that Salmon's ontic explication is 
similarly afflicted, precisely because the fatal flaw is not to be found in the 
epistemic-ness of Hempel's explication but rather in reliance on the 
frequency criterion of statistical relevance for any ontic explication. 5° 

If Coffa's argument happens to be sound with respect to Hempel's 
rationale, then it is important to observe that, provided (I) is satisfied and 
(2) is true, there are, in principle, no non-epistemic adequate explanations 
for which probability r # 0 and r # 1; that is, an epistemic explication is 
not only the only theoretically adequate kind of an explication, but an 
explication remarkably similar to Hempel's specific explication appears 
to be the only theoretically adequate explication. So if it is not the case that 
an epistemic explication of the Hempel kind is the only theoretically 
adequate construction, then either (1) is avoidable or (2) is not true. 
Intriguingly, the density principle Coffa endorses, i.e., the assumption 
that, for any specific reference class K and outcome A such that trial 
TeK,  there exists a subclass K i of K such that (i) T e K  ~, and (ii) 
P(K i, A ) # P ( K ,  A), is demonstrably false, since for all subclasses K ~ 
such that K ~ K ~ and K i ~_ K, this principle does not hold, i.e., it does not 
apply to any homogeneous reference class K, whether or not T is the only 
member of Kfl I Insofar as every distinct trial is describable, in principle, 
by a set of permissible predicates, {F"}, such that that trial is the solitary 
member of the kind K* thereby defined, however, evidently Coffa's 
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density principle is not satisfied by even one single trial during the course 
of the world's history. Coffa's principle is plausible, therefore, only so 
long as there appear to be no homogeneous reference classes; once the 
existence of reference classes of kind K* is theoretically identified, it is 
obvious that this density principle is false. Nevertheless, another density 
principle in lieu of Coffa's principle does generate the same conclusion, 
namely: the density principle for single trial descriptions previously 
introduced. Coffa has therefore advanced an unsound argument for a true 
conditional conclusion, where, as it happens, by retaining one of his 
premisses and replacing the other, that conclusion does indeed follow, 
albeit on different grounds. 

In his endorsement of Coffa's contentions, Salmon himself explicitly 
agrees that, on Hempel's explication, there are no non-epistemic ade- 
quate explanations for which probability r ~ 0 and ~ 1; thus he observes, 
"There are no homogeneous reference classes except in those cases in 
which either every member of the reference class has the attribute in 
question or else no member of the reference class has the attribute in 
question". 52 With respect to his own explication, by contrast, Salmon 
remarks, "The interesting question, however, is whether under any other 
circumstances K can be homogeneous with respect of A - e.g., if one-half 
of all K are A".53 It is Salmon's view, in other words, that Hempel's 
position entails an a priori commitment to determinism, while his does 
not. But the considerations adduced above demonstrate that determin- 
ism is a consequence attending the adoption of the frequency criterion of 
statistical relevance alone, i.e., determinism is as much a logical implica- 
tion of Salmon's own position as it is of Hempel's. This result, moreover, 
underlines the necessity to draw a clear distinction between statistical 
relevance and causal relevance; for, although it is surely true that two 
distinct events are describable, in principle, by different sets of permissi- 
ble predicates, it does not follow that they are necessarily not both 
members of a causally homogeneous reference class K for which, relative 
to attribute A,  P(K, A ) =  r where 0 ~  r ~ 1, even though, as we have 
ascertained, they may not both be members of some statistically 
homogeneous reference class K* for which, with respect to attribute A, 
P(K*,  A )  = r, where 0 ~ r ~ 1. Although it is not logically necessary a 
priori that the world is deterministic, therefore, adoption of the frequency 
criterion of statistical relevance is nevertheless sufficient to demonstrate 
determinism's truth. 
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When the reformulated versions of Salmon's and Hempel's explica- 
tions which entail assigning each singular t.rial T to the 'strongest' 
homogeneous reference class K of which it is a member (with respect to 
attribute A) are compared, the revised Hempel explication provides, in 
effect, a meta-language formulation of the revised Salmon object- 
language explication, with the notable exception that the Hempel-style 
explication envisions explanations as arguments for which high probabil- 
ity requirements are appropriate, and the Salmon-style explication does 
not. The issue of whether or not explanations should be construed as 
arguments is somewhat elusive insofar as there is no problem, in princi- 
ple, in separating explanation-seeking and reason-seeking varieties of 
inductive arguments, i.e., as sets of statements divided into premises and 
conclusions, where the premises provide the appropriate kind of grounds 
or evidence for their conclusions. 54 But however suitable a high probabil- 
ity requirement may be relative to the reason-seeking variety of inductive 
argument, there appear to be no suitable grounds for preserving such a 
requirement relative to the explanation-seeking variety of inductive 
argument in the face of the following consideration, namely: that the 
imposition of a high probability requirement between the explanans and the 
explanandum of an adequate explanation renders the adequate explana- 
tion of attributes that occur only with low probability logically impossible, in 
principle. 55 Indeed, it appears altogether reasonable to contend that no 
single consideration militates more strongly on behalf of conclusive 
differentiation between 'inductive arguments' of these two distinct var- 
ieties than this specific consideration. 

The theoretical resolution of these significant problems, therefore, 
appears to lie in the direction of a more careful differentiation between 
principles suitable for employment within the explanation context 
specifically and those suitable for employment within the induction 
context generally. The problem of single case explanation, for example, 
receives an elegant resolution through the adoption of the propensity 
interpretation of physical probability; for on that explication, 

(VIII) P*(E, A) = r = of the strength of the dispositional tendency 
for any experimental arrangement of kind 
E to bring about an outcome of kind A on 
any single trial equals r; 

where, on this statistical disposition construction, a clear distinction 
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should be drawn between probabilities and frequencies, insofar as fre- 
quencies display but do not define propensitiesf 6 The propensity criterion 
of causal relevance, moreover, provides a basis for differentiating 
between causal and inductive relevance relations; for, on the propensity 
analysis, a property F is causally relevant to the occurrence of outcome A 
with respect to arrangements of kind E if and only if: 

(IX) P*(E . F, A )  # P*(E . -F ,  A )  ; 

that is, the strength of the dispositional tendency for an arrangement of 
kind E • F to bring about an outcome of kind A differs from the strength 
of the dispositional tendency for that same outcome with an arrangement 
of kind E • - F  on any single trial. By virtue of a probabilistic, rather than 
deductive, connection between probabilities and frequencies on this 
interpretation, it is not logically necessary that probabilities vary if and 
only if the corresponding frequencies vary; but that 

(X) P(E  . F, A ) # P(E  . -F ,  A ) ; 

i.e., that long (and short) run frequencies for the attribute A vary over 
sets of trials with experimental arrangements of kind E • F and E • -F ,  
nevertheless, characteristically will provide information which, although 
neither necessary nor sufficient for the truth of the corresponding proba- 
bility statement, may certainly qualify as inductively relevant to the truth 
of these propensity hypothesesfl 7 

On the propensity conception, it is not the case that every distinct trial 
T must be classified as a member of a causally homogeneous reference 
class {K*} of which it happens to be the solitary member merely because T 
happens to be describable by a set of permissible predicates {F"} such that 
T is the only member of the corresponding statistically homogeneous 
reference class. Consequently, a single individual trial T may possess a 
statistical disposition of strength r to bring about the outcome A (a) 
whether that trial is the only one of its kind and (b) whether that outcome 
actually occurs on that trial or not. On this analysis, the question of 
determinism requires an a posteriori resolution, since it is not the case 
that, on the propensity criterion of causal relevance, any two distinct trials 
are therefore necessarily trials of two different causally relevant kinds. 
And, on the propensity criterion of causal relevance, it is not the case that 
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the only adequate explanations for which the probability r ~ 0 and # 1 are 
invariably epistemic; for a set of statements satisfying the revised Salmon 
conditions (1)-(4") or the corresponding revised Hempel conditions (in 
their ontic formulation) will explain the fact that x, a member of K, is also 
a member of A, provided, of course, those sentences are true. 58 For both 
explications, thus understood, may be envisioned as fulfilling the theoret- 
ical expectations of the naive concept of scientific explanation, where the 
only issue that remains is whether or not, and, if so, in what sense, 
statistical explanations should be supposed to be inductive arguments of a 
certain special kind. 

Perhaps most important of all, therefore, is that Reichenbach's fre- 
quency interpretation of physical probability, which was intended to 
resolve the problem of providing an objective conception of physical 
probability, has indeed contributed toward that philosophical 
desideratum, not through any demonstration of its own adequacy for that 
role, but rather through a clarification of the conditions that an adequate 
explication must satisfy. For the arguments presented above suggest: 

(a) that the concept of explanatory relevance should be explicated 
relative to a requirement of causal relevance; 

(b) that the requirement of causal relevance should be explicated 
relative to a concept of physical probability; and, 

(c) that the concept of physical probability should be explicated by 
means of the single case propensity construction; 59 and, moreover, 

(d) that the concept of inductive relevance should be explicated relative 
to a requirement of total evidence; 

(e) that the requirement of total evidence should be explicated relative 
to a concept of epistemic probability; and, 

(f) that the concept of epistemic probability should be explicated, at 
least in part, by means of the long run frequency construction. 6° 

If these considerations are sound, therefore, then it is altogether 
reasonable to suppose that the recognition of the inadequacy of the 
frequency conception as an explication of physical probability may 
ultimately contribute toward the development of an adequate explication 
of epistemic probability, where the frequency criterion of statistical 
relevance is likely to fulfill its most important theoretical role. 

University of Kentucky 
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