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Konzentrierung analytischer Daten als Teil
der Datenverarbeitung in der Spurenelementanalyse

Zusammenfassung. Die statistische Beurteilung von
Daten der Spurenelementanalyse war lange Zeit durch
das Gesetz der Fehler-Normalverteilung geprisgt, wel-
ches auf der Annahme einer GauBBschen Normalvertei-
lung beruht. Wird der analytische Fehler der Konzen-
trationsbestimmung von Spurenelementen vernachlés-
sigbar klein gegeniiber den tatsichlichen Schwankun-
gen in der Natur, dann werden schiefe Verteilungen
hdufig wichtiger als Normalverteilungen. Eine gute
Niherung ist oft, allerdings nicht immer, die Lognor-
malverteilung. Der Spurenanalytiker iibersicht hiufig
auch heute noch, vor Beginn der eigentlichen Daten-
beurteilung den Typ der vorliegenden Héiufigkeits-
verteilung seines Datensatzes zu untersuchen.

Die Datenkonzentrierung erfolgt in der hiesigen
Zentralabteilung routineméBig vor allem mit den Pro-
grammen ZCH-2 und ZCH-3/1. Darin wird der Typ
der Datenverteilung a) durch Zeichnen der Histo-
gramme, Aufiragung als Hazens Gerade in Wahr-
scheinlichkeitskoordinaten fiir Normal- und Lognor-
malverteilung, den Kolmogorov-Smirnov- und Cra-
mer-van-Mises-Anpassungstests sowie Schiefe und Wol-
bung beurteilt. Bei Quasi-Normalverteilungen kénnen
b) AusreiBer durch den -, Nalimovs r-, Grubbs- und
Dixon-Test eliminiert werden. Zentralwerte zur Loka-
lisierung des Datenkollektives sind ¢) arithmetisches,
geometrisches und harmonisches Mittel sowie Median.
Die Streuung um die Mittelwerte wird durch d) Varianz,
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Standardabweichung fiir Einzelwert sowie Mittel, re-
lativen Variationskoeffizienten, geometrische Stan-
dardabweichung, Bereich und 80 % Interdezil-Bereich
charakterisiert. Zusitzlich werden Vertrauensbereiche
fiir das arithmetische und geometrische Mittel und den
Median berechnet.

Als typische Probleme der Datenkonzentrierung
werden die Abweichungen von der Normalverteilung,
ein Vergleich verschiedener Mittelwerte untereinander,
die Fliminierung von Ausreillern, die Behandlung von
Konzentrationen unterhalb der Nachweisgrenze sowie
Homogenitit und Heterogenitit der Datenkollektive
behandelt. Dies wird an Datenreihen aus fritheren Un-
tersuchungen eines der Verfasser iiber Spurenelement-
konzentrationen in der Luft, den Bleigehalt in Zahn-
stein, die Auslaugung toxischer Schwermetalle aus
Keramikgeschirr und Gamma-Dosisleistungen aus
einem Gebiet der Bundesrepublik mit hoherer natir-
licher Untergrundradioaktivitit erldutert.

Als wesentliches Ergebnis soll die Arbeit dazu bei-
tragen, da3 der Spurenanalytiker das ,,Mysterium der
Normaiverteilung® iiberwindet und die Behandlung
schiefer Datenverteilungen sowohl in das Repertoire
seiner Routineuntersuchungen als auch in sein analy-
tisches Denken aufnimmt. Um einen groBeren Kreis
von Spurenanalytikern anzusprechen, ist die Darstel-
lung elementar gehalten.

Summary. Statistical data evaluation in trace element
analysis was mainly influenced by the Normal Law of
Error, which is based on the assumption of a Gaussian
normal distribution. Supposing that the analytical
error of the trace element concentration is negligibly
small compared with its true variations in nature,
skew distributions may become more important than
normal ones. Often, but not always, the lognormal
distribution is a good approximation of the skew
distribution. Careful investigation of the type of distri-
bution before starting data evaluation in trace element
analysis is still frequently overlooked today.

In this Department, data concentration is per-
formed on a routine basis by two programmes ZCH-2
and ZCH-3/1. They include a) investigation of the type
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of distribution by drawing the histogrammes, prob-
ability plot for normal and lognormal distribution
as Hazen’s straight lines, Kolmogorov-Smirnov- and
Cramer- van Mises goodness-of-fit tests as well as
skewness and kurtosis. Outliers of the normal distribu-
tion can be eliminated b) by ¢-, Nalimov’s r-, Grubb’s-
and Dixon’s tests. ¢) As central values for data location,
the arithmetic, geometric, and harmonic means and
median are calculated. d) The dispersion around the
mean is characterized by variance, standard deviation
of a single value as well as the mean, relative co-
efficient of variation, mean deviation from the arithme-
tic mean, geometric standard deviation, range and 80 9
inter-decile range. Confidence intervals are given for
the arithmetic mean, geometric mean and median.

Typical problems of data concentration are the
deviation from the normal distribution, comparison
of different mean values, outlier elimination, concen-
trations below detection limit, homogeneity and het-
erogeneity of the data sample. They are discussed for
examples of data series from one of the author’s
laboratories, e.g. trace element concentrations in
air, lead content in dental calculus, toxic heavy metal
leaching from ceramic ware and gamma dose rates
from an area of higher natural radioactivity in the
Federal Republic of Germany.

As a conclusion, it is emphasized that the trace
element analyst should overcome the “Mystery of
the Normal and Quasi-normal Distribution’ and in-
clude skew data distributions and their statistical treat-
ment into his repertoire of routine procedures as well
as in his way of thinking.

Key words: Spurenanalyse; Datenkonzentrierung, Da-
tenverarbeitung

1. Introduction

For a decade it has been realized [25, 26, 28, 30c¢, 30d,
33, 35, 38, 40, 41} that the main topics for future
development in trace clement analysis might be sam-
pling [34], sample preparation [13] including ashing [23]
and dissolution, data processing and evaluation rather
than new methods for preconcentration, separation
and physical measurement (Table 1).

With respect to data processing and evaluation, training courses
have been organized since 1970, together with Professor Dr. G.
Gotischalk, in the author’s laboratory at GSF-Neuherberg (8, 27,
30a]. They have been concerned mainly with elementary statistics,
simple data reduction, variance and regression analysis together with
a careful estimation of the reliability of the analytical results and their
corresponding analytical methods. In most of these cases, the data

distributions have been of the normal or approximated Gaussian
normal type.

In the meantime, large series of trace eclement
concentrations, contents and radioactivities have been
analysed |26, 30¢, 32, 37, 38, 40, 43). The concentration
of these data into a few characteristic statistics was
inevitable, in order to evaluate and compare the large
amount of data from environmental, biological, and
geochemical materials and from intercomparison runs,
After a few initial failures, however, it was recognized,
how important it is, before starting the concentration or
reduction of the data, to carefully investigate the type of
distribution, the homogeneity of the data sample and to
homogenize heterogeneous samples. Logarithmic or
other skew distributions, which can be approximated
by a lognormal distribution, have been observed more
often than the Gaussian normal distribution. This has a
strong influence on selecting the appropriate pro-
cedures for data concentration [29, 30a, 30b, 30e, 301].

In the following, firstly some fundamentals on
statistical data concentration are given, secondly the
routine computer programme ZCH-3/1, which is in use
since two years at the Central Department for Chemical
Analysis at Jiilich, is discussed [36]. In the third part,
typical problems arising in data concentration are
presented in an elementary way, in order to also
convince the trace analyst, who is not familiar with
statistical methods. Speciai consideration is given to the
type of distribution and its location rather than to its
dispersion.

An introduction to statistical data evaluation can be found in
{3—-5, 7, 9, 10, 15, 16, 18—22, 24, 27). Data concentration or
reduction is treated especially in [1, 10, 42], distribution-free statistics
and order statistics in [2, 10, 22, 36].

2. Statistical Background
2.1 Data Processing

In the general scheme of trace element analysis according to Table 1,
the physical measurement produces the analytical signal, which is a
function of concentration, content or radioactivity of the component
to be determined in the material sample under investigation {24, 28].
The signal is nsually transformed within the measuring instrument by
analog or digital procedures into numerical values.

These fundamental analytical raw data have to be
transformed in ‘several ways. 1) The results form the
data sample. 2) They are converted into concentrations,
contents or activity values. 3) Repeated measurements
have to be carried out under exactly the same condi-
tions in order to increase their precision. These data
have to be concentrated into a mean value and its dis-
persion is determined. 4) The accuracy of this mean
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Table 1. General approach of trace element analysis [25, 26, 41)

Definition of the question to be answered
. Sampling

. Sample preparation

. Ashing

. Dissolution

. Preconcentration

. Separation

. Preparation of measuring sample

[ S e A I I e

. Physical measurement of the analytical signal
— integral
— spectral
— calibration

9. Data processing
10. Data evaluation
11. Quality control

Answering the question

value is estimated according to different calibration
methods. 3) and 4) together represent the total error of
the analytical data. Large data series of concentrations,
contents or radioactivities are obtained within bio-
logical, medical, geochemical and environmental sys-
tems as well as in intercomparison runs. 5) They are
concentrated into a few statistics, which characterize
the whole data sample and are utilized for evaluation
and comparison with similar series of measurements.
The total analytical error of the data is assumed to be
negligibly small compared to the natural variations,
as a first approximation.

From this it becomes obvious, that two different
types of data concentration are relevant, which differ in
the type of distribution involved and, therefore, in the
procedures. In 3) usually a normal distribution can be
assumed, where the arithmetic mean %, standard de-
viation s or the relative variation coefficient ¥, charac-
terize the whole data sample [4, 5, 7—9, 14—16]. With
respect to 5), when the Gaussian normal distribution is
not valid, data concentration becomes more complex.
This shall be demonstrated in the following instance.

2.2 Data Sample

As an example for a series of different and large data
samples, air dust data from the northern border of
Munich, measured by one of the authors together with
his coworkers from GSF between 1971 and 1976 shall
be considered.

Air dust has been collected as daily 24h samples on milllipore
filters EAWP 047 (2.7 cm diameter, 1 pm porosity) at an altitude of
5m above ground level at GSF, Neuherberg, about 110 m east of

Fresenius Z. Anal. Chem., Band 306 (1981)

BundesstraBe B13 in front of the Department for Radiation
Protection [32].

The daily air dust samples have been analysed for the air dust by
weighing, for the ash content by oxygen plasma ashing and for the
element contents of lead, cadmium, zinc and calcium by atomic
absorption spectrometry [43). In addition, several meteorological
parameters such as wind direction, wind speed and precipitation have
been measured. The absolute amounts have been related to the
volume of air, to the dust weight and to the ash weight of the dust.
This results in daily concentrations of the components in air, contents
in air dust and ash of dust. They amount together with the
meteorological parameters to about 17,000 data per year. Table 2
presents a part of these data in form of a table. It is obvious, that this
enormous amount of data cannot be assessed by simply reading the
computer outputs.

The graphical representation of the individual val-
ues in a diagram, according to Fig. 1, allows a much
better qualitative survey, from which e.g. seasonal
variations and other general trends can be easily
estimated in a qualitative manner. It is remarkable, that
Fig. 1 concentrates as many as about 6,100 individual
measurements in one single diagram.

2.3 Data Concentration

For a quantitative treatment, the huge amount of data,
even within the graphical representation, has to be
concentrated before further evaluation can b€ made.
Instead of data “concentration”, sometimes the term
data “reduction” is used. The authors, however, prefer
“concentration”, because it is more characteristic of
this operation than “reduction”.

The usual way is to compare the annual or monthly
arithmetic means X, together with the corresponding
standard deviation s or the relative variation coefficient
V,, either as a table (Table3) or as a block diagram
(Fig. 2). The mean values in the table allow a quanti-
tative survey over the large data material, whereas from
the diagram a general qualitative trend is more easily
seen. It was already mentioned that X, s and V, are
appropriate only in the case of a Gaussian normal dis-
tribution. If this is not fulfilled, Table 3 as well as Fig. 1
will be incorrect!

In general, each analytical data sample, which
belongs to a statistically homogeneous population, can
be concentrated into a few statistics, which characterize
the main properties of the sample without presenting
every single value. The sample, regardless of its type of
distribution, can be characterized by the

a) location of* the centre of gravity of the data
(central or mean value),

b) deviation from this central value (dispersion) and

¢) shape of sample distribution.
The

“d) type of distribution has to be estimated in order
to allow correct estimate of a) and b). Furthermore,



ol

18

| Data in Trace Element Analys

1ca

f Analyti

ion o

at

B. Sansoni et al.: Concentr:

IR R
BN
v

ERY

13tay
18!

zatay gzec?
!

wa0ta
Ed0's.

2056
tetes

LT e T P S

<
gorac
IRy
1

«
5080
5050
p0dia

Bt b e b b B e P 1

-
satel
siste
7o'
v

1

1270y 9397t

izt 03971
v oo

ik i
firar Seetee £
fover oseiee 20
< 113 M“n
2
0y €0 3
¢it (e “
060 Y~ e
wi'e o
R ol
fitio ne
i
58
b0
e
i . : i
ek : Loty

2018

5002
ote
600°u
R

seytae
prisiie

EEERE I VIS STy 1 6iG 00’0 rrte cantie 3o
uajeq suas ’ . PrEtaR . 15e & a 1
.3253.#: (544 wdd pun pp wdd voopal *4) (gu/P> Eu Ysopal .ns\!} 9320 8405 | (3guy wid pun pp wad yanpaf ‘) o EEE ] IR0 11g 3masy ®Wary 1319
3 3301 15p 3TRyen 1I0T 298 UT WGTIEIIuRzUGY WhaTa  -yhorarozian 3377 a3 atvysy
Uz3ea Bus {350y wad pun gy wdd yaopa( (£9/85 by yaspel ¢ cu/in)
e

‘3)
~¥bcT01033ay 2307 usp aTeysn — 33ne ap UT uoTIRIIuBzUUY

-
[2€] pue [z€] 01 Surpioooe A1y
P JO UONEIJUIDUOD SY} opnjout
1ejuosaIdal [estIowny 7 ojqe],

-owomnoeds nondiosqe snwoie £q suonvuIINGp (RIS “toneydpaid ‘poads purm ‘UONOBIIP UM {ISTP IR U UINIO[ED OUIZ ‘WNTUIPED ‘pea] “‘Yse 1snp 1e ‘sn
sardures 2iep ISP Y1 'SL671 (Froq1oynaN ‘ASD) Yoruny JO IepIoq urayliou oy woyy viep m:.:oﬁmoﬁ sap Iy .EB:m BEMEOO se sapdwes eyep @.o uor




aInSy ofBuIs U0 SIY) UIYIM PATRIIUSOUOD 2T¢ BIEp [RNPIAIPUI TUSISNP 00T9 1009y (L€ ‘7€ ‘F0E] T 21GTL WOK e1ep 1sup (& Apreq "wieigep e se ofdwies vlep ) Jo uoneiussaxder owgde1n *1 30

o 934 NYE

d¥

. ¥3,3H TEND / WYHEOHITH
(=210 ANT9¥3d s el cEaIn

Be) [0 <oRIdL LSNG AIY NX WNIOTYD 40 NOTLYHLNIINGD THe T Sk A

NYP 230 AON| 00 @38 SNY  NC NOP | AW way  dvH 934 Nv! 3
Q
2z
uz
v
AILIW DIEND /7 WYAIONVN 2z
1nzo3d v - rzeoa ANEOMd -
HSY 40 AN, NI Rt 1 NI DNIZ 40 NOILYINAZNOGD e UI¥ NI WNIHOYO 40 NOTLYHLNIONOD SN AN R s e
oo ourz eno sy 0w i |_eoie o ceren v iz cssnagy s .
230 AoN NY AP NOP AVH dvw 833 N 230 AON| 0 938 on¥  Inr NAt { Avel ddY  dvd @34 NWC 230 aon Joo d3s eny  Nh NAP AW a4y ¥YH 835 NVE —
] L} ] *
] L _ o
B
- . , | v uruaiod usy 1enq 1y
73N 3ap Neyebeyosy .
(ZEEDA LS
LI 72

¥I¥ NZ WNIYID 40 NOTILYAINIINGD

J30

_ Eé h

NP NN AVH WY YR €34 NYS

PRI o
uoltepdioalg 52|l s um  daisn
/ Belyos1apeIN SPE| L PBIA L W ¢ STXY L 0 LI

5z ‘0N NOILYLS L¥ VIVANIYY 20 SINWA ANIVG

peadg puiM
7 WHBIPUIMYOSaBPUIM
03§ / WILIH

“ON NOILYLS Ly 033dS GNIN 4O SINWA ATIVO

Ll aza Aok .ue d3s  onY T NAP vl @34 N 3¢ A oo 435 anv e v @31 Nvr
er al 1 et
L] WWH 934 NVP
3329 ]
L targrn ; ; ™
1800 4V JO WUBIOT USY
nzonsa | / SOANEISHN S3P YEUSBAHDSY

e
A§NQ ATV NI HSY 40 NOT

L]

3L DT8RO 7 WYSSOHOTH
ad AI¥ NI HSY 40 NOTLVAINIINGD

£

i
192 © CBZEXA
ofsg © 22EIA
1oje2ee : C@IEMA o8
9Bs | crzzoa
8 / 90uIIH .
a s -aowaTy
MSY¥ 4D [N3ANOD WNIHOVD 891} : CisIoA

¥3L3W OTAND / HYHAONITH

ERITRIN

ol e o | LSPQ ¥TV NI HNIHQYD 40 NOTLYZLNIONOD AT¥ NI G¥31 40 NOTLYHINIONOY
230 dow Jop as oy we mor aww Hen g4 W g3 N 43 ey NN MDAV da¥ 930 Abu| Jad@  d38 SAY AN NDP ) AV v e
?4 ° J_ :gé o
' ze
u;
d z Iy urusluog isng
. 7yn sep yeyptong
ildvoern 2 ve
S e LnZ0n3d H3LIW OTEND / HYHS0NITH YALIW JTEND / WYHGONOTH 33930 - STXY A 804 LIND
. cas ez -
86°SE: (BIEA MSY 40 IN3LNDD V3 TN L W iy | c2aesARI¥ NI ONIZ 40 NOLLYLNZINOD' 58’z ' (BI04 IV N 1SN HI¥ 30 NOLLVALNBONDD . - 5z “ON NOLIVLS v NDTLOZHTQ ONIn 4O SINTWA A1I¥
Ysy 18na 4l / syosy-gneisyn 0Q AY / qneEynT v /Yy

someA Areg 0 19191 / 91 BeL N jeQ j8nQ 1y / usjeg-qneain’ Bjeg jeatboy W / ueyeq oy o




B. Sansoni et al.: Concentration of Analytical Data in Trace Element Analysis

217

Table 3. Data concentration. Location of arithmetic mean values. Annual arithmetic means X of the individual daily air dust values northern

border of Munich (GSF, Neuherberg) (from Table 2 and Fig. 1) [301]

1971 1972 1973

1974 1975 1976

Meteorological parameters:

Dust concentration (ng/m?3)
1. Northern border 62 65 64.251
2. City

Wind speed (m/s)
1. Northern border 1.74
2. City

Precipitation (mm/d)
1. Northern border 1.97
2. City

51.571 52.758 53.963
75.811 84.809
1.92 1.52 1.61
1.31 1.90
2.19 229 2.89
292 1.30

Concentrations (per m? air):

Ash of air dust (ug/m?)
1. Northern border 29.332
2. City

Pb (ug/m?)
1. Northern border 0.7)* 0.42 0.490
2. City

Cd (ng/m?)
1. Northern border 2.99
2. City

Zn (ug/m?)
1. Northern border 0.148
2. City

Ca (ng/m®)
1. Northern border (4.8)° 3.357
2. City

24.332 21.097 19.407
32.644 39.316
0.384 0.420 0.235
1.446 0.743
1.36 2.28 1.20
3.23 3.02
0.097 - 0.108 0.105
0.178 0.180
2.993 3.669 3.414
5.968 7.315

Contents (per g air dust):

Ash of air dust (%)
1. Northern border 53.4 46.338
2. City

Pb (%)
1. Northern border (1.12)* 0.776
2. City

Cd (ppm)
1. Northern border 44.561
2. City

Zn (%)
1. Northern border 0.244
2. City

Ca (%)
1. Northern border 5.151
2. City

* August-December 71
® August-November 71

e) outliers (extreme values) have to be eliminated
in order to make a “heterogeneous” sample “homo-
geneous’.

Steps a) to c) are independent of the type of
distribution. The presumption, however, is that the

46.675 39.065 36.368
0.804 0.826 0.449
2.143 0.980

23.365 42.025 23.967
45.496 37.667

0.205 0.204 0.212
0.240 0.227

5.440 6.629 6.224
7.680 8.658

data belong to one homogeneous population. The
calculation itself gives evidence, whether the sample is
heterogencous and consists of more than one data
population, which have to be separated and treated
separately. In the reverse case, a data sample can be
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Fig.2
Data concentration as block diagram of quarterly and annual

arithmetic mean values. Air dust data according to Table 3
[30f, 37]
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defined as “homogenecous” only due to statistical
reasons. This does not imply that the sample can be
considered to be “homogeneous”, also based on phys-
ical or chemical reasons, as the example given later on
in Fig. 11 shows.

The minimum size of the data sample for different
data concentration procedures according to a)—e)
depends on the procedures which are used. For a) and
b), in the case of approximately normal distributed
data, “4” is a practical number in this laboratory, when
repeating analytical determinations under the same
conditions for estimation of the precision. It seems to
be a realistic minimum for applying an outlier test,
because after elimination of one outlier, the remaining 3
data are the minimum for calculating x, s and V,. A
larger number of values would, of course, be much
better due to statistical reasons. However, manpower,
time and costs increase, whilst measuring more data.
Two determinations are, of course, better than only
one, however, if 4 are not possible, at least 3 repetitions
should be performed. Steps ¢) and d) need a much larger
number of data. For 10 to 20 intervals in the frequency
distribution histogram, at least 30 to 50 individual
values should be available; more are better.

Another major statistical problem is to infer from the random
sample, which has been discussed until now, the characteristics of the

whote universe of data, which are to be estimated. These procedures,
however, are outside the scope of this paper [3, 10, 18, 2022, 24].

2.4 Programme ZCH-3/1 (1978)
for Data Concentration

For data concentration in routine analysis at the Central Department
for Chemical Analysis at the Jiilich Centre, the programmes ZCH-2

and ZCH-3/1 (1978) have been developed for the graphical table
computer system Tektronix 4051 with 32k [11, 12, 35— 37]. It covers
the following steps and calculations (Tables 7, 9—12).

1. Data Sampling (Table 4). The n values of the variable
x; form the data sample x;, x;, X3, ... X, After
arranging them in increasing order, they are assigned
the symbol X; and therank number N Xy, X5, X5,... Xy,
where X; + x;.

2. Histogram. The programme ZCH-2 provides the
histogram of frequency distribution of the data and
also the cumulative distribution.

2. Type of Distribution. It can be evaluated visually
from the linearity of the probability plots for normal
and lognormal distribution as Hazen’s straight lines.
Moreover, the Kolmogorov-Smirnov goodness-of-fit
test gives a quantitative measure for the approxima-
tion to the normal and lognormal distribution. In addi-
tion the Cramer-von Mises test is used (Programme
ZCH-2).

4. Data Location. The programme ZCH-3/1 (Table 4)
starts again with rank ordering and draws the histo-
gram in absolute as well as in relative frequencies. It
continues with location of the centre of gravity of the
sample, and calculates different mean values: arith-
metic (X), geometric (Xs) and harmonic (¥) mean. Asa

. distribution-free estimation, the median X is given.

The definition of the median ¥ may be called to
mind: It is the middle value of the data sample, when
ranked in ascending order; this is equivalent to the 50th
percentile or the numerical value of the data with the
rank number N/2. Its great advantage in describing
skew distributions and data samples with outliers is
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Tabled. Definition of the data sample and different measures for
location of the data [36]

(Programme ZCH-3/1)

1. Data sample.
n values of the variable x are x;, x;, x4, ... X,
arranged in increasing order with the rank number N:
X, X5, X3, ... Xy, where X, + x,.
No particular type of distribution is assumed.

2. Data location

2x;
2.1. Arithmetic mean X =
n
Zlogx;
2.2. Mean of logarithms %, =
n
2.3. Geometric mean X = 107
21x;
2.4. Harmonic mean Xy =
n

2.5. Non-parametric estimation:
median
when » is odd X=Xyynn

Xz + Xovy 1

5 >

=
i

when n is even

that both ends of the distribution with outliers have no
influence on the median.

The central value of a normal distribution is the
arithmetic mean %, that of a lognormal distribution the
geometric mean Xxg.

5. Dispersion. Scattering around the central value
according to Table5 is characterized by the standard
deviation s, the relative coefficient of variation V., the
mean deviation of the arithmetic mean, and the geomet-
ric standard deviation. The range R and 809 inter-
decile range are distribution free; but use of range is
not advisable for N> 10. Examples are given in
Table 5a for the air dust data.

6. Confidence Intervals of the mean values are calcu-
lated for statistical probabilities of 95 and 99 %. Table 6
considers the confidence intervals of the arithmetic
mean, the median, the logarithmic mean and the geo-
metric mean.

7. Shape of Distribution. As a measure for skewness, the
skewness g, and for kurtosis, the kurtosis g, according
to Fisher are calculated (Table 7).

8. Outliers. According to Table8, the -, Nalimov-,
Grubbs- as well as Dixon tests are considered as outlier
tests. It should be kept in mind, that they may have
different power and eliminate a different number of
outliers. After each outlier elimination, the programme
ZCH-3/1 starts again with the original data sample to
determine the outliers for each test.

219

Table 5. Dispersion around the central value [36]

(Programme ZCH-3/1)

§ = —
(n—-1

1. Standard
deviation

2. Relative coefficient
of variation

(Rel.-%) V, =s-100/x
3. Mean deviation _
G i(x~ 3]
from the arithmetic DM = — -5
mean
4. Standard deviation 2 (log x; — X,)
of logarithms Sog = |/
(n—1)
5. Geometric standard
. deviation = antilog s,
6. Non-parametric estimates:
— Range R=Xy—X,
— 809, Inter decile
range I3ps, = 9th decile — 1st decile

3. Typical Problems of Data Concentration

3.1 Deviation from Normal Distribution

The frequency distribution histogram of the daily air
dust concentration at Neuherberg, 1975 [30f, 37], ac-
cording to Fig. 3, obviously does not have a normal
distribution. A few outliers are still not registered and
are outside the diagram. The graphical representation
as Hazen’s straight line in the probability plot fails for
normal distribution but gives good agreement for a
lognormal one (Fig. 4).

A quantitative estimation can be obtained by
applying the Chi-square test or, as within this in-
vestigation, by the Kolmogorov-Smirnov as well as the
Cramer-von Mises test. A test-statistics is calculated
and compared with a tabulated value, which is a
function of the number N of data. The results in Table 9
confirm the qualitative impression, which is given in
Fig. 4 by the probability plots. The data are in excellent
agreement with lognormal distribution, but do not
fulfil the Gaussian normal distribution.

Skew or logarithmic distributions in environmen-
tal, biological, and medical sciences or geochemistry are
more often observed than the Gaussian normal distri-
bution. Examples are the distribution of the daily air
dust concentration (Fig.3) and several metal con-
centrations (Fig. 5) in the air at Neuherberg 1975 [37,
43). The skew distributions observed frequently in the
author’s laboratories, within the different fields men-
tioned before, could often be approximated by the
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Table5a. Differ'ent measures for the dispersion of a data sample. Number of data (concentrations) ¥, standard deviation of single values s,
stan‘da}rd devxatlolr% of the mean s5, relative variation coefficient ¥,(rel.- %), 80% inter decile range Iy, confidence limits for 95 and 999
statistical probability (2 = 0.05 and 0.01) [36]. Air dust data from the northern border of Munich 1975 (Neuherberg, GSF), according to Table 2

N s DM V, (%) Iy Confidence limits of X
(s5)
959% 9%
Dust 354 28.6 5.4 70.4
for)f (1.52) 21.6 49.8 —55.8 48.2 —56.7
JSG 43.7 —48.7 43.0 —49.6
X 438 —48.7 432 —49.0
Ash 358 14.7 7.0 30.7
for % (0.78) 10.9 19.6 —22.6 19.1 —23.1
Xg 152 —17.8 14.8 —18.3
X 16.3 —19.7 15.3 —20.4
Lead 362 0.35 8.4 0.77
for x 0.25 0.38— 0.46 0.37— 0.47
XG 0.34— 0.39 0.33~ 0.40
X 0.28— 0.36 0.28— 0.38
Zinc 362 0.17 15.5 0.16
for x 0.009) 0.066 0.09~ 0.13 0.09—- .13
Xg 0.07— 0.09 0.07— 0.09
x 0.07— 0.09 0.07— 0.09
Calcium 359 3.89 10.6 8.00
for x 0.21) 2.73 327— 4.07 3.14— 4.20
X 2.09-—- 2.58 2.03— 2.66
X 2.10— 2.50 2.05— 2.65
Cadmium 362 4.22 18.5 5.10
for x 0.22) 2.35 1.84— 2.72 1.71— 2.86
Xg 1.97— 2.52 1.89— 2.62
X 0.76 - 1.37 0.73— 1.41

Table 6. Confidence intervals of central values [36]

(Programme ZCH-3/1)

1. of arithmetic i
mean =X+t —

Vi

Xy < X< u—n 1), Where

5 _n-t-]/n—l.
_,_.2_.‘

2. of median

, reliable when n < 50
3. of Jogarithmic £ Siog

mean = Xgt———
n

1Sy,
10 (.ek,g - g> and
Vn
£ Sy
10 (fbg n ~_'i)
Vn

I e
Value ¢ for (n— 1) degrees of freedom, corresponding to 95% 0r99%
probability

4. of geometric
mean

lognormal distribution and only in few cases by the
Gaussian.

It should be mentioned, however, that the practical
examples observed in nature in most cases do not

Table 7. Skewness and kurtosis [36]

(Programme ZCH-3/1)

% (x—x)°
Skewness g = , where
n-s
2 %’
s=1 —
n
z (Xi*f)A
Kurtosis g, = ———— > where
n-s*
Z(x; ‘f)z
s = _—
n

exactly correspond to normal or lognormal distribu-
tions, these are only approximations. Therefore,
the programme ZCH-3/1 always calculates the statis-
tics for both cases.

Figure 6 represents the most exireme skew distri-
butions observed by one of the authors in the field of
environmental analysis. It is the frequency distribution
of toxic metal concentrations (in ppm) in 4 % acetic acid
after leaching ceramic ware for 24 h at room tempera-
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Table 8. Tests for outliers [36]

(Programme ZCH-3/1)
1. t-test:

(x, — %) (X" —x1)
t = —————or

s/ nfn-1) s /n/(n~1)’

where x” and s” are calculated from (n— 1) observations, omitting
the suspected observation. ¢ is compared with the critical value for
(n—2) degrees of freedom.

2. Nalimov test:

(X, — %) or (x—xy)
F= e O e,
s/ (n—1/mn s-}/(n—-1)n
for n< 26;

ris compared with the critical value for (n — 2) degrees of freedom.

3. Grubbs test:

(% — %)
= ————or

s N

(X —x;)

>

T

for n< 30;

T is compared with the critical value corresponding to n
4. Dixon test:

Oy =Xy 1) (xy4,—x3)

(Xn_x1+j)

T
(Xn—j’—x1)

where i =1,2;j = 0, 1, 2. i and j differ for different values of n. r;is
compared with the critical value corresponding to n.

ture. There are still more outliers far outside the
distributions. These distributions are no longer even
true lognormal distributions.

3.2 Comparison of Arithmetic Mean %, Median
and Geometric Mean X

Table 10 gives an impression about the differences that
may occur between x and X in a skew distribution. In
these cases, the median is the more correct measure for
the central value. The largest difference shows the
cadmium content of 50% at the northern border of
Munich and of even 709 in the centre. One should be
aware that these are differences, not of single measure-
ments, but in the annual means for about 250 measured
data!

Table 11 compares x, x; and ¥ for some air dust
data. A more detailed discussion shows that in the case
of skew distributions, which can be approximated by
the lognormal distribution, the geometric mean xg is
quite similar to the median X, whereas x is more
different. This is the case for air dust, ash, lead, zinc and
cadmium. Only for the cadmium concentration in air, ¥
is almost equal to X5 and both are different from .

70

56

Frequency —
o>
N

28

62 89 109 129 149 169
Air dust concentration (pg/m®) —~e

9 29 49

Fig. 3. Frequency distribution of daily air dust concentrations
(ng/m®). Experimental data according to Table 2 and Fig. 1
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Fig. 4. Cumulative probability plot based on normal and lognormal
distribution. Daily air dust concentrations (ug/m?), data according to
Table 2 and Fig. 3. Abscissa: Cumulative probability. Ordinate: Air
dust concentration (ug/m?)

In the case of Gaussian normal distribution, %
becomes equal to x. Therefore, it might be better to use
the median X instead of % for an unknown distribution.

3.3 Outlier Elimination

Outliers are defined as a limited number of data, which
are so far separated in value from the remaining sample,
that they give rise to the question of whether they are
not from a different population, or that the sampling
technique is at fault. Outlier tests ascertain, whether
they can be accepted as homogeneous with the rest of
the sample {17].

The more a value strays outside the sample, the
more serious the error may become, when calculating
the arithmetic mean ¥ including the outliers. Since it is
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Results of Kolmogorov-Smirnov N
goodness-of-fit test for normal and

lognormal distribution of air dust

concentrations (according to Fig. 3)

Approximation within 95 %;.

Test statistics for Approximation
within 95 9*

normal distribution lognormal distribution

normal  lognormal

sample  table sample  table

a c a ¢ distribution
Dust (ug/m®) 354  0.1336 0.0723 0.0329 0.0723 — +
Ash (ug/m*) 358  0.1053 0.0719 0.0105 0.0719 - +

Pb (pg/m® 362
Cd (ag/m?®) 362
Zn (pg/m® 362
Ca (ug/m®* 359

0.1579 0.0715 -
0.2263 0.0715 -
0.1696 0.0715 -
0.1959 0.0718 -

dg< ¢l +;a>c —. -+ indicates, that data approximate to the given distribution and vice
versa
L I SR 7 20
Haufigkeitsverteilung Hdufigkeitsverteilung Haufigkeitsverteilung Hdufigkertsverteilung
120 }- 270 290 150 }
9 [ Pb 216 Cd 232 Zn 1201} o -ca
72 : Station 25, 1975 162 Station 25, 1975 174 Station 25, 1975 aa tation 25, 1975
48 i 108 18 60
24 54, 58 30
0 0 0 0
0 06 12 I8 0 12 26 36 0 06 12 18 2430 D 8 165 2%
sl 31 ) 34 ol 37 40
I 130} T sof
64 | Pb 104 1 Cd 88 | Zn » ] Ca
48 Station 20, 1975 78 L Station 20, 1975 86 Station 20, 1975 5, L Station 20, 1975
32 i bt 36
16 22, 18
0 i) 0t 0
0 2 4 6 08 16 2 0 06 12 18 24 0 16 32 48
97
L 91 160 | 94 90t
" i Ca
7 176 | Cd 128 ¢ Zn 721 R station 25, 1975
5 132 1 Station 25, 1975 96 | Station 25, 1975 541
o ! 36|
18 33 : 13
0 0 140 280 420 560 0 0408 1,2 16 20 0 8 16 26 32
” " ] m 17 120
100 | 100 | 70
60 r
Pb 80 H Cd L Zn 56 ,ca
48 . | 80 | Station 20, 1975
o Station 20, 1975 60 Station 20, 1975 60 | Station 20, 1975 42 ’
24 40t 40 2
12 20 20 14
0 ; 0% 20 ¢ ° ye)
D 2 4L 6 8 0 80 1602403 0 08 1,6 24 0 16 32 48 64

Fig. 5. More examples for skew and approximately normal distributions: Daily values for lead, cadmium, zinc, calcium at two different stations
in Munich, 1975 (Station 25 at the northern border, GSF; Station 20: Centre of the city, Leuchtenberg-Unterfiihrung). Data according to
Table 2. Upper diagram: concentrations in air; lower diagram. contents in air dust

assumed per definition, that outliers do not belong to
the same data sample, they have to be eliminated in
order to make the remaining sample homogeneous.
This, however, does not imply that an outlier is
always something, which is not important and has to be

neglected! The reverse can be true. In the case of toxic
metal concentrations in biological and environmental
systems, high outlier values are often more important
than the remaining homogeneous data sample. These
outliers signalize danger for man or the biosystem.
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Fig,6. Examples for extremely skew distributions: Metal concentrations in the elutriate of ceramic ware. Leaching with 49

223

Cd
N =25 Geschirrteile.
Hdchstwerte mit 2,2
ppm im Eluat hier nicht
mit erfaft.

Zn

N =175 Geschirrteile.
Hochstwerte mit 216,
250,400, 705ppm Zn
im Eluat sind hier nicht
mit erfaft.

4 8 12 16 20 2

acetic acid for 24 h

at room temperature under exclusion of light; metal concentrations determined by atomic absorption spectrometry [39], Munich 1972/75

Table 10. Difference between median ¥ and arithmetic mean . Daily
air dust data from the northern border of Munich (GSF, Neuher-
berg), 1975, according to Fig. 1 and Table?2 [28,29, 32)

_—

Component N Annual central value
Arithmetic Median Difference®
mean X X Rel.-%

-—
Northern border of Munich (Neuherberg, GSF) 1974:

Air dust 358 516 47.8 — 7.4
Ash of air

dust 352 243 20.3 —16.5
Pb 355 0.38 0.33 —13.2
Cd 335 0.0014 0.0007 —50.0
Zn 354 0.097 0.090 - 72
Ca 349 2.99 1.80 —39.8
City of Munich (Leuchtenberg- Unterfithrung), 1975
Air dust 211 75.8 75.1 — 09
Ash of air

dust 207 326 291 —10.7
Pb 208 1.44 1.43 — 0.7
Cd 208 0.0032 0.001 —70.3
Zn 208 0.18 0.14 —22.2
Ca 205 5.97 4.43 —25.8

Table 11. Comparison of arithmetic mean ¥, geometric mean Xg and
median % for skew distributions (30e). Air dust data according to
Fig. 1 and Table2

N x Xa X
-_—
Dust 354 528 461 461
Ash 352 211 165 18.0
Pb 362 0.42 036 0.31
Cd 362 228 223 095
Zn 362 011 008 0.08
Ca 359 367 232 218

_— —

Outlier-patients need further consideration and help,
not the normal population [30d].

Figure 7 gives the annual arithmetic mean x of the
dust concentration in air at the northern border of
Munich, 1975, as a function of increasing number of
outlier eliminations. For the total of 354 daily values,
the arithmetic mean ¥ is about 52.8 pg dust/m>. The
outlier-r-test eliminates one outlier after the other on
the high value side and stops at an o = 0.05 level after
elimination of 28 outliers. The corrected arithmetic
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mean X’ for the remaining NV’ = 332 values becomes 47.1
instead of 52.8 pg/m>. It might be remarked that the
corresponding median X gives a value of 46.7 without
laborious outlier elimination, which is very close to X’
= 47.1 and quite different from x = 52.8. The
similarity of the outlier-corrected X’ with X and the
difference between x and X is due to the skewness of the
distribution [30b, 30e¢] introduced by the outliers.

The second example shows, that an outlier elim-
ination, which theoretically is based on a normal
distribution, may become absurd, when applied to skew
distributed data. In 1974, one of the authors (S.) has
applied Nalimov’s r-test [22] in the version of {7, 16] to
the data sample of 110 lead contents in dental calculus
from men and women, collected from normal patients
in the Dental Clinical Hospital of the University of
Mounich (Director : Prof. Dr. E. Sonnabend) [30b, 304,
30e]. The data distribution is given in Fig. 8, omitting
the maximum content of 465 pg Pb/g. On an a = 0.01
level, the r-test eliminates 36 outliers in groups or as
single values. The remaining sample of 76 data as well
as the eliminated groups of outliers are quite normal
distributed and “homogeneous”. By this procedure,
however, the number of data dropped from 110 to only
76, the arithmetic mean from X = 8.81 to only X' =1.46
and the corresponding standard deviation from s =
+44.98 to only s’ = +0.86 pg Pb/g! Within a philos-
ophy of the “Quasi-normal distribution”, to be men-
tioned later, the correct way would be to present the
corrected ¥ = 1.46 together with s = +0.86 ug Pb/g
and to list the 34 outliers separately. It becomes quite
obvious, that this way of thinking in terms of normality
is nonsense. — Recently, the version [7, 16] of the r-test
has been criticized [46]. Programme ZCH-3/1, however,
according to Table8 uses the original version of
Nalimov’s test [22], which is restricted to about N < 26
values. Due to this reason, Table 12 gives a similar

‘treatment for the 104 data, using the #-test for eliminat-
ing the outliers, one after the other, and omitting the 6
values below the detection limit. After outlier elim-
ination by r-test, the number of values has dropped
from N = 110 to N’ = 84, the arithmetic mean from X
—9.36 to x’ = 2.03 and the corresponding standard
deviation from s = 4621 to s° = 1.16pg Pb/e.
Comparison of these results between Nalimov- and t-
test demonstrates, however, that the use of different
outlier tests gives different results; but the things are not
so fundamentally changed when using one or the other
test. This is also shown in the next example.

A third example informs us that different outlier
tests, because of their different mathematical structure,
may eliminate a somewhat different number of outliers
and, therefore, may lead also to different corrected
mean values %. Within the second example of the lead
content in dental calculus, according to Fig. 10, the
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Arithmetic mean, without elimination of outliers:
X =52.76 for N=354
52
-~
E
o
=
o 50
2
g
c
b3
]
=
48} Arithmetic mean afier
elimination of outliers
%=47.10 for N'=328
-— ——
Median %=-46.69 for N=354
P I A S RIS W RS
10 20 30

Number of outliers eliminated —»

Fig. 7. Influence of increasing number of outlier eliminations on the
arithmetic mean of a non-normal and skew data distribution. Daily
air dust concentrations, 1975, northern border of Munich (GSF,
Neuherberg). Outlier elimination according to r-test on a o = 0.05
level. Data from Table 2 and Fig. 3
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Fig.8. Frequency distribution of lead content in dental calculus,
normal patients (men and women), Munich 1973/74

Nalimov-7-test was more powerful than the -test. The
r-test eliminates 36 instead of only 22 outliers. This cor-
responds to an ¥’ = 1.5 instead of 2.0, as compared
with a median of ¥ = 2.0 pg Pb/g. Due to these reasons,
the programme ZCH-3/1 calculates simultaneously
four different outliers tests: the ¢-, Nalimov-, Grubbs-
and Dixon-test. Some of them are resiricted to a
definite range of N. To which test preference should be
given, must be decided for each individual case, when
discussing the shape and other descriptive statistics of
the frequency distribution.



B. Sansoni et al.: Concentration of Analytical Data in Trace Element Analysis 225

Table 12. Absurdity of outlier elimination from skewly distributed data samples by an outlier test for normal distributed data (¢-test). Elimina-
tion of outliers by -test (on a & = 0.01 level) for lead contents in 110 dental calculus samples from a patient collective (men and women) of the
Dental Hospital of the Univ. of Munich 1973/74. Sampling by E. Sonnabend, J. Herzog; lead determination by flameless atomic absorption
by B. Sansoni, W. Kracke, F. Dietl. From the beginning, 6 values below detection limit have been neglected, the outlier-z-test starts with
N = 104 values and ends with N” = 84 values. This remaining sample should be quasi-normal distributed and homogeneous

Number of Number of Ontlier Lead content in dental calculus (ug Pb/g)
outlier- patients, N eliminated
eliminations (ug Pb/g) Arithmetic mean X Standard deviation s
before after Xmax :
before after before after
outlier-elimination ——— - r—
by r-test outlier-elimination outlier-elimination
by r-test by -test
N N’ x X s s
1. 104 103 465.0 9.36 4.93 46.21 . 10.07
2. 103 102 81.0 4.93 4.19 10.07 6.67
3. 102 101 45.0 4.19 3.78 6.67 5.30
4. 104 100 40.0 3.78 3.42 5.30 3.88
5. 100 99 20.0 3.42 3.25 3.88 3.50
6. 99 98 18.0 3.25 3.09 3.50 3.16
7. 98 97 17.4 3.09 2.94 3.16 2.82
8. 97 96 152 2.94 2.82 2.82 2.53
9. 96 95 144 2.82 2.70 2.53 2.25
10. 95 94 11.4 2.70 2.60 2.25 2.07
11. 94 93 9.40 2.60 2.53 2.07 1.95
12. 93 92 9.30 2.53 2.46 1.95 1.83
13. 92 91 8.90 2.46 2.39 1.83 1.7
14. 91 89 8.00 2.39 2.26 1.71 1.50
15. 89 88 7.20 2.26 2.21 1.50 1.41
16. 88 87 6.60 2.21 2.16 1.41 1.34
17. 87 86 6.50 2.16 2.10 1.34 1.26
18. 86 85 5.50 2.10 2.06 1.26 1.24
19. 85 84 5.40 2.06 2.03 1.21 1.16
20. 84 — — 2.03 - 1.16 -
é__
3
16 [ y 3 100
141 1 f
12 X 1 g
t 4 £
10} X 3 s &5
| ] :
8| iog normal plot xX £ F
r M * 8
6L © ., t-outlier After outlier
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Fig.9. Normal and lognormal plot of lead content in dental calculus
from 110 patients of the dental clinical hospital, Univ. of Munich.
1973/74. Data according to Fig. 8. Abscissa: Cumulative probability.

Ordinate: Lead content (ppm)

Fig. 10. Comparison of outlier elimination by #- and Nalimov’s r-test.
Lead content according to Fig. 8. In this case, values below detection
limit have been eliminated, therefore actual N = 104. Nalimov’s
r-test in the version of |7, 16]
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Table 13. ¥nﬂuence of e)fcluding or including concentrations below the detection limit on the arithmetic mean ¥. Excl. : excluding the values below
the detection limit DL ; incl. O including as zero value; incl. DL: including as detection limit value. N; Number of data, X: arithmetic mean, DL:

Detection limit. Original data samples from the examples mentioned earlier

System Data sample, N Arithmetic mean X (ppm)
Nexcl. Nincl,O Nincl.DL )EEXCI. )EinclAO iincl.DL

Lead content in dental calculus,

Munich 1973/74, men + women 104 110 110 9.36 8.84 8.86
Lead leaching from ceramic ware

into 4% acetic acid 385 831 831 65.1 30.14 30.3
Cadmium leaching from ceramic ware

into 49 acetic acid 43 831 831 1.57 0.081 0.13

3.4 Concentrations below Detection Limit

Another sometimes serious and not always satisfac-
torily solved problem is the handling of concentrations
or contents below the detection limit. Several different
possibilities exist:

a) to exclude from the data sample and list
separately,

b) to include as zero values

¢) to include as detection limit values

d) to include as determination limit values

e) to include as 50 % of the values in c) or d).

Here only the influence of a) and b) on the arithmetic
mean x shall be discussed.

It is obvious, that the difference in both cases a) and
b) — excluding or including the detection limit —
becomes larger with increasing number of values below
the detection limit. Secondly, the frequency distrib-
ution of element concentrations becomes skew, if the
concentration range determined is still measurable, but
near the detection limits.

Table 13 adds to the two data samples already
mentioned before as a third example the lead and
cadmium concentrations from leaching of ceramic ware
with 4 %, acetic acid for 24 h at room temperature [39].
This is an official screening test for leaching of toxic
elements from ceramic ware.

In the extreme case of lead leaching from ceramic
ware, among 831 ceramics pieces investigated in the
period from 1970 — 1978 at GSF Neuherberg, 385 were
found to be below the detection limit of 0.04 ppm lead
in the elutriate. If they are excluded, the arithmetic
mean becomes 65.1 ppm instead of only 30.3 ppm when
including them as zero (or detection limit). This
corresponds to a difference of almost 100 94! Again one
should be aware that this is not an error for a single
value, but for the mean of a large data sample
containing as many as 831 measurements! The analyti-
cal error of a single lead determination by flame atomic

absorption spectrometry might be around +2to +39
only [39].

In environmental protection, the health of man in
his environment has to be controlled. Therefore it is
quite obvious, that values below the detection limit
have to be included as determination limit values, in
order to be on the safe side, when comparing the
monitored contamination by a toxic substance with its
tolerance level. On the other hand, it seems to be
sufficient to use the somewhat smaller detection limit
instead of the determination limit.

3.5 Homogeneous Sample [30e,{]

One of the fundamental presumptions in applied
statistics is that the data sample to be treated is
“homogeneous”. That means, it is normal distributed,
free of outliers, continuous and has only one mode in its
frequency distribution.

There seems to be no doubt that the frequency
distribution shown in Fig. 11, after elimination of the
three outliers between 34 and 40, is a good approxi-
mation to a Gaussian normal distribution. This im-
pression is confirmed by the probability plots in Fig. 12.

These values represent 104 gamma-dose rate mea-
surements of the natural gamma-radioactivity in Wun-
siedel. This is a town with about ten thousand inhabi-
tants in the Fichtelgebirge, a mountain area at the
northern border of Bavaria, at an altitude of 500 m up
to 1050 m above sea level [30¢]. This region belongs to
two or three of the highest natural radioactivity back-
ground areas in the Federal Republic of Germany.
Sampling of the data was done just be walking around
in the centre of the town and measuring the dose rate of
the natural background gamma-radioactivity for points
of personal interest, ¢.g. walls of houses, fountains, road
paving, bitumen, marble rocks, sand, soil, etc. The dose
rate meter MAB 604 from Miinchner Apparatebau
with the sensitive scale ranges of 0—30 and 0—
100 tR /h has been used. From the measured data, the
frequency distribution in Fig. 11 has been drawn. From
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this it is obvious that sampling was not systematical, it
was done more or less at random. Therefore, the
distribution in Fig. 11 does not represent the real
natural radioactivity Jevel of the whole town in the right
proportions. However, there is reason to assume, that
all levels of dose rates, which might occur outside the
houses, are included.

Probability plots in Fig. 12, as well as more quanti-
tatively the Kolmogorov-Smirnov test, establish that
within a significance level of & = 0.05, this distribution is
a normal Gaussian, considering the three values above
30uR/h as outliers. The sample is statistically homo-
geneous. It js important to draw attention to the fact
that this does not imply that the measurements are
homogeneous, based also on physical and chemical
considerations. In this special case, each measurement
can be related to a well-defined material. A more
careful investigation shows that all dose rates above
about 16 to 18 uR/h — this is just the region of - and -
correspond to granitic material. The granites of
Fichtelgebirge are all slightly radioactive due to
radionuclides of the natural uranium-238 and the
thorium-232 decay series, which are produced by
natural contents of uranium and thorium. Different
types of granites from Fichtelgebirge are showing
slightly different radioactivity levels. There are some
regions with quarries, which contain uranium minerals.
Granite stones from such quarries have been used for
building houses and road pavings. The radioactivity of
granites from Fichtelgebirge is so characteristic, that
dose rate measurements can be used for monitoring
granite in this area. Even under a layer of asphalt, an
old granite paving has been detected with the gamma
dose rate meter.

Due to these reasons, it may be doubtful, to define
the data sample in Fig. 11 as “homogeneous”. The
question arises of separating the non-granitic from the
granitic material and of treating them separately
despite the fact that statistics declares the material as
homogeneous. This is a limitation, which should be
kept in mind.

Even when sampling was not systematic, the results
from Wunsiedel can be compared with measure-
ments in an other similar town, provided that the
measurements have been made in the same way, paying
attention to as constant a sampling technique as
possible.

3.6 Heterogeneous and Multimodal Data Samples

The town of Marktredwitz is situated 8 km southeast of
Waunsiedel. It has about sixteen thousand inhabitants
and a similar structure, but a somewhat smaller fraction
of houses and other buildings are constructed out of
granitic material.
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Fig. 11. Frequency distribution of gamma radiation dose rate
measurements in the town of Wunsiedel/Fichtelgebirge, FRG [30 e]
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Fig. 12. Normal and lognormal plot of dose rate measurements at
Wunsiedel/Fichtelgebirge. Data according to Fig.11. Abscissa:
Cumulative probability. Ordinate: Dose rate ©R/h)

The normal and lognormal probability plots for
similar dose rate measurements in Figs. 13 and 14 are
not straight lines. They are S-shaped and quite different
from those of Wunsiedel.

The explanation is given by the frequency distri-
bution shown in Fig. 15. The histogram is trimodal and
the data sample is obviously a composite sample
derived from at least two different populations,

If the whole distribution is treated as one data
sample, the arithmetic mean x becomes 30.1 LR/h. This
is, curiously, a value which no one measurement or
material has shown in Marktredwitz! This value is also
quite unreasonable because the usual granitic material,
as to be found in Wunsiedel, does not reach such a high
value.

From this it becomes quite clear, that the three
different data groups have to be treated separately
(Fig. 16). Let us concern ourselves only with the two
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Fig. 15. Frequency distribution of a heterogeneous data sample with
three different data populations [30e]. 69 gamuma dose rate measure-
ments in the town of Marktredwitz/Fichtelgebirge. Experimental
conditions as in Fig. 11

larger ones. When calculating separately, according to
Figs. 17 and 18, both are quite normally distributed.
The normal character is confirmed by the good agree-
ment of arithmetic mean/median in both cases, which
are 15.3/15.1 and 53.0/53.9 pR/h, respectively.

The sample with the lower values can be compared
very well with the distribution at Waunsiedel (Fig. 11).
This is due to the almost similar materials in both
towns. The measured material in Marktredwitz has
perhaps a little less granite (x = 15.1 uR/h) as com-
pared with Wunsiedel (x = 17.4 uR/h). This confirms
the qualitative impression mentioned above.

Completely different, however, is the third sample
between 45 and 70pR/h. It has no equivalent in
Wunsiedel. Not a single value of this magnitude has
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Fig. 16. Heterogeneous data sample treated as two separated ho-
mogeneous and approximately normal distributed samples [30e].
Gamma dose rate measurements in the town of Marktredwitz.
Samples from 5 to 30 and 45 to 70puR/h are treated separately as
almost normal distributed samples. Experimental conditions and
original data as in Fig. 15

been measured within this investigation in Wunsiedel
and the whole Fichtelgebirge area. It could be
identified that the high dose rates at Marktredwitz,
between 45 and 70 uR/h, correspond to a road paving
made from slag stones in the main street, the market
place and partly on a few other roads. These slag
stones, which are very hard and durable, have been
imported from Thuringia at the turn of the century
and are almost unchanged in the road paving since
that time. Neutron activation analysis has found about
90 to 100 ppm of uranium, compared with only 2 to 4
in normal soil material (by courtesy of Mr. B. Kay8er,
ZCH, Judich).

It was an interesting discovery that the highest
natural radioactivity found in the Fichtelgebirge within
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this study, was not in a granite quarry with uranium
minerals, but in the main street of the largest town in the
centre of the Fichtelgebirge! It should be mentioned,
however, that even these relatively high values should
not be harmful to the inhabitants. Moreover, they are
now removed to a large extent during the new construc-
tion of the centre of the town.

This example has shown that the different data
populations observed by statistical methods also cor-
respond to quite different chemical and physical ma-
terials. Here is no doubt about heterogeneity.

4. Conclusions

A part of the scope of this paper was to demonstrate in
an elementary way, that the trace analyst should take
care regarding correct processing and interpretation of
his analytical results not only with respect to precision
and accuracy.

It has been assumed that the analytical error of the
individual analytical data is negligibly small com-
pared with its natural variations as a first
approximation.

Attention has been drawn to the facts that:

— use of the arithmetic mean %, standard deviation
s and relative coefficient of variation V, is restricted to
normal distributions, from which outliers have been
eliminated,

— investigation of the type of distribution of the
data material is the primary and most important step
before starting with other procedures for appropriate
data concentration,
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— different series of measurements can only be
compared, if all conditions and presumptions of sta-
tistical data concentration including the same type of
distribution have been observed.

— Furthermore, a computer programme ZCH-3/1
for the concentration of data sample, independent of
the type of their distribution, has been presented. It
considers all the requirements treated within this lec-
ture and is in routine use in this laboratory since two
years.

It could be demonstrated that incorrect or in-
sufficient data concentration, which overlooks the
skewness of the distribution and uses only arithmetic
means for data location, may easily produce errors of
the order of 10, 20, 50 or even 100 %, compared with an
analytical error of a single value of only 2—59! The
trace element analyst, unlike his colleague from bio-
logy, medicine, agriculture, anthropology, geochem-
istry, behaviour or social science often enters statistical
data treatment via the Normal Law of Errors and the
corresponding Gaussian Normal Distribution, when
estimating precision and accuracy of his analytical
results and the analytical method. This has led to an
overestimation of the normal distribution, underes-
timating other types of distributions. An exception is
only the Poisson Distribution in the case of radioac-
tivity measurements. Due to this reason, trace element
analysis today still sometimes finds itself in a position,
which was held by professional statisticians about four
decades ago, before the ideas of distribution-free and
non-parametric statistics had developed. For this sit-
uation, the wrong treatment in Tables 3 and 12 as well
as in Fig. 2 is characteristic.
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Bradley [2] has described this situation as follows: The distrib-
ution, which is today called “normal”, has been discovered by De
Moivre in 1733, about half a century later by Laplace and again by
Gauss. De Moivre has developed it as the limiting form of the
binomial distribution. The last two mathematicians have tended to
describe the distribution of errors in astronomical observations. Basic
fundamentals are the Central Limit Theorem on one side and the
Normal Law of Error on the other. These are quite different aspects
compared with e. g. the distribution of trace elements in biological,
environmental and geochemical systems. According to the Normal
Law of Brror, the error of astronomical (or instrumental-analytical)
observations should be as likely positive as negative; should become
less and less frequent as they increase in absolute magnitude; the
empirical error distribution should be unimodal and symmetric about
the true value; on both sides it seems to decrease monotonically; the
slope of the error curve is zero and the curve horizontal at the centre,
the error curve is zero when the relative frequency of the error is
zero at either end; the error function is continuous and infinitely
distributed. Therefore, the well-known bellshaped, symmetrical
normal distribution curve is the result. )

The normal error distribution began to fit and to explain almost
everything. That which was Gaussian was considered normal and
that which was non-Gaussian was regarded as abnormal. One could
not become reconciled with the thought of the possible presence of
“skew” frequency distributions, although numerous data offered
completed defiance of the Gaussian dogma and exhibited markedly
skew frequency distributions [6], as for example the data in Table12.
In the period of the “Mystery of Normal Distribution”, the
arithmetic mean appears to have been regarded as the truest value of
all. Interest centered upon identification of the arithmetic mean,
variance and the standard deviation, normality being taken for
granted [2].

However, as larger quantities of data became available, the non-
normality of more and more empirical distributions became ap-
parent. But the central 80— 90 % of the distribution fitted normality
often quite well. Therefore, the idea of the “quasi-universal nor-
mality” became replaced by a belief in “quasi-universal quasi-
normality and quasi-homogeneity” [2).

After some time, it became evident that the values
outside this 80 % of the empirical quasi-normal distrib-
ution fit only increasingly poorly at increasingly
remote tail regions. One became aware that in some
areas, the non-normal and skew distributions are the
“normal” case. Statistical evaluation of non-normal
distributed data samples was much promoted by
distribution-free statistics and order statistics since
around 1936 [2, 3, 10]. With this in mind, Ahrens, for
example, has considered the lognormal frequency dis-
tribution of chemical elements in minerals and rocks as
the “Fundamental Law of Geochemistry”’. In a
similar way, the trace element distribution in biological,
medical and environmental materials studied in the last
twelve years in one of the author’s laboratories, as
mentioned before, fails in most cases to fulfil the
Mystery of Normality and follows a quasi-lognormal
and skew distribution. In these fields, values outside the
quasi-normal distribution, which are responsible for
the skewness, have been frequently found to be the most

1 Dr. K. Gundlach, Bundesanstalt fiir Bodenforschung, Hannover,
has kindly drawn my attention to this fact (S.)
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important ones. Outliers are tested for not discarding;
they merit the highest interest, whereas the mass of the
remaining quasi-normal distributed values often have
less importance.

As a last conclusion, it is mentioned that the trace
element analyst shall, as before, be concerned with
Gaussian normal distributions in the case of error
estimation of analytical measurements. But when
evaluating the meaning of his trace element con-
centrations for a given problem — taking the analytical
error of every single data as negligibly small — he
must be aware of the problem and treatment of skew
and especially logarithmic distributions. The median
and the geometric mean instead of the arithmetic mean,
and confidence limits or interdecile ranges instead of
variance and standard deviation are useful tools.
Distribution-free statistics and order statistics give
valuable help. On the other hand, he should not fall
from the Mystery of the Normal Gaussian into the
other extreme of a Mystery of the Lognormal
Distribution.
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