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Abstract. The extended Knox-Thompson reduction scheme currently in use at Kitt Peak 
National Observatory and Steward Observatory for the reduction of infrared speckle in- 
terferometry is described in detail. Applications of this algorithm and the less computa- 
tionally intensive shift-and-add analysis to both simulated and real binary star data is 
presented demonstrating that the latter may be successfully used for image reconstruction 
by using a separately measured point source. The performance of both techniques is shown 
to improve by application of an iterative deconvolution algorithm to apply a priori image 
constraints without degradation of photometric information. 
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1. Introduction 

With the availability of two-dimensional infrared array detectors, infrared 
speckle interferometry and imaging are now fully possible. Two such cam- 
eras have already been built and are now being routinely used at Kitt Peak 
National Observatory (KPNO) (B ec k ers et al., 1988) and Steward Obser- 
vatory (SO) (McCarthy et al., 1990) and others are being developed. The 
two existing systems utilise the Santa Barbara Research Corporation 58 x 
62 InSb detector and are designed to Nyquist sample the images at or be- 
yond the full diffraction-limit of the KPNO Maya11 4m (effective aperture = 
3.76m) for the KPNO system and both the SO 2.3m as well as the cophased 
Multiple Mirror Telescope (MMT) ( ff t e ec ive aperture = 6.86m) for the SO 
system. 

Now that scientific results are being produced from these cameras (Chris- 
tou et al., 1991; Zinnecker et al., 1991; McCarthy et al., 1991a; Dougados et 
al., 1991a,b) it is appropriate to summarize the data reduction procedures 
currently being employed by both systems. The scientific programs include 
the investigation of circumstellar regions for extended emission and scatter- 
ing but, the majority are surveys for multiplicity especially among pre-main 
sequence objects and nearby low-mass stars. Although a number of such ob- 
jects has been investigated with one-dimensional slit-scanning techniques, 
the benefits of two-dimensional studies are that all position angles are si- 
multaneously investigated and that tertiary systems are far less ambiguously 
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detected. The incidence of multiplicity among both groups is basically un- 
known and direct measurements of the companion masses and colours are 
important to the general understanding of both the mass-luminosity relation 
for the low-mass region of the main sequence and the conditions of stellar 
formation. Thus detection of companions is not sufficient. Reliable measure- 
ments of not only their separations but also their magnitude differences, and 
therefore their colours, are essential. 

The primary data reduction algorithm used is a modified version of the 
fully rigourous extended Knox-Thompson cross-spectrum analysis (Knox, 
1976) which is generally applicable to all objects. It is described in detail in 
the following section. Recently, aperture synthesis techniques have also been 
applied to data obtained with these cameras and the results compare well 
with those obtained from the cross-spectrum analysis (Haniff et al., 1990). 

The more heuristic simple shift-and-add (SAA) analysis (Bates & Cady, 
1980) has also been employed for point source dominated objects. The SAA 
analysis shifts each short exposure image or specklegram on its brightest 
speckle and then stacks on it. This results in improved resolution and Strehl 
ratio (McCarthy et al.; 1991b, Christou, 1991). The resulting SAA image 
consists of a diffraction-limited core sitting atop a diffuse seeing background. 
This technique works well for high-contrast objects where there is a bright 
point or point-like source. However, it breaks down for a broad extended 
object, i.e. low-contrast, as there is then no bright speckle to lock onto. It has 
been found to be a useful diagnostic tool for determining whether an object is 
resolved. However its ability to be used as an accurate amplitude preserving 
imaging tool when applied to binary star data has not been thoroughly 
investigated, especially its ability to be accurately calibrated by a point 
source measurement. A more thorough discussion of the technique and its 
variations is given by Hege (1988) and references therein. 

This paper outlines the data reduction procedures employed for infrared 
speckle imaging. It also investigates the capability of the SAA analysis to 
provide images equivalent to the more rigourous cross-spectrum analysis. 
In addition binary star photometry and astrometry resulting from both ap- 
proaches are compared. Scientific interpretation of the results will be pre- 
sented elsewhere. 

2. Data Reduction 

2.1. OBSERVING PROCEDURE 

A typical observing sequence consists of the following: data frames (speck- 
legrams) of (i) the program object, (ii) a nearby point source reference, and 
(iii) nearby sky to each. Typically the data is obtained in blocks of 500 speck- 
legrams alternating between the object and the point source reference in an 
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effort to minimise effects due to differences in the mean atmospheric seeing 
of each. The frame rate for the KPNO camera is N 5 Hz and for the SO 
camera is N 10 Hz. Sky frames are typically taken before and after the data 
sequence. For background-limited data, i.e. X > 3.4pm, the sky is measured 
more often because of its variability. Dark current frames, obtained with a 
closed shutter at the same exposure time, are taken periodically during the 
night. These are a check of the detector array stability. 

2.2. DATA PREPROCESSING 

Before data reduction procedures are applied, it is first necessary to “clean” 
the original data frames. This consists of (a) removing the background from 
each frame, and correction of (b) flat-field, and (c) both “hot” and “dead” 
pixels in the array. A mean sky frame, which includes the dark current, is 
subtracted from each specklegram, including sky data, to place the signal on 
a zero-mean background. The hot and dead pixels are interpolated over by 
the mean of the nearest neighbours. For the KPNO detector there is a region 
of N 15 bad pixels centered on pixel (50,lO) which is corrected by using a 
least-squares bi-cubic interpolator from the surrounding good pixels. Pixel- 
gain calibration (i.e. flat fielding) has proven to be more difficult due to the 
short exposure times. For the non-thermal data presented herein, the sky 
exposures do not have sufficient signal for flat field calibration. Experiments 
with dome-flats measurements and long-exposure sky frames can degrade 
the computed spectra. For the data presented here no flat-field was used. 

2.3. DATA PROCESSING 

Each specklegram, excluding sky data, is centroided on its center-of-mass 
and then apodised by a 10 pixel wide rectangular cosine bell window which 
takes the frame boundaries to zero thus avoiding the sharp cut-off of the 
detector field. It is then placed in a 128 x 128 array to prevent abasing. 
The Fourier transform of each frame is then computed and the appropriate 
Fourier spectra and their variances are then accumulated (see below). In ad- 
dition the straight sum of the centroided specklegrams is obtained providing 
an apodised long exposure image which has been corrected for image motion 
due to both the atmosphere as well as telescope tracking and guiding errors. 
Statistics about the frame power, maximum, centroid, and seeing estimates 
are recorded. 

2.4. EXTENDED CROSS-SPECTRUM ANALYSIS 

In order to reconstruct an image, both Fourier amplitudes and phases are 
required. The former are straightforwardly obtained from power spectrum 
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analysis (Labeyrie, 1970). However a more complicated scheme is neces- 
sary to extract the Fourier phases. A version of the Knox-Thompson cross- 
spectrum procedure (Christou et al., 1988) has been implemented to do this. 

Each specklegram can be considered to be the convolution of the object 
distribution o(z, y) with an instantaneous combined telescope/atmosphere 
point spread function p; (z, y ) contaminated by additive noise due to elec- 
tronic noise of the detector and sky emission n;(z, y) i.e. 

ii(X, Y> = {0(x, Y> * 24x7 Y>> + %fx, Y> (1) 

where * denotes convolution. If each specklegram has a Fourier transform, 
1(u,~), then the ensemble average cross-spectrum can be written as 

XS’(u, v, AU, AU) = (I*@, v)~(u. + AU, ‘u + AU)) (2) 

where (a ..) indicates the ensemble average and * represents the complex 
conjugate. Au and Av are orthogonal shifts in the Fourier domain. For Au = 
Au = 0 then (2) re d uces to the power spectrum PS’(u,v) = XS’(u,v,O,O) = 
(I~(u,v)~“). A shift f o one pixel in the frequency domain, i.e. Au = Av = 
1, gives the pair of subplanes XS’(u, v, 1,0) and XS’(u, v, 0,l). Note that 
the spatial frequency sampling is Af = 1/(12SAr) where Ar = Ax = Ay 
is the image plane sampling. Five orthogonal sub-plane pairs are generally 
computed (see section 5.3). 

The cross-spectrum of the program object (2) can be rewritten as 

XS’(u, v, Au, Av) = {O*(U, v) . O(u + Au, v + Av) . 

+‘*(u, v) - f’(u + Au, v + Au))} + 

+(N*(u, v) . N(u + Au, v + Au)) + 

+ cross - terms (3) 
which can be rewritten as 

XS’(u,v, AU, Av) = {XS’(u, v, Au, Av) . XS’(u,v, Au, Av)} $ 

+ N1(vJ) (4) 

where XS’(u, v, Au, Av) is the object cross-spectrum, XS’(u, v, Au, Av), 
the ensemble average telescope/atmosphere cross-spectrum, i.e. the transfer 
function for the process, and Nl(u,v) the additive noise terms. The cross- 
spectrum transfer function can be estimated from the measurements of the 
point source reference. At infrared wavelengths typical values of the ratio of 
the aperture diameter to the atmospheric coherence length D/Q values are 
small (5 10). Fluctuations of ~0, due to either airmass or temporal effects, 
can introduce “seeing effects” such that the transfer fuction estimated from 
the point source is not equivalent to that for the program object. Errors 
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due to these seeing effects have been discussed previously (Christou et al., 
1987b; Perrier & Mariotti, 1987) and binning schemes for their correction 
are reviewed by Perrier (1989) and Haas (1990). 

However, both object and point source cross-spectra need to be cor- 
rected for the additive noise terms before the transfer function calibration 
(Christou, 1988). The sky data cross-spectrum, i.e. the third term in (3), 
is the dominant noise term except at low signal-to-noise levels per speck- 
legram where the cross-terms become important. In general NI(u,v) N 
(N*(u, w) - N(u + Au, 2, + Av)). Th e noise corrected object cross-spectrum 
is then calibrated for the combined telescope/atmosphere transfer function 
by dividing by the noise corrected point source cross-spectrum. For the re- 
sults presented here, no attempt at binning the data according to rn was 
attempted due to the relatively small number of frames. However, depend- 
ing upon the stability of the seeing conditions, the individual data blocks 
were reduced separately or en masse. 

An initial estimate for the object Fourier modulus is then simply obtained 
by square rooting the seeing corrected power spectrum, i.e. 

Jw(%~)ll = @TGzz = 
1 

xsl(u,w,o,o) -Jvl(u,w,O,O) 3 
xsP(u o o> Np(u 0 o) 1 (5) 2, _ 7 7 7 7 2, 7 7 

for (u,z)) 5 D/X. 
The Fourier phases are more difficult to extract. The phases contained in 

the final corrected cross-spectrum, XS’(u, V, Au, AU), are the phase differ- 
ences t9(u,~) of the true object phases +(u,v), i.e. 

XS’(u, w, Au, Av) = O*(u, v)O(u + Au, 2, + Av) (6) 

such that 

arg{XS’(u, V, Au, AU)} = 0(u, V, Au, Au) 

= +(u, w) t $(u t Au,2, + Aw) (7) 

where the complex object spectrum can be expressed as O(u,v) = 

lOtv)l exdG@, 41. 
In order to extract the phases from the multiple phase differences con- 

tained in the cross-spectrum a complex phasor recursion is used which re- 
trieves the full complex spectrum, i.e. 

E[O(u + Au, 2, + Av)] = 
XS’(u, w, Au, AU) 

w*t’IL, 41 
The recursion is initialised by setting E[O(O,O)] = ]O(O,O)], because the 
spectrum for a real object is real-valued at zero spatial frequency, and the 
higher spatial frequency components are computed by integrating outward 
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from the origin. The cross-spectra are accumulated for the entire (u,v) do- 
main which allows the complex object spectrum to be recovered from each 
quadrant independently. The two half planes are then averaged together 
using Hermitian constraints. 

The recursive procedure is outlined as follows. Considering the u > 0, w > 
0 quadrant then 

XS”(u - Au, V, Au, 0) 

Au,Av 
O*(u - Au, V) 

+ WA&~> 
XS’(u, 2, - Aw, 0, Av) 

’ O*(u,w - Av) )I 
[ 

M 1 
-1 

* c [WA&V) + WA&, v)] (9) 
Au,Av 

for Au, AU > 0. M is the number of orthogonal subplanes used and WA,(U, V) 
and wAV(u,u) are variance weights, i.e. inverse of the variances, of each 
quotient. The variances at each stage of the reduction process, e.g. noise 
calibration, point-source calibration etc., are computed by standard error 
propagation (Bevington, 1969) using a Taylor series approximation neglect- 
ing both higher-order and cross-terms. 

This integration scheme accumulates large errors at the high spatial fre- 
quencies. These errors can be distributed in the (u,~) domain by applying 
least squares techniques to minimise the differences between the measured 
phase differences and those contained in the initial estimate E[O(u, v)]. An 
iterative scheme suggested by von der Liihe (1987) based upon the succes- 
sive over-relaxation scheme (SOR) described by Southwell (1980) is used. 
i.e. 

Ok+&, ?J) = ok@, 3) + W @Ok@, u) - Ok@, v)> (10) 

where w is the SOR relaxation parameter and dOk(u, w) is the variance- 
weighted average of the complex vector at (u, w) obtained from the four 
neighbouring spatial frequency locations, i.e. (Au ,O), (O,Aw), (-Au ,O), and 
(O,-Aw), for each orthogonal pair of sub-planes. The optimal value for w is 
given by Southwell (1980) as 

n 

w = 1 + sin[iT;(N + I)] (11) 

where N is the side of the array so that w = 1.95 (for N = 128). A spiral 
path is followed, working out from the higher-SNR low spatial frequencies 
to the lower-SNR high spatial frequencies. This path continually updates 
the complex spectrum and alternates direction with successive iterations. 
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The convergence of the fit is followed from either the RMS phase differ- 
ence residuals or the RMS phase iteration differences contained within the 
aperture cut-off frequency, i.e. (u,v) 5 D/X. Typically convergence occurs 
within 30-50 iterations. A comparison of SOR with a similar scheme, which 
is a variant of the Hudgin algorithm (Ebstein, 1987), shows the former to 
have faster convergence (Christou et al., 1988). A similar integration and 
relaxation scheme is sucessfully used by the Harvard/CfA group (Nisenson, 
1989) for the reduction of visible photon-limited speckle data. 

2.5. SHIFT-AND-ADD ANALYSIS 

By comparison the SAA analysis is much simpler. The mean SAA image is 
accumulated by stacking the specklegrams on the brightest speckle in each, 
i.e. 

1 K 
+, Y) = F c ik(X + Zk, y + Yk) 

k=l 
(12) 

where (2k,?Jk) represents the location of the brightest speckle in the kth 
specklegram and K is the total number of specklegrams. Using the formalism 
of (l), this expression can be rewritten as 

s(z, Y> = mc, Y> *P&7 dl + %(G !I(/) (13) 
where ps(z,y) is an object dependent point spread function consisting of 
a background fog and a diffraction-limited core (Bates, 1982; Bates & 
Davey, 1987). For point-source dominated objects, the point spread func- 
tion can be estimated from SAA analysis of an unresolved star. The object 
SAA image was calibrated by the equivalent point source SAA image, i.e. 

S*(%Y) = P&7 Y) + n,(z, y). Both SAA images are accumulated after 
the preprocessing discussed above. Due to the random shifting in the image 
domain, as well as the random nature of the read noise and sky emission, 
the noise term in the final SAA image can be considered as random and 
zero-mean. 

Generally, one of the major advantages of SAA imaging is its simplicity. 
No Fourier transforms are usually required. However, for the iterative de- 
convolution analysis, discussed below, the errors of the Fourier components 
are required. Thus it is necessary to accumulate the raw shift-and-add image 
in the Fourier domain, i.e. 

where I&, w) exp[-i(.‘GkU + yku)] is the Fourier transform of the peak trans- 
lated specklegram i,+(z + 5k, y -I- yk) so that s(u, w) = FT[s(x, y)] due to 



34 J.C. CHRISTOU 

the distributive nature of the Fourier integral. It has been found that the 
random noise terms can be approximated as “white” noise which can be 
removed by measuring the mean value for spatial frequencies (u, w) > D/X 
and subtracting. 

3. Iterative Deconvolution 

Post-processing algorithms are typically applied to “clean up” the images 
after the basic processing steps described above. There are a number of algo- 
rithms available which show some degree of success. These algorithms allow 
a priori image constraints to be applied to the reconstructed images, such 
as non-negativity and object support. Due to the inherent non-linearity of 
such algorithms it is important to constrain them to the statistical uncer- 
tainties in the measured quantities. A technique which permits this is the 
iterative deconvolution approach suggested by Ayers (1989). This algorithm 
was initially applied to one-dimensional cross-spectrum analysis on infrared 
speckle data but it is readily extendable to two dimensions (Christou, 1990) 
and for a variety of data reduction schemes. It is a more generally applicable 
technique for applying a priori constraints than the iterative transform algo- 
rithm (reviewed by Dainty & Fienup, 1987) in that the full object complex 
visibility is allowed to vary, not only the Fourier phases. Furthermore the 
variation is constrained by the errors in the measured spectra. 

The algorithm has not only been applied to the two-dimensional extended 
Knox-Thompson analysis described above but also to deconvolution of shift- 
and-add images. The advantage of this technique is that even though the 
constraints are applied in the image domain, the corresponding Fourier spec- 
trum is only allowed to vary within a 30 volume determined by its measure- 
ment error. This produces the best constraint-limited image to the measured 
Fourier components and permits amplitude ratios to be preserved unlike 
various other techniques, most notably some implementations of maximum 
entropy (Skilling & Bryan, 1984). Note that to apply this technique, the 
statistical errors of all the measured quantities are required and must be 
accumulated along with their means. 

3.1. CROSS-SPECTRUM APPLICATION 

For cross-spectrum analysis the iterative deconvolution procedure is outlined 
as follows. Note that all errors are recomputed along with the updated values 
by propagating the standard errors of the measured quantities through all 
the analysis. 
1. An initial object estimate E[o(z,y)] is obtained by inverting the Fourier 
modulus and phases obtained with the power spectrum/cross-spectrum anal- 
ysis described above. In order to ensure that the point spread function is 
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positive and that only measured spatial frequencies are used, the Fourier 
transform of an Airy beam A(u,v) is used to apodise the Fourier ampli- 
tudes, i.e. 

E[o(s, Y)] = FT?W(u, 41 expM(u, 411- Ah 41 (15) 
The size of the beam is not solely determined by the telescope aperture 
but also by the spatial frequency where the additive sky and detector noise 
becomes dominant. This therefore depends upon the object brightness and 
at longer wavelengths on the thermal sky emission. Even though the final 
images are produced with a Gaussian beam (see §4), an Airy beam is used 
as this has an upper spatial frequency limit above which no information is 
transmitted. A Gaussian beam transmits at all spatial frequencies so that 
strong high-spatial frequency noise, beyond the effective cut-off frequency, 
may affect the negativity in the image. 
2. A priori image constraints are applied, e.g. non-negativity o;(z,y) = 
POS[E[o(z, y)]] where POS[. . -1 has the effect 

45 Y) = Hdz, ~11 for JM~, ~11 > 0 
oi(5, y) = 0 for E[o(z, y)] 5 0 

and the i subscript refers to the it” iteration. 
3. The non-negative image is Fourier transformed and the Fourier transform 
of the Airy beam is divided out, i.e. 

qu ? v) = FTM%Y)l 
4% 4 

= IOi(u, v)l exp[+;(u, v)] 

to obtain new modulus and phase estimates. 
4. A new power spectrum is computed, i.e. PSQ(u,v) = ]O;(U,V)]~. This is 
compared with the initial power spectrum estimate PS’(u, v), i.e. if 

]P$(U, v) - PSO(U, v)] > Qops(u, v) 

where o.ps(~, w) are the measured power spectrum mean errors, then 

IO& v>I = lOest(u, 41 
otherwise 

where the ’ indicates modulus update after power spectrum comparison. 
5. An updated Fourier spectrum is computed using this improved modulus, 
i.e. 

G(u,v) = IOX% v>I exp[&(u, v)] 
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which gives the updated cross-spectrum i.e. 

XS~(u,v, AU, AU) = O;‘(U, V) . O;(U + AU, v + Av) 

6. This is compared with initial cross-spectrum estimate XS’(u, V, AU, Av), 
such that if 

lX$‘(u, v, Au, AU) - XS”( u, v, Au, Av)l > 3axs(u, v, Au, Au) 

where OX~(U,‘U) are the measured cross-spectrum mean errors, then new 
estimates of the object spectrum are computed from the measured cross- 
spectrum, i.e. 

Oz!‘(u,v) = 
XS”(u - Au, v - Au, Au, Av) 

O;“(u - Au, v - Au) 

otherwise 

OY(u, v) = Oj(u, v) 

where the ” indicates complex visibility update after cross-spectrum com- 
parison. 
7. The new image estimate oi’(z,y) for the ith iteration is computed from 
the updated Fourier spectrum. 
8. Repeat steps 2-7 with E[o(z, y)] = oy(z, y). 

The performance of the algorithm can be monitored by following the 
percentage negative power at each iteration and convergence is determined 
from a x2 error metric, i.e. 

x2 = c 
PSO(U, v) - PSQ(u, v) 2 $ 

u,v ~PS(U, v> 

+ c 

XS’(u, v, Au, A) - XSo(u, v, Au, Au) 2 

u,v,Au,Av (‘KT(% v, Au, Au> 
(16) 

where the summations are over the aperture sampled spatial frequencies and 
all cross-spectrum planes. Typically N 20 - 30 iterations are required. 

3.2. SHIFT-AND-ADD APPLICATION 

The iterative deconvolution of SAA images is simpler to apply than for the 
cross-spectrum application. The measured quantities are the Fourier trans- 
forms of the SSA images and the process is constrained by their measured 
errors. 
1. The “raw” shift-and-add images and their corresponding Fourier domain 
errors of both the object s(z,y) and the point source reference s,(z,y) are 
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generated as described above. An initial object estimate E[o(x, y)] is ob- 
tained by performing a simple deconvolution with an appropriate Airy filter, 
i.e. 

E[o(z, y)] = FT-1 
FTk+, ~11 

FW&,Y)I 
. A+)] = FT-‘[O&L, IJ) . A@, v)] 

2. Firstly the non-negativity constraints are applied, i.e. o;(z,y) = 

PWEbt~, Y>II- 
3. The Fourier transform of the non-negative image is computed and the 
Airy beam is removed, i.e. 

4. This is compared to the original spectrum i.e. 

If IO&, v> - Os(u, v>I > 3~&, 4 

where ~,(u,v) are the mean errors on JOs(~,v)J, then 

O@, v) = o&L, v) 

otherwise 

Oi(u, v) = O;(u, v) 

Note that the complex visibility, i.e. modulus and phases, is adjusted. 
5. The updated complex visibility is apodised and Fourier inverted to pro- 
duce a new image oi(u, v). 
6. Steps 2-5 are repeated with E(o(z, y)] = o:(z, y). 

The procedure can be monitored by following the percentage of negative 
power in the resulting image at each iteration and convergence determined 
from a normalised root-mean-square error metric (NRMS) which can be 
expressed as 

NRMS = 
&v [loi - OSAA(%v)l]2 ’ 

Cu+ IOSAA(U, ~11” 1 (17) 

where the summation is over the spatial frequencies sampled by the aperture. 

4. Application To Simulated Data 

In order to both test the algorithms and also to investigate their effective- 
ness, simulated data were used as the “true” object is known. The simula- 
tions were computed using an algorithm previously described (Christou et 
al., 1987a). The model assumed a 3.8 metre pupil with 1” seeing at 500 nm 
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a b 

FWHM = 0.150” l 

c d 

Fig. 1. Reconstructed images for the first simulated binary (a) before and (b) after 
the phase relaxation, (c) after iterative deconvolution compared to (d) the true 
object. Contour levels at -4, -2, -1% (dotted lines) and 1, 2, 4, 8, 16, 32, 64, & 99% 
(solid lines). (Note th a a t 11 contour plots use the same levels.) For all the images N 
is up and E is left. 

(corresponding to an TO of 60 cm at the simulated observing wavelength of 
2.2 pm). Two binary stars were chosen as the test objects, the first had a 
flux ratio of 0.85 and was well resolved with a separation of 0.“939 compared 
to the telescope resolution of X/D = 0.“120. The second had a much fainter 
secondary, flux ratio of 0.10, at a separation of 0.“202. Two statisticrdly inde- 
pendant data sets were generated for each object. One for the binary and one 
as the point source reference. Each consisted of 500 simulated specklegrams. 
Note that a typical data set contains at least N 1500-2500 specklegrams. All 
specklegrams were “contaminated” by additive zero-mean Gaussian noise 
to simulate the random readout noise of the system. Systematic detector 
noise was not simulated. This signal-to-noise simulates a K magnitude of 
5.6 for both objects assuming no signal loss due to internal reflections of the 
telescope and detector for a narrow band K filter with 50 ms exposures. 
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a 

5 . . . . / ; -~-.a ! -.: B j ::j; . ,....’ ; 0 : ;,,,..... -... ,,_. .““...., .’ i. . . .- . . .-. . .._..,._..: 
1 ” 

b - 

FWHM = 0.150"~ 

c 68 

Fig. 2. As figure 1 but for the second simulated binary. 

4.1. CROSS-SPECTRUM IMAGES 

Figures 1 & 2 show contour plots for image reconstructions of the two simu- 
lated binaries respectively compared to the “true” objects. All were restored 
with a Gaussian beam of FWHM 0.“150. This beam size is larger than the 
0.“120 diffraction-limit because of the additive noise. The logarithmic con- 
tour levels are chosen to emphasize the low intensities of the reconstructions. 
Because the data is well behaved due to its simulated nature, there is little 
difference between the images from the two phase estimates, however an 
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TABLE I 
Binary star parameters from fitting simulated data (XS) 

Object 

Binary 1 True 

Intensity Separation Position 
Ratio (“> Angle (“) 
0.850 0.939 253 

Image 0.838 0.939 253 
Modulus 0.837 0.939 253 

Binary 2 True 0.100 0.202 124 
Image 0.091 0.209 124 
Modulus 0.100 0.202 124 

improvement is seen. There is also very little negative power in the images 
so that the iterative deconvolution has a small effect. Visual inspection of 
the images shows that the amplitude ratio has been preserved at all stages. 

The Fourier components, rather than the images, are the direct output 
of the speckle analysis. Figure 3 shows these Fourier components for the 
second binary. The true object modulus and phase are shown in (a) and (b) 
respectively; the power spectrum moduli and relaxed phases in (c) and (d) 
respectively and the modulus and phases after the iterative deconvolution in 
(e) and (f) respectively. Note the “noisy” structure of the recovered modulus 
and phases due to the low number of simulated specklegrams and also note 
the neighbourhood averaging after the iterative deconvolution. 

4.1.1. Binary Star Parameters. 

Determination of the binary star parameters can quantitatively test how 
good the object reconstruction is. These parameters can be obtained either 
from the image or the Fourier domains. To do this an iterative non-linear 
least-squares algorithm was employed to obtain the 5 & y locations of each 
component as well as the intensity ratio. For the image domain the model 
comprised two Gaussians of FWHM equal to that used for image recon- 
struction. For the Fourier domain, only the reconstructed modulus was fit 
by a model representing the Fourier modulus of two point sources. Table I 
summarizes the results obtained for the two simulated binaries. 

For the first binary, the fit parameters agreed well between the two do- 
mains. The separation and position angles are accurately determined, how- 
ever the intensity ratio was w 1% too low in both cases, corresponding 
to a magnitude underestimate of N O.Ol! For the second object with the 
fainter companion, the separation was not as well determined from the im- 
age fit, being N O.“Ol out. However, as the image scale was sampled at only 
O.“056/pixel, this is a very good agreement for 3.6 pixel separation. The 
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intensity ratio from the modulus estimate is excellent and for the image de- 
termination is also N 1% too low. This is indicative of the 1% - 2% features 
seen in the image reconstructions in figures 1 and 2. 

4.2. SHIFT-AND-ADD IMAGES 

Figures 4 & 5 show the deconvolved shift-and-add images for the same two 
binary stars (a) before and (b) ft a er iterative deconvolution. In figure 4a a 
“ghost” secondary is clearly seen at the 2% level. Such ghosts are caused by 
the additive noise occasionally making the brightest speckle in the secondary 
stronger than that in the primary. In figure 4b this ghost is reduced to N 1%. 
Both data sets show similar low-level structure, N 2%, from both reduction 
procedures which indicates that it is inherent in the data rather than an 
artifact of either of the processing schemes. For the close binary the shift- 
and-add result clearly does not recover the secondary at the same intensity 
as for the cross-spectrum analysis and it is not significantly brighter than 
the systematics in the reconstruction. 

Figure 6 shows the Fourier moduli of the SAA images shown in figure 
5 (a) before and (b) after iterative deconvolution. Comparison of 6a with 
3c shows the raw SAA moduli to be significantly noisier. Note that similar 
features are seen in both moduli after applying the iterative deconvolution 
which are indicative of the systematics seen in the images. Why should the 
SAA image be noisier? This is straightforward in that the diffraction-limited 
information is contained in only one speckle, albeit the brightest, whereas 
for the Fourier analysis all speckles are used. Figure 7 shows that the SAA 
MTF is N 1 decade lower at the high spatial frequencies. 

4.2.1. Binary Star Parameters. 

These parameters were extracted in the same way as for the cross-spectrum 
results. They are summarized in Table II. As expected from the images the 
intensity ratios are lower by N 3-4% of the peak intensity whereas for the 
modulus fits they agree very well. This implies that the discrepancy is con- 
tained within the SAA Fourier phases. For the second binary the separation 
and position angles differ from the true values by N 5% and N 1% respec- 
tively. Both modulus and image fitting yield similar values, indicating that 
these are due to the lower SNR of the SAA process. 

4.3. SUMMARY 

These simulations demonstrate that both the cross-spectrum analysis and 
the SAA Fourier modulus analysis yield accuracies to within 0.01 magnitudes 
which strongly suggests that SAA imaging is an important tool for recovering 
not only the separation and position angle of binary stars but also their 
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Fig. 3. Fourier components for the second simulated binary. (a) true modulus, (b) 
true phases, (c) recovered modulus, (d) relaxed phases and (e) modulus and (f) 
phases after iterative deconvolution. 
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Fig. 4. Deconvolved SAA images for the first simulated binary (a) before and (b) 
after iterative deconvolution. 
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Fig. 5. As figure 4 but for the second simulated binary. 
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Fig. 6. Fourier moduli of the SAA images of the second simulated binary (a) before 
and (b) after iterative deconvolution. 
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Fig. 7. Comparison of MTF’s for power spectrum analysis (top) and SAA (bottom) 
as measured from simulated point source data. Note that at the higher spatial 
frequencies there is - 1 decade difference favouring the power spectrum analysis. 
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TABLE II 
Binary star parameters from fitting simulated data (SAA) 

Object 

Binarv 1 True 

Intensity Separation Position 
Ratio (“> Angle (“) 
0.850 0.939 253 

Image 0.813 0.939 253 
Modulus 0.843 0.939 253 

Binary 2 True 0.100 0.202 124 
Image 0.064 0.212 121 
Modulus 0.099 0.213 120 

TABLE III 
Observing parameters 

Binary K texp 
(ms) &n) (:i) F$cg(“) A& 

No. Frames 
Object Ref. 

1 -7 200 2.16 0.38 1.25 2.1 290 170 
2 6.5 50 2.16 0.38 0.80 1.1 1493 1952 

magnitude differences without the need of the full Fourier analysis. The 
180’ ambiguity inherent in just fitting the Fourier modulus is nicely resolved 
from the SAA image. It is interesting to note that images obtained from 
the SAA analysis show ghosts which remove power from the secondary so 
that the intensity ratios as measured from the images is smaller. Bagnuolo 
(1982) has investigated the strengths of these ghosts with simulated data 
and has found them to persist to the low intensity ratios in the raw SAA 
images. However, their relative strengths have not been investigated for the 
deconvolved cases. Investigation of the ghosts in the SAA images indicate 
that the residual power is indeed located at these positions. 

5. Application To Real Data 

How well do both techniques work with real data? The two simulated bina- 
ries analysed above are typical of survey objects. In this section results are 
presented for two newly discovered binary stars which have similar charac- 
teristics to the two simulations. These objects were observed for two differ- 
ent surveys, one investigating the incidence of multiplicity among low-mass 
main sequence stars and the other among young pre-main sequence stars. 
Both sets of observations were taken with the NOAO speckle camera at the 
KPNO Maya11 4m. A thorough scientific analysis of these and other survey 
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objects is under way and results are being prepared for publication else- 
where. Table III summarizes the observing parameters and conditions. Bad 
frames, i.e. due to low power because of variable obscuration or to poor guid- 
ing and tracking such that part of the specklegram was cut off by the edge 
of the field, were edited from both data sets. The observing conditions for 
the first binary were the worst with partially cloudy conditions and signifi- 
cantly poorer seeing. The seeing measurements were obtained after removing 
the centroid motion for each specklegram and then integrating. Both data 
sets were reduced using cross-spectrum and shift-and-add analyses described 
above. 

5.1. SHIFT-AND-ADD IMAGES 

Figure 8 shows the “raw” SAA images for these objects and their point 
source references. As can be seen the first object (top) has a well resolved but 
faint companion in the SW quadrant. Note the elongated structure, along the 
NS direction, which may be due to either poor alignment and/or the longer 
exposure time. As it is visible in both the object and the point source, it 
suggests that the latter will calibrate for it. The second object (bottom) has 
a barely resolved bright companion almost due east. The improved SNR for 
these data allow the first Airy ring to be clearly seen, it is barely detectable 
for the previous object, and the secondary is clearly seen superimposed on 
it. These images clearly demonstrate the usefulness of the SAA algorithm 
for the detection and astrometry of companions. However a more detailed 
analysis is necessary in order to extract the photometry. 

5.2. EXTENDED CROSS-SPECTRUM ANALYSIS 

Before discussing the results it is important to illustrate the need for ap- 
plying multiple shifts for the cross-spectrum analysis. Except for the very 
brightest objects, e.g. K N 1 - 2, it has been found that the multiple cross- 
spectrum shifts, i.e. Au, Au > 1, are necessary. This is nicely demonstrated 
in figure 9 which shows reconstructed images using relaxed phases after us- 
ing (a) 1 pair, (b) 3 pairs and (c) 5 pairs of sub-planes for the close binary. 
Note that in the first case, the phases are somewhat scrambled placing the 
secondary to the NW whereas for the second case the SE lobe has become 
more dominant but there is still evidence for a NW lobe. For the final case, 
the NW lobe is no longer visible and the binary nature of the object is now 
clearly seen. Note the 2% - 4% noise in the final reconstruction. 

5.3. RECONSTRUCTED IMAGES 

Figures 10 & 11 show the reconstructed images after applying iterative de- 
convolution to (a) the cross-spectra and (b) SAA results for the two binary 
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Fig. 8. Raw SAA images for the two observed binaries with point source references 
on the left and binaries on the right. Note the faint companion to the first binary in 
the SW quadrant and a brighter companion to the second binary to the E almost 
at the resolution limit. 

stars. Because of the small number of data frames, poor seeing, and longer 
exposure time as the object is fainter, the effective cut-off frequency for the 
first binary corresponds to a pupil of N 2.3 m giving a resolution, at K, of 
0.“200. As can be seen the binary structure is well resolved and both results 
for the first binary demonstrate a dynamic range of N 5O:l. 

For the second binary the SNR was much better going out to N 85% 
of the cut-off frequency giving a resolution of 0.“140 corresponding to a 
3.2 m pupil. The two images show similar southerly systematic structure 
at N 4% level. As it is common to both reductions the implication is that 
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FWHM G= 0.140"@ 
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Fig. 9. Reconstructed images for the second observed binary obtained from extended 
cross-spectrum analysis for (a) 1, (13) 3, & (c) 5 p airs of sub-planes illustrating the 
necessity of using more than one pair. Note that the same Fourier modulus was 
used and that the differences are due to the relaxed phases only. 



INFRARED SPECKLE IMAGING 49 

FWHM = 0.2OO"e 

0 

cl 0 

a 

Fig. 10. Reconstructed images of Binary 1 after applying iterative deconvolution 
with (a) cross-spectrum and (b) SAA analysis. Note that the dynamic range is - 
5O:l. 

it is inherent to the object or point source data and not an artifact of the 
procressing technique. To investigate this further the data were split into 
subsets and reduced independently. A comparison of the images showed low- 
level N 4% structure which did not occur at the same location indicating 
that it was seeing noise and not inherent in either data set. This implies 
that the trustworthy dynamic range of these images is N 25-3O:l. 

As for the simulated data the images and the Fourier moduli were fit with 
a non-linear least squares algorithm. Table IV compares the binary star pa- 
rameters obtained for both data sets using the two techniques. For the first 
object, the wide binary, the two compare very favourably with only a N 
2% difference in the intensity ratios between the SAA and cross-spectrum 
reductions. For the closer binary, there is more uncertainty about the posi- 
tion angle with N 5” difference between the modulus fit and the image fit 
and with N 4% variation in the intensity ratio. Note that the separation 
angle is equivalent to the resolution indicating that this companion could 
not have been detected unambiguously with a smaller aperture. The first 
minimum in the visibility or Fourier modulus, occurs at N 4 cycles/” which 
corresponds to the resolution of a 1.8 m aperture at the same wavelength. 
A larger aperture is then needed to detect the upward trend at the higher 
spatial frequencies above the noise level otherwise the difference between a 
secondary and a spatially extended object could not be determined. Also 
note that the SAA image of the close binary shows a similar “ghosting” as 
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FWHM = 0.140". 

Fig. 11. As for figure 10 but for Binary 2. Note the similar - 4% level system- 
atic structure which is common to both reductions and is probably due to seeing 
calibration errors. 

seen for the close binary simulation results. This has the effect of reducing 
the intensity ratio as derived from the image by N 5% which is similar to 
the simulation. 

5.4. ITERATIVE DECONVOLUTION 

The ability of the iterative deconvolution procedure to “clean” the Fourier 
moduli is shown in figures 12 (binary 1) & 13 (binary 2). Both figures show 
the Fourier modulus before (left) and after (right) iterative deconvolution 
for SAA analysis (top) and cross-spectrum analysis (bottom). The improved 
SNR of the latter is clearly evident for both objects. Note the effective cut- 
off frequency due to SNR shows a greater EW extent of the signal for the 
first binary. This is consistent with the SAA images shown in figure 9 where 
the peak (i.e. mean brightest speckle) is more extended in the NS direction. 
For the second binary the signal support is much more circular as expected 
from the raw SAA images. The “cleaned” moduli are shown truncated at the 
cut-off frequency of the Airy beam used to filter them before applying the 
non-negativity constraints in the image domain. Thus there is no attempt 
at super-resolution. For both objects, the iterative deconvolution yields very 
similar results for the two processing schemes which is also suggested by 
the least-squares fitting. Besides the inherent smoothing of the fringes as 
expected from the simulations, the two techniques also show self-consistent 
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TABLE IV 
Binary star parameters from real data 

Object Technique 

Binary 1 XS Image 

Intensity Separation Position 
Ratio (“I Angle (“) 
0.14 1.16 222 

Modulus 0.14 1.16 222 
SAA Image 0.12 1.16 222 

Modulus 0.12 1.16 222 
Binary 2 XS Image 0.38 0.14 109 

Modulus 0.36 0.14 105 
SAA Image 0.32 0.14 110 

Modulus 0.35 0.14 107 

low contrast variation within each data set implying that these features are 
inherent in the data and are not artifacts of either processing scheme. As in 
the simulation case the Fourier phases are also smoothed substantially. 

6. Summary and Discussion 

This article summarizes the reduction procedures currently in use at KPNO 
and SO to reduce two-dimensional infrared speckle interferometry data. Bi- 
nary stars represent the majority of objects observed with this technique. 
As they are the simplest type of resolved object, it is important that the 
reduction procedures can successfully image them. Implementations of cross- 
spectrum and shift-and-add analysis to both simulated and real data show 
that both can sucessfully image the binary stars to within a few percent ac- 
curacy. Model fitting of the separation vectors and intensity ratios to both 
Fourier amplitudes and images confirm this. 

The iterative deconvolution procedure to “clean” the images was suc- 
cessfully applied to both the SAA and cross-spectrum reductions by using 
a priori object constraints such as non-negativity. This resulted in a neigh- 
bourhood averaging in the Fourier domain without appearing to affect the 
photometry of the reconstruction as evidenced by the Fourier moduli shown 
in figures 12 and 13. This gives it an advantage over some applications of 
the far more complicated maximum entropy algorithm. 

Although cross-spectrum analysis appeared to fare better, SAA analysis 
represents what can be accomplished with an initial investigation of the data 
before attempting the full Fourier analysis. As such it represents a simple 
and effective tool for extracting not only the astrometry but also the pho- 
tometry of binary stars. The modulus of the SAA image obtained from the 
point source calibration compares very favourably with that obtained from 
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Fig. 12. Fourier moduli for Binary 1 using SAA (top) and cross-spectrum analysis 
(bottom) before (left) and after (right) t i erative deconvolution. Note the multiple 
fringes due to the wide binary and also note the systematic low contrast features 
common to both cleaned moduli indicate it is inherent in the data and not the 
reduction processes. 

conventional power spectrum analysis especially after applying the iterative 
deconvolution. The moduli in figures 12 and 13 nicely illustrate this and even 
show similar background structure indicating that it is inherent in the data 
and not an artifact of the processing. However, the presence of ghosts due 
to the random additive noise favouring the secondary as compared to the 
primary affects the phases and therefore the reconstructed images. Even so, 
the reconstruction of the close real binary was far more successful with SAA 
than by using only one sub-plane of the cross-spectrum to obtain the phases 
as illustrated in figures 11 and 9 respectively. Bagnuolo (1982) predicts that 
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Fig. 13. As for figure 12 but for Binary 2. 

the smaller the intensity ratio between the secondary and the primary, the 
smaller the ratio of the ghost intensity to the secondary. However, this does 
not appear to be true for the results presented here. Both real and simulated 
close binaries have larger ghost-secondary ratios than predicted. This can 
be explained as being due to greater uncertainty in locating the brightest 
speckle because of the noise and the closeness of the two components which 
would favour a peak in the direction to the secondary. A similar peak un- 
certainty occurs for an extended object but with no preferential direction. If 
the binary had a greater separation the ratio would be expected to be much 
lower. 
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A fundamental limitation with SAA analysis is the need to have a point 
source, or point-like source within the field producing the brightest speckle. 
For low-contrast extended objects, locating the maximum of the brightest 
speckle becomes more difficult in that it is now spread over many pixels. In 
noisy conditions, even with Nyquist sampling, a one pixel error or greater 
can cause the peak of the SAA image to become even more blurred. A recent 
improvement to the SAA algorithm which cross-correlates the running SAA 
estimate with the current frame (Gingras & Aruga, 1990) would improve 
on this and also the so called “ghosts” or spurious secondary images caused 
by measuring noise ambiguities. However, such an improvement then makes 
the SAA process more computationally complex removing its current, but 
limited, advantage over the full cross-spectrum analysis. 

The sucessful SAA deconvolutions presented here illustrate that wider 
field imaging utilising SAA on a bright point source in the field would also 
be sucessful. Initial experiments with N 10” field of the BN source (Dougados 
et al., 1991b) have successfully detected previously unknown faint structure. 
How large a field this can be applied to depends upon the isoplanicity of 
the proceedure, i.e. to what spatial extent the motion of the bright speckle 
in one speckle cloud correlates with that in another speckle cloud measured 
simultaneously. Within this isoplanatic patch, nearby extended objects could 
then be imaged using the point source SAA image as point spread function. 
The size of this patch still needs to be investigated as well as the trade-off 
in reduction of isoplanicity for simultaneity of observations which removes 
the problem of variable seeing between object and point source. 

The dynamic range of the results presented here is N 5O:l. Can this be 
improved upon? Experiments with the SO camera have shown that careful 
calibration is essential, not only for flatfielding but in the choice of the point 
source references. The former is an instrumental effect and is therefore under 
some control. However, as more sensitive larger format arrays become avail- 
able, flatfielding will become more important. Seeing differences between the 
object and the point source reference limit the amplitude calibration. The 
use of nearby point sources and frequent switching between them and the 
objects is very important to minimise the seeing effects. 

Increasing the exposure time has been found to be useful for fainter 
sources such as the wide binary. The moduli in figure 12 indicate that 
the diffraction-limit is still reached and one second exposure times of point 
sources show power out to the diffraction-limit, albeit reduced from shorter 
t exp * 
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