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A Global Existence Theorem 
for the Initial-Boundary-Value Problem 

for the Boltzmann Equation 
when the Boundaries are not Isothermal 

LEIF ARKERYD • CARLO CERCIGNANI 

Abstract 

We extend the existence theorem recently proved by HAMDACHE for the initial- 
boundary-value problem for the nonlinear Boltzmann equation in a vessel with 
isothermal boundaries to more general situations including the case when the 
boundaries are not isothermal. In the latter case a cut-off  for large speeds is in- 
troduced in the collision term of the Boltzmann equation. 

1. Introduction 

In this paper,  we deal with the initial-boundary-value problem which arises 
when we consider the time evolution of a rarefied gas in a vessel s whose bound- 
aries are not kept at the same temperature throughout (though, for simplicity, 
we assume this temperature to be constant in time). The case of  an isothermal 
boundary has been treated by HAMDACH• [1] and is based on a suitable modifica- 
tion of  the method used by DIPERNA & LIONS [2] to deal with the pure initial- 
value problem. We also assume that s is a bounded open set of  R 3 with a suffi- 
ciently smooth boundary 0s On 0s we impose a linear boundary condition of 
a rather standard form [3, 4]: 

7 g f ( t ,  x, ~) = l 
U'n<0 

K(~' ~ ~; x, t) ? o f ( t ,  x, ~') d~' =- K Y D f  

(x~Os ~.n>0) ,  
(1.1) 

K ( ~ ' - ~  ~; x, t) > 0, (1.2) 

K (U ~ ~; x, t) ]~. n] d~ = l U .  n[,  
~'n>O 

0.3) 

Mw(~) = l K(~'  ~ ~; x, t) Mw(~" ) d~' (1.4) 
c.n<o 
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where Mw is the wall Maxwellian and y~ are the so-called trace operators on 
E • = {(t, x, ~)~  (0, T ) x a O x R 3 [  4-~. n(x) > 0}. These  operators permit us 
to define " the  values taken on the boundary"  ? ~ f  (a.e. in ~ E R 3 and x ~ 0f2) 
by a function f for which in our context this concept is not a priori defined. 
Of  course, one must show that these operators are well defined, as discussed 
in Sec. 2. 

In the case of  non-isothermal data along 0f2 these initial-boundary-value 
problems possess boundary  data which are compatible,  not with a Maxwellian, 
but rather with one of  those steady solutions, whose theory is still in its infan- 
cy (for an example see the recent paper by ARKI~RYD et al. [5]) ; thus one can- 
not expect the solution to tend toward a Maxwellian when t ~ co, as has been 
recently shown for other kinds of  boundary  conditions [6, 7, 8]. The main dif- 
ficulties in tackling this problem seem to lie with large velocities. In fact, the 
only case that  has been treated so far is due to KAWASmga [9] and refers to 
discrete-velocity models. 

A central observation for the proof  below is 

Lemma 1.1 [3, 4, 10-12] .  IfEqs. (1.1), (1.2), (1 .3 )and  (1.4)hoM, then 

~.n?~Dflogyofd~<= --flw~.nl~lZ?PDf d~ (a.e. in t andxEOf2) (1.5) 

where flw is the inverse temperature evaluated at the point x E 0~2. Unless the 
kernel in Eq. (1.1) is a delta function, equality holds in Eq. (1.9) /f and only if 
the trace YDf o f f  on 0s coincides with Mw (the wall Maxwellian). 

In the case of  non-isothermal 00,  before attacking the problem we must 
deal with the difficulty related to large speeds. To this end, we shall introduce 
a modified Boltzmann equation in which we cut off  all the collisions such that 
the sum of the squares of  the velocities of  two colliding molecules is larger 
than m 2 where m is an assigned positive constant: 

Of + ~. Of 
O~ Ox = Qm( f , f )  (1.6) 

where 

Qm( f , f ) ( x ,  ~, t) = ~ ~ ( f ' f ,  - f f . ) B ( V ,  n) O(rn 2 -1412 - 1 4 . 1 2 )  d~. dn, 
R3 s~ (1.7) 

where O denotes Heaviside's step function and ~ the unit sphere. This means 
that  we can neglect the molecules With speeds larger than m because they never 
interact with the others. In fact, in order to avoid formal complications we 
shall also assume that  the kernel K in Eq. (1.1) vanishes when 4 > m and 
4'  < m or when ~ < m and ~'  > m; in this way the two sets of  molecules with 
speeds in 2 m = {~] ~ __< m} and in R 3 \ 2  m evolve independently of  each other. 

We remark that the only place where we use the cut-off  is the entropy 
estimate (4.8) in Sec. 4; the need for the cut-off  disappears when the 
temperature or its inverse fl is constant. Thus the present paper also contains 
a slightly different proof  of  HAM-DACI-IE'S theorem, with an extension to more 
general boundary  conditions, to a more detailed study of  the boundary  



The Boltzmann Equation 273 

behavior, and for the full class of  collision operators of the existence context 
of  DIPERNA & LIONS [2]. (Note that even the cut-off assumption on the kernel 
K made above is not needed when fl is constant.) For convenience we omit 
the index m in Q m ( f , f )  since we never try to remove the cut-off for the non- 
isothermal case in this paper; also, we denote by G ( f , f )  the g a i n p a r t  of  
Q ( f , f )  and by f L ( f )  the loss part. 

2. Results on the traces 

Before proving the existence theorem we recall some trace results giving the 
L 1 regularity of the trace of  f on the boundary and study the semigroup 
generated by the free-streaming operator. This will be done in this section and 
the next one, respectively. 

Let us first review the general results of UKm [13] on the traces of the solu- 
tions. To this end we define 

A f  = Of + ~. Of (2.1) 
Ot Ox 

and assume that 00  is piecewise C 1. 
We denote by St(x, ~) the pair (x + ~t, ~) which gives the position and 

velocity of a molecule initially located at (x, ~) as long as x + ~t stays in O. 
Denote the forward (t > 0) stay time in f2 by t + (x, ~) and the backward one 
by t - ( x ,  ~). We recall that t • are lower semicontinuous. Then StE ~2xR 3 for 
- t - ( x ,  ~) < t < t + ( x ,  ~) and S t E O ~ x R  3 for t = t •  ~) if t •  ~) < co. 
Let us also define X • = [(x, ~) ~ 0 O x R  3] 4- ~. n(x) >0} and remark that S t 
exists for (x, ~) ( X  ~ with t ~ = 0, t T- > 0. In any case, StaY, -v at t = + t  • 
It is now convenient to write r = (t, x, ~) and for T >  0 to define 

D =  (0, T) x ~ 2 •  3, V • = [ T • 2 1 5  3 (where T + = 0 ,  T -  = T ) ,  
(2.2) 

E + = (0, T ) x Y ,  ~, 019 • = E • u V ~: (same sign throughout).  

The world line of a molecule passing through r ~ D u OD + u OD- is given by 

RS(r) = ( t + s , x + ~ s , ~ ) ,  - s - ( r )  <_s<_s+(r) (2.3) 

where s •  ~ -T-t, t~(x ,  ~)) and T r- are defined as in Eq. (2.2). 
Obviously, 

RS(r) ED ( - s - ( r ) < s < s + ( r ) ) ,  R ~ ( r ) ~ D  -~ ( s = s •  (2.4) 

Clearly, if f E L l ( D ) ,  then f ( R S ( r ) )  as a function of  s is in L l ( - s - ( r ) ,  
s+(r))  for almost all r~OD • and 

s+(r) 
~ f ( r )  dr = ~ ~ f (R~( r ) )  ds da • (2.5) 

D 01) • s -  (r) 

holds, where 

dr = dt dx d~, da • = [ n ( x ) . ~  I d t d a d ~  (on E~:), da ~ = d x d ~  (on V•  

(2.6) 
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n(x )  being the inward normal to 0~ and do- the usual measure on 0~2. We set 

( f  , g) = ~ f g  dr, <6, q/>• = <(~, ~/)E~ + <(~, q/>v• = ~ 6~u d~ • (2.7) 
D 0D • 

where, of course, 

E • V 
(for t = T • . 

(2.8) 

The first result on traces to be recalled is due to UKAI [13] and holds between 
the spaces 

W p = { f E L p ( D ) I A f E L p ( D ) } ,  L~ '•  = L P ( O D •  Od~7• 

0 = O(r) = ra in ( l ,  s+ ( r )  + s - ( r ) )  (2.9) 

where A f  is defined in the distributional sense. 
The trace operators 7B are first defined on C01(/)) by 

y ~ f = f l O D  • fE  C I ( D ) .  (2.10) 

Then, the following result holds 

Theorem 2.1 [13, 14]. Let p ~ [1, oo1. 72~ have extensions in B ( W  p, L~'•  the 
spaces of  bounded linear operators from W p to L p' • which are also denoted by 
yF. Thus 

/]yfffll~p,~ < cIIUHwP = c(HUIlLP(o) + []AflILP(D)). (2.11) 

We cannot remove the weight function 0 if p < oo in Eq. (2.11). For this 
reason, some authors [15, 16] have obtained just L~o~-traces. In order to 
solve the initial-boundary-value problem, however, the L~' • are not 
adequate. We need L p' • traces defined by 

L p' • = L p (OD • ; do. • ) .  (2.1 2) 

We remark that L p' • = L~' • for p = ~ but L p' • c_ L~' • if p < co. Let us 
also define, for future use, 

#p = [ iF WP(D)[  7 f i f e  L p' • C W p . (2.13) 

If  we impose suitable boundary conditions, then we can make some progress 
in the direction of proving that f 6  l~p. To this end it is expedient to prove 
the following 

Theorem 2.2 [13, 14]. Let f E W  p, pE  [1, r I f  7 ~ f E L  p'-- (only one sign 
throughout), then 7ff~ f E L  p' -v. In this case, the following relation holds: 

HTDU(r) I[PLp, - = ] Iy+f (r )  llPLp,++p ~ [ f [ P - Z f A f d r .  (2.14) 
D 

This theorem immediately allows us to deduce the existence of the traces 
when f is assigned on OD +, as a function of L p' +. The situation is more 
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complicated if the boundary conditions are less trivial. We shall assume that 
boundary conditions of the form (1.1) are satisfied and prove the existence of 
the traces on the boundary, under suitable assumptions. 

We can now introduce the operator P which reflects ~ and the operator 
2 + that carries ~zTr into y+r  (via A4 = 0; i.e., 2 + deposits the value 
yzTr taken at a point x of the boundary as a value for y+~( r )  on the 
next intersection with the boundary of the half straight line through x directed 
and oriented as - ~ ) .  Let us then consider for any function q~ of L = ' -  the 
projector Po defined as follows 

(r Mw)-  
Po( o = 0 (2.15) 

(1, Mw) 

We can assume that the operator I -  (PK)*P2 + has a bounded inverse in the 
subspace O of the functions having the form Pooh. Then one can prove the 
following 

Theorem 2.3 [14]. Let fE W I, ]~]2fEL1, 1~[2 A f ~ L I ( D ) .  If  the boundary con- 
dition (1.1) applies and I -  (PK) tP2+ has a bounded inverse in the subspace 
0 o f L  ~'- ,  then y~)f~L l'-v 

Theorem 2.3 is the result that is needed in order to deal with sufficiently 
general boundary operators K; HAMDACI-IE'S [2] results refer, apart from the 
deterministic conditions of specular and reverse reflection, only to operators 
with kernels having compact  support in R 3 x R  3 for almost any {x, t}~ 
0g? x [0, T], which excludes practically all the typical cases. In particular, this 
property seems to be incompatible with the preservation of equilibrium, since 
a Maxwellian does not have compact support! 

One must, of course, prove that the criterion in Theorem 2.3 is actually 
satisfied by any reasonable boundary condition for sufficiently smooth bound- 
aries. So far, an explicit proof has been given [17] for the important case of 
a sufficiently smooth boundary diffusing the particles according to a Max- 
wellian distribution. 

3. Properties of the free-streaming operator 

As in the previous sections, we assume that f is assigned at t = 0 and 
satisfies the boundary condition (1.1). We first study the problem 

(A + 2) f =  0 in D (2 ~ R) ,  (3.1) 

y+f(x, ~, t) = Ky~f  on OD, (3.2) 

f ( x ,  ~, 0) =f0(x ,  ~). (3.3) 

The parameter 2 is introduced for the sake of more flexibility when obtaining 
the estimates; in fact if f satisfies Eqs. (3.1)-(3.3), then f =  eXtf satisfies 
Eqs. (3.1)-(3.3) with 2 = 0. If the norm of K is (in some space) less than 
unity, then we can use iteration methods to solve the problem; since, however, 
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we assume that (1.3) is true, the right assumption is liK[[ = 1. The boundary 
is assumed to be piecewise C 1. We use the notation of Sec. 2 and set 
YP'~ = LP(X~I  ] n (x ) .~ [  d a d , ) .  In addition, we assume that []K[] ___ 1 in 
B ( Y  p ' - ,  YP' +) because in this way we can obtain intermediate results, which 
are useful in the case [[KII = 1. Denote the dual of  K by K t. Then 
for p ~ [ 1 ,  co) we have, automatically, [IKt][ _< 1 in B ( Y  q'- ,  Yq'+) with 
p -1  + q-1 = 1. For p = oo this is an extra assumption (always true in the 
physically interesting cases). We also assume that K does not act on t; hence 
we may replace YP'• by L p'• = L P ( E ~ [  In (x ) -~ [  d t d a  d~). 

The weak solution is defined, as usual, through a sort of  Green's formula, 
which can  be easily established [13]: 

<yzYf(r), y~qS(r)>_ - (yz~f(r),  y+qS(r)>+ = ( f ,  (A - ~) ~b) + ((A + ~.) f ,  qS) 

(3.4) 

where f~  ffCP and 4~ 6 l~q (with p -1 + q-1 = 1) and (qS, ~)• are defined as in 
Eq. (2.7). 

Theorem 3.1. I f  p~  [1, oo] and f oELP( f2 •  then a mild solution f ~ L P ( D )  
exists for )~ >__ 0 if I[K][ < 1. I f  K carries nonnegative functions into functions of 
the same kind and fo is nonnegative, then f is also nonnegative. 

Proof.  This theorem can be proved in many ways. UKAI [13] gives a proof  
that is valid only if p ~ (1, co]. Here we follow a different strategy. We first 
consider the case when Eq. (3.2) is replaced by 

y+f(x ,  ~, t) = f +  on OD + (3.5) 

where f + ~ L p' + is a given function. Then the solution can be written in an 
explicit way: 

f ( s ,  r) = ~(r)  e -'~(s+s-(r)) (3.6) 

where g( r )  equals f0 or f + ,  according to whether s = - s - ( r )  corresponds 
to t = 0 or a point of the boundary of the space domain. It is clear, thanks 
to Eq. (2.5), that the solution constructed in this way is in L p. If we now go 
back to the original boundary condition (3.2), we find a solution for that 
problem provided there exists a function g such that 

g(r)  = ~ [ g ( r * )  e-ZS+(r*)l + go for r~ OD + (3.7) 

where ~ / i s  0 on t = 0 and K on the boundary of the space domain, while 
go is f0 for t = 0 and 0 on the boundary of  the space domain, r* is the other 
point where the relevant world line intersects 019. Since [[KIt < 1 (and hence 
I] ~11 < 1), Eq. (3.2) can be solved explicitly by means of a perturbation series. 
The part on nonnegativity is obvious by glancing at the details of this con- 
structive proof. [] 



The Boltzmann Equation 277 

We can now provide some estimates for the mild solutions. This can be 
done with 

Theorem 3.2. When IIKI[ < 1, the mild solution is the unique solution satisfying 
the estimate 

2PllfItP~<D) + (1 -Ilgll  ~) II y-fl l~,-  + I[N(T)tIP.<~• <_ 11 f0llPp(~• 
(3.8) 

for p E [1, co). 

Proof. Let us consider Eq. (2.14) for functions of, say, CA, not necessarily 
solutions of A f =  -)~f; if yz~f= Ky~f ,  with IIK]] < 1, then 

(1 - I l g l l  p) II y-fll~p,- + IIf( ,  T) IIP~(~• 
--< It/oIIPp<~xR 3) + p f [ f l p - 2 f ( m f )  dr. (3.9) 

If  we now take a sequence {f~} of C A functions which approach a solution 
f in W p, the limit as n ~ oo of Eq. (3.9) (with f~ in place of f )  is Eq. (3.8). 
This relation also proves that f (  I/Vp. The uniqueness of the solution now 
follows from linearity and the estimate (3.8). [] 

We can now consider the case ]IK]I = 1 and prove 

Theorem 3.3. When II KI] = 1, if K carries nonnegative functions into functions of 
the same kind and fo is nonnegative, then (3.1)-(3.3)for  p E [1, oo ) have a miM 
nonnegative solution fELP(D) ,  with the estimate (2 > O) 

I[f(', T)IILP(~• <- IIT0llL~• (3.10) 

Remark. The problem of uniqueness for ]]KI[ = 1 has been solved [16] only 
with additional conditions on K. 

Proof. Let us replace K by/.tK with ~ E (0, 1) in (3.2); then, by the previous 
theorem, we have a unique mild solution f u  satisfying (3.8) (p  ~ [1, oo)), 
which gives uniform estimates (in p) for fu  in LP(D) and f u ( . ,  T) in 
LP([2• Hence, taking a nondecreasing sequence of p's we obtain a 
nondecreasing sequence f~  ~ f  in LP(D) and f/~(., T) ~ h in LP(Q• 
pointwise a.e. and strongly. This f is clearly a mild solution with f ( . ,  T) = h 
and going to the limit in (3.8) (p6 [1, oo)), we obtain (3.10). [] 

So far we have assumed that 2 > 0. We have already remarked, however, 
that the constant 2 can be removed and thus all the results remain true with 
some changes in the estimates. In particular, 

Corollary 3.4. Theorem 3.3 is true for 2 = 0 as well. 

Since f ( . ,  T ) ( L P ( f 2 x R  3) by (3.10) and since T >  0 may be arbitrary, we 
can introduce the solution operator U(t) (t ~ R+) which carries f0 = f ( ' ,  0) 
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into f ( . ,  t): 

Then it is not hard to prove 

U(t) fo = f ( ' ,  t ) .  (3.11) 

Theorem 3.5. If p~ [1, ao), then U(t) is a Co-semigroup on LP(t'2xR3). 

In the sequel we shall need a generalization of these results to the case 
when the parameter ;~ in Eq. (3.1) is replaced by a nonnegative function 
l ( t , x ,  ~ ) E L l ( ( 0 ,  T) XQXR3oc). Then the above treatment carries through. 
The main difference arises in the definition of the spaces W p and in the 
proof of the analogue of Theorem 3.1. In fact, W p is now replaced by W p, 
such that f ~ L  p and (A + l ) f ~ L  p, while Eq. (3.6) must be replaced by 

S t t 

f ( s ,  r) = g(r)  e-S-~-(r)I(e~ (r~l ds (3.12) 

and Eq. (3.7) by 

[ "+ (r*' ~(/('(r*)) d~'] 
~(r) = o72 / g(r*) e -~-(r*) + go for r (  OD. (3.13) 

Thus we may conclude that 

Theorem 3.6. When [[KII = 1, if K carries nonnegative functions into functions of 
the same kind and fo is nonnegative, then the problem 

(A + l) f =  0 in V (3.14) 

(where 0 <= I = l ( t, x, ~ ) ~ L I ( ( O, T )x f2xR3oc) )  with the boundary and initial 
conditions (3.2), (3.3) has a mild nonnegative solution f~LP(D) ,  with the 
estimate 

l l f ( ' ,  T)IILP(~• _-< [[fO[ILP(axR3I. (3.15) 

Then the solution can be written as Uz(t) fo ,  where Ut(t) is a Co-semigrou p on 
LP(Q •  

We remark that (3.15) does not follow from the limiting procedure (that 
would give a constant C0r in front of the norm of f0), but directly from the 
fact that A with these boundary conditions is contractive. 

We shall also have to deal with sequences of nonnegative functions 
IkELI((0,  T) xOxR13oc). In this case, if {lk} converges to 1 in LI( (0 ,  T) x 
f2XR3oc), then {F~}, where 

0 
Fk = ~ lk(s, x -- ~(t + s), ~) ds (3.i6) 

-s-  (r) 

is a bounded sequence in C([0, T],Ll(f2XR3oc)) and converges for any 
t6R+,  a.e. in (x, ~) to 

0 
F =  f l ( s , x -  ~ ( t+s ) ,  ~) ds. (3.17) 

-s-  (r) 
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Associated with the sequence {4} we now have the sequence of  solutions 
{Uzk(t)fo} (for the sake of  simplicity we now restrict our attention to the 
case p = 1), which is pointwise dominated by U(t)fo.  Thus {Ulk(t)fo} con- 
verges to Ui(t)fo because of the dominated convergence theorem, thanks to 
the fact that all the relations that we need, such as (3.12) and (3.13), enable 
us to pass to the limit, when we replace l by l~ and let k go to oo (in [0, T] 
for almost every (x, ~)). 

We remark that we can also solve 

( A + l )  f = g  in D (3.18) 

with initial and boundary conditions (3.2), (3.3), when g(Ll ( (O,  T) x 
g?XR~oc). The solutions is 

t 

f =  Ul(t) fo + f Ul(t -- s) g ds. (3.19) 
0 

We remark that the traces do exist and satisfy Eq. (1.1) almost everywhere in 
[0, T] x 0 O x R  3, because this is true of any function of  the form U/(-c) g, 
z > 0 .  

We also notice that {Uzg v} is an increasing sequence when [gV} is an in- 
creasing sequence. 

4. Existence in a vessel with a nonisothermal  boundary  

In order to deal with the existence theorem in a vessel at rest, with a 
temperature that varies from one point to another, it is convenient to remark 
that there is a Maxwellian naturally associated with the problem at each point 
of  the boundary, i.e., the wall Maxwellian Mw; an exception is offered by 
specular reflecting boundaries, which will not be considered in this paper 
because they have no temperature associated with the boundary. Equation (1.5) 
gives 

~ ' n p D f l o g y D f d ~ + f l w ~ . n l ~ 1 2 y D f d ~ < _ O  (a.e. in t and x~0s 

(4.1) 

As a consequence of this, it is convenient to consider an inverse temperature 
fl(x) with i n f p ( x )  > 0 which reduces to /~w at each point of  the boundary 
and otherwise depends smoothly on x. It is then convenient to consider the 
modified /-/-functional: 

H =  ~ f l o g f  d~ dr + ~ fl(x) 1~12 f d~ dx. (4.2) 

In general, H does not decrease in time, as a consequence of  the Boltzmann 
equation and inequality (4.1), because a simple calculation shows that 

- -  < - ~. t~12 f d~ dx. (4.3) 
dt = 
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The right-hand side of inequality (4.3) is bounded by a constant C given by 

O,a L~f C = m  3 Ox f o d ~ d x .  (4.4) 

Thus H is bounded by Ho + CT on [0, T] if it is bounded initially by H 0 . 
Let us divide the subset of ~ x R  3 where f <  1 into two subsets A • = 

[(x, ~)l 4-log f <  ;-f l(x)~2/21. Then (since - f l o g  f is a growing function in 
(0, e -1) and less than f for f >  e -1) 

- j f l o g f d ~  dx < j f d ~  dx + j [fl(x)/2] ~2 exp [ - f l (x )  ~2/21 d~ dx <__ C, 
+ (4.5) 

and in & -  
- j f l o g f d ~  dx <_ J [fl(x)/2] ~2fd~ dx. (4.6) 

A -  

Then Eq. (4.2) implies that both j f l l o g f l  d~dx and j l ~12 fd~dx  are 
separately bounded in terms of the initial data. It is now easy to prove that 
the mass and entropy relations take on the form 

i f ( . ,  t) d~ dz _< i f ( . ,  0) d~ dx, (4.7) 
t 

0 

<__ f l o g f ( . , O )  d ~ d x +  fl(x) l ~ 1 2 f ( " O ) d ~ d x + m 3 +  3xx f o d ~ d x  

(4.8) 
where 
e ( f )  (x, ~, t) = 

! j j ( f , f ,  - f f , ) l o g ( f ' f , / f f , ) B ( V ,  n) O(m 2 -  I~12-1~, ]  2) d~, dn (4.9) 
4 

R 3 ~.~ 

(with m = co, i.e., O = 1 in the isothermal case). 
As hinted at in Sec. 1, we use the equivalent concepts of exponential, mild, 

and renormalized solutions as defined by DIPERNA & LIONS [2]. Such solutions 
will be found as limits of functions solving truncated equations. 

The existence theorem to be proved reads as follows: 

Theorem 4.1. Let f ~  be such that 

j f o (1  +[~[2)  d ~ d x <  r j f ~ 1 7 6  d ~ d x <  co. (4.10) 

Then there is a solution f ~  C(R+,  LI(Y2 x R3)) of the Boltzmann equation such 
that f ( . ,  0) = f o ,  which also satisfies relations (4.7) and (4.8). 

Proof. We only sketch a proof of the theorem, since the argument is rather 
similar to that presented by DIPERNA & LIONS [2] for the case of R 3, the 
main differences being the necessity to have trace estimates and the fact that 
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we do not have separate energy and entropy estimates; both aspects have been 
dealt with above. We shall mention any important modification in the course 
of  the proof. We first introduce a smooth truncation of  the Boltzmann equa- 
tion and prove an existence theorem for the truncated equation. We choose 
as truncated collision term 

where 

Qk( f , f )  = (1--[-k -1 ~ f d ~ ) - l  ~ ~ d ~ , d n ( f ' f , - - f f , ) B k  
R 3 2 

(4.11) 

nk = f B  A k f o r  ~2 ..[_ ~2  ~ k 2, (4.12) 

t. 0 otherwise. 

We also set 

= j an B A,(1 + k -I jAa ) (4.13) 

Off(r, s ) =  e x p ( 4 - - s - ( I k ( R ~ ( r ) ) d T : )  " ( r )  (4.14) 

Further, l loo and 0 ~ ~• = = Uoo are analogously defined with f~o = f = tim fk. 
Subsequences {kj.} of  {k}, sometimes necessary from one step to the next, will 
still be denoted by {k}. 

Then for f ,  gELl(ff2XII3), 

II Qk(f, f )  _ Q~(g, g)]]L~(OxR3) =< C ll f -  g ] ]L~(~•  �9 (4.15) 

Hence, for f 0  ~LI ( f2 •  the mild Boltzmann equation 

t 
fk = U(t) f ~ + ~ S(t  - s) Q~(f~,fk) ds (4.16) 

0 

with the desired boundary behavior can be solved by a contraction mapping 
argument. 

If  (4.10) holds for f 0 ,  then by Green's formula (3.4)fk satisfies (4.7). Via 
suitable smooth approximations it can also be shown that (thanks to (4.5) 
and (4.6))f~ satisfies (4.8) as well, even with f~(t, .) logfk(t ,  .) replaced by 
[fk(t, �9 ) 1ogfk(t, �9 )[, if we add a suitable k-independent constant to the right- 
hand side. In particular, 

V T > 0 ,  sup sup~fk( . , t )  d~dx<oo,  (4.17) 
t~[0, T] k 

V T > 0 ,  sup s u p ~ 2 f k ( . , t )  d ~ d x <  oo, (4.18) 
tE[0, T] k 

V T >  0, sup sup ~fk [ logfk( ' ,  t)l d~ dx < co, (4.19) 
t~ [0, T] k 

sup ~ ~ ek(fk)(', s) d~ dr ds < c~, (4.20) 
k 0 
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e k ( f k ) ( x , ~ , t )  =�88 ( l + k - l ~ f ~ : d ~ )  -1 I I ( f [ f /~*- - f~ fk , )  

x log( f~ ' f ; , / fkA,)  Bk(V, n) O(m 2 --Ir -1r I de, 
(4.21) 

with O(. ) and 2m replaced by unity and R 3, respectively, in the isothermal 
case. Via (3.4) with a test function which is a suitable extension to the interior 
of  the function n(x)  as defined on the boundary, it then follows that 

[~. n(x)] 2 ~ fk da d~ ds <= CoT, (4.22) 
Ee= 

where COT only depends on T and the right-hand side of (4.8) (but not on k). 
Under the conditions of, e.g., Theorem 2.3 these traces of  course also belong 
to L 1• but that is not known to be true in general. 

We can now apply the Dunford-Pettis criterion to our sequence to conclude 
from (4.17)-(4.19) that {fk} has a subsequence that converges weakly to some 
function f .  

It is then easy to show that the sequences (. { + f ~ -  j ,  ( . l ~ k k j  are 

in a weakly compact set of L I ( (0 ,  T) x O x B R ) ,  where BR is the ball of 
radius R in velocity space. This is proved in exactly the same way as in the 
case [21 of R 3. 

We denote by l = L f  the function multiplying f in the loss term of the 
Boltzmann equation and by Us(t) the semigroup associated with it according 
to Theorem 3.6. When we solve the truncated equation, we deal with Ik and 
Utk(t). According to Eq. (3.19) we have 

t 

fk = Utk(t) f  ~ + I Ulk( t -- s) Gk(fk ,  fk) ds. (4.23) 
0 

Using the velocity-averaging lemma of GOLSE et al. [18] we shall prove that 
f is a solution of the Boltzmann equation which retains a fairly weak control 
of the traces. 

As in the case of R 3, one exploits the fact that all the terms are non- 
negative in order to go to the limit in Eq. (4.23). Let us denote by a~(s) the 
minimum v ^ s = min(v,  s) and put f~  =otV(fk) .  We may assume that f~  
tends (weakly) to some f v in L 1((0, T) • 2 1 5  R 3) and as a consequence f v  
(different from c~v(f) in general) converges to f monotonically. Given v, we 
can apply the averaging lemma to study the convergence of f~., which is also 
bounded by v; then k v ( f  , f )  in L~((0,  T ) x  G ( f k , f k )  converges weakly to G v 
f 2 x B  e) for any R > 0. On the other hand, Eq. (4.23) implies that 

t 
fk  > Ulk(t) f  0 + ~ Ulk(t -- s) k v = G ( f k , f k )  ds. (4.24) 

o 

For almost every r E D either the x-component of  RS(r) is nontangential to 
3f2 at - s  = s -  (r) > 0 and belongs to an open C~-component of 3f2, or the 
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x-component belongs to s at - s  = s - ( r )  = 0. (The analogous situation for 
s = s + (r) will not be discussed.) For such an r, there is a neighborhood ~A# 
of R-~-(~)(r) in 019 +, so that the world lines emanating from that 
neighborhood have the same properties as RS(r), and have a x-component 
staying in (2 through a neighborhood of r. Let g/w, or, for convenience, 
simply ~, be the characteristic function of  A/prolonged with value unity along 
the corresponding world lines RS( �9 ), and with g /=  0 otherwise. For r '~  ,4 / i t  
follows from (4.23) that for 0 < ~ < s < s -  (r) ,  

f~(RS(r')) >_ (2s s) (]~- (r', 5) f~(Rd(r')) 

+ i Us (r', s) 0~- (r', T) Gk(f~, fk) (R~(r')) dr. (4.25) 

For R -~-(~) (r) = (t, x, ~) e E + pick a product neighborhood of (t, x, ~):  
I t x ~ x , 4 / r  C JK. For 0 < s <_ s - ( r )  let ~ be the projection in [0, T] xI2  of 
R~(ItX~xX{~}) Take a smaller product neighborhood of  (t, x, ~): 

, / / /" = f fx , /Y ' ;X, / / / '~  C Itx,4/xx// .  ~ (4.26) 
so that 

{R~(r') lr 'E~/ ' ,  O<-s<_S-(r)} C U ~ss• (4.27) 
s 

Denote by ~/Ka~ the subset 

Juas=IRS'(F') r 'EJU"O<--s '<-s-(r) 'RS'(r ' )E- a___~"<sU JF~,,x/U~I.  (4.28) 

Set q/~as = q/" It is a consequence of the averaging lemma and the 
estimates of  fk that for the integral over JK~s, 

lim lim ~ l~ ( f ~ '  - f~u) d~l dx dt = 0. (4.29) 
V --~Co k---~ oo 

It follows that for almost every 0 < s"< s - ( r ) ,  

lim lim ~ I S (f~gt - f ~ )  d{] dx dt = 0. (4.30) 

We are now going to use a technique that was explained in a previous paper 
[19]. Multiplying (4.25) by ~u and integrating, we get, by averaging and using 
(4.30) for almost every 5 and s with the same double limit and after letting 
the support of q/ shrink to a Lebesgue world line, that 

f (R~(r '))  >_ U- (r', s) (]+ (r', 5) f (Ra(r ' ) )  

+ i f 2 - ( r ' , s )  U + ( r ' , r ) G ( f , f ) ( R r ( r ' ) )  dr (4.31) 
6 

for almost every r ' e E  + and almost every 0 < 5 < s < s + (r ' ) .  An analogous 
reasoning gives (4.31) in the case R-~-(~)(r)~ V +. 

Having obtained the last inequality, we now prove that the opposite in- 
equality also holds, in order to be able to conclude that the equality sign ap- 
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plies in (4.31). To this end, let us now set f~  = v log(1 +fk/v) so that 

t t 

S E( )] f~=Utk( t ) f~  Uz~(t--s) Gk(fk'fk) ds+ Uzk(t--s) lk vk l+fk/~; ds. 
1 +fk/V 

0 0 
(4.32) 

Rewriting (4.32) like (4.25) and arguing as for (4.31) we get for almost 
every r'EE + and almost every 0 < ~ < s < s+(r ') that 

f(R~(r')) <= U-(r',  s) 0 + (r', O)f(R~(r')) 

+ i U-(r ' ,  s) (7+(r ', z) G( f , f ) (R~(r ' ) )  dr, (4.33) 

which together with (4.31) implies that the equality sign holds in (4.31). Thus 
when 0 --, 0, 

0 

f ( r ) = ( I - ( r , O ) f ( R - S - ( r ) ( r ) ) +  ~ ( J - ( r ,O) (7+(r , s )G( f , f ) (R~(r ) )ds  

-~-(r) (4.34) 

for any r on almost every world line in D. Equation (4.34) allows us to con- 
clude that f is a solution of the Boltzmann equation. 

Finally the entropy inequality can also be proved, by starting from the 
truncated equation and arguing as in the case of R 3. [] 

We are now in a position to study the boundary condition satisfied by these 
solutions and prove 

Theorem 4.2. There is a solution as in Theorem 4.1, which satisfies 

7 + ( f )  >=K(Tfff) a.e. on E +. (4.35) 

Proof.  It follows from (4.22) that 

I ]~" n 12 7 + f~ da d~' ds <_ Coy, (4.36) 
E + 

[~. n [ 2 ?~ f~ da d~' ds <= COT. (4.37) 
E -  

Given e > 0 consider the subset E{  C E • where the 00-projection is in 
the open C 1 part of 0f2 and s + + s -  > e. gt~ or, for convenience, simply q/, 
will hereafter denote the characteristic function of a bounded Borel set in E{  
prolonged with value unity along the world lines and equal to zero otherwise. 

The particular Borel sets actually considered will also be required to be con- 
tained in the intersection of  E~ with a product neighborhood I~•215 

where ~/~ is contained in a C 1 piece of 0f2 and ~'.  n(x') * 0 for x'6JK~, 

~' E JUr We finally require that f ( R ( .  )) ~ f ( .  ) uniformly when 0 ~ 0 on the 
Borel sets considered. 
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To prove the trace statement it is enough to prove for such ~'s that 

<Y+f, ?z~ q/>E+ > <K?gf, y~ ~u>e+ �9 (4.38) 

With f~  as in (4.32) and fv  = w-limk_.~o f~  in L 1 (D), we have f v  S f  point- 
wise a.e. and strongly in LI(D) when v ~ oo. So for almost every (small) 
~ >  O, q / fusg t f  strongly in Ll(jK~xw~). By averaging, as in (4.29), (4.30) 
above, we obtain 

w-l im q/f~ = q/fv in L ~ ,  (4.39) 
k--+~ 

and outside a set of arbitrarily small measure 

s s 
lim gt(r) J Ik(R~(r)) dr = ~(r)  J l(R~(r)) dr 
k--*~ 0 0 

(4.40) 

uniformly over r~E+ • supp q/, and with the right-hand side uniformly 
bounded. Let ~ = ~u for the remaining set of world lines in supp ~u, and ~ = 0 
otherwise. 

For g > ~' > ~" > 0 it follows from (4.32) that 

8" 

S ] 0 ___ Ok +(r, r) ~lk ~ 1 +fk/V (R~(r)) dr 
8' 

<__ U~- (r, c~')[~f~(RS"(r))] - (]~ (r, 6")[Ugf~(RS"(r))] 

<= 0~- (r, c~)[Uyfk(RS(r))] -- IQ~- (r, 5")[Ul/fk(RS"(r))] 
8' 

+ f CZ (r, dr 
8" 

= (j  + 1)[(J~- (r, ~ )[~ fk (RS(r ) ) ]  -- (7~- (r, ~")[~fk(R~"(r))]} 
g 

+ log j  e(fk)  (R~) dr. (4.41) 

0 

In the limit k ~ ~ ,  the first two inequalities give 

0 <_ (?+(r, c~')[~fV(R5'(r))] -U+(r ,  c~")[UgfU(RS"(r))]. (4.42) 

The first two terms in the last member of (4.41) give in the limit when 
k ---~ oo 

( j  + 1) [U+ (r, O)[Uyf(RS(r))] -U'+(r, c~")[~f(RS"(r))]}, 

which is bounded by 

( j  -I- 1) {U+ (r, 5)[~ f (RZ(r ) ) ]  - ~f ( r ) } .  
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Recalling that fk satisfies (4.20), and the uniform convergence f o R  6 ~ f ,  
we conclude that 

lim ~[/2 + [ ~ f l ~ ]  - ~fl~+ [ dt da d~ = 0 (4.43) 
5--,0 

uniformly with respect to v. This together with 

s- lim ~ f v  = ~ f  in L 1 (// '~) (4.44) 
1) ~-Oo 

implies that 
s-l im y~[~fv ]  = y+[qjf] in L 1+ . (4.45) 

v --> oo 

An analogous result holds for L 1-. 
By concavity and Jensen's inequality, (1.1) implies 

y~ f~ >= K(yD f~) . (4.46) 
Now in L1-- 

w- lim ~ [ ~ f ~  = y~ [~fv] (4.47) 
k--+oo 

and so 
+ v + - -  

<rJ6f , > YD ~/>E+ m_ ( K y D f  v, Y+ ~ ) E + .  (4.48) 

By (4.45) this gives 

<y~f ,  y~UF)E+ => ( K y D f  , y~t~>E+ (4.49) 

and from here finally 
+ 

<YD f ,  Y+~)U+ > (KyDf, Y+gt>e+. [] (4.50) 

Remark. If  the traces of the solutions are in L 1• (as in the case of Max- 
wellian diffusion on the boundary),  and if Q ( f , f )  belongs to L I (D) ,  then 
there is equality in (4.35). 

5. Concluding remarks 

As mentioned in the introduction, there is a basic restriction in HAM- 
DAC~IE'S theorem, i.e., that the Maxwellian M w has constant temperature 
along 0f2; in other words Mw is the same at all points of 0f2. In this paper 
we have removed this restriction in the case of a gas, whose large velocities 
have been cut off  in the collision term. At the same time we have given a dif- 
ferent proof  of HAMDACnE'S result. The extension is of interest for the study 
of  the solutions of the Boltzmann equation when the boundaries drive the gas 
out of equilibrium. Further developments lie in the direction of removing the 
cut-off and studying the asymptotic trend of the solution. 
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