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Since Gettier 1 showed that knowledge cannot be analysed as true justified 
belief, many repairs of this analysis have been proposed. In this work it 
has almost universally been assumed that the requirement of truth is part 
of the analysis of knowledge. I belief this assumption is misguided. Of 
course, I do not mean that one can know what is not true. If John knows 
thatp, thenp. It is the independent requirement of truth that is objectionable. 
Whether or not John knows that p depends, I believe, on nothing other 
than his experiences, dispositions, mental acts, and so forth, that is, on 
nothing other than facts about John. 2 But whether or notp is true is not, 
in general, a fact about John. 

Suppose there are two people, a and b, who have had, so far as their 
experiences are concerned, identical life histories, and that there are two 
propositions, Pa and Pb, believed by a and b respectively, and identically 
related to them. It cannot be the case, I believe, thatpa is true and a knows 
that Pa ,while b does not know but merely believes Pb because Pb is false. 
Putting this point another way, there cannot be two possible worlds in 
which John's experiences, mental acts, disposition, and so forth are 
exactly alike and which differ in that in onep is true and John knows that 
p while in the other p is false and Jotm merely believes that p. The dif- 
ference between knowing and not knowing thatp cannot be just the truth 
or falsity ofp. 

I cannot prove this to someone who does not share my intuitions, but I 
will try to make its denial implausible in terms of an example. And I will 
point out some of the undesirable consequences of denying it by making 
the requirement of truth an independent part of the analysis of know- 
ledge. Finally, I will attempt to allay some of the misgivings philosophers 
may feel at the consequences of rejecting this requirement. 

Suppose a famous detective is called upon to investigate a case of 
embezzling, and that after a lengthy and painstaking investigation he has 
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exactly the same evidence that Black is not the embezzler and that White 
is not the embezzler. Suppose that Black is in fact the guilty party, and 
that White is perfectly innocent. Now, given the assumption that his evi- 
dence is exactly the same in both cases, it seems to me that no matter how 
good that evidence is, he does not know that White is innocent. He claims 
to know that Black is innocent on exactly the same grounds, and we can- 
not accept that claim. I f  we were to tell the detective that one of  the two 
was guilty, he would no doubt stop believing both that White was innocent 
and that Black was innocent. But I think that he would also agree that he 
had never known that either was innocent. By filling in details suitably, 
we will be able to construct a similar example for any analysis of know- 
ledge that makes truth an independent condition. I f  one is unwilling to 
say that the detective knows White is innocent in the situation described, 
he must reject all such analyses. 

I f  one insists that the detective does know that White is innocent, 
knowledge becomes much less useful than we are inclined to think. Acting 
on one's knowledge will not lead one astray, but neither will acting on 
one's true beliefs. And for the same reason; it will not count as know- 
ledge or true belief unless it is true. But it will not be possible for a person 
to tell what part of  his apparent knowledge is knowledge. Consider our 
poor  detective. After he is told that one of  the two is guilty, we still must 
say that a short time ago he knew one of  two propositions, but he is not 
now and never has been in a position to say which. This, I believe, is too 
much to swallow. At least, it is clear that this is what must be swallowed 
if truth is an independent requirement. 

But now, if the detective does not know that White is innocent in this 
situation, it cannot be just because of  Black's skill at covering his tracks. 
We do not want to say that the detective does not know that White is 
innocent, but that he would have known if Black had clumsily given away 
his guilt (assuming this would not count as more evidence for White's 
innocence). Knowledge does not disappear just because of the embarras- 
sing parallel. 

Having gone this far, I think it is clear, first, that if the detective does 
not  now know that White is innocent, he would not have known even if 
Black had never existed. Whether or not he knows that p certainly does 
not depend on anything other than p and his evidence for p. And second, 
if he does not have knowledge in this situation, he would not have know- 
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ledge in any other situation in which his evidence was equally good. But 
we can allow the evidence to be as good as we like (as long as it does not 
imply what he is said to know) without altering the situation. Our famous 
detective knows far less than he is given credit for. 

I f  we take the first step of admitting that the detective does not know 
that White is innocent, we cannot halt this journey to skepticism, for 
each subsequent step depends on nothing more than the assumption that 
if  two cases are alike with respect to both the subject and the object, then 
either both are knowledge or both are not. In the case of  Black and White, 
we assumed that the situations were alike with respect to the subject but 
not the object. Thus, if we do not allow the requirement of  truth to be an 
independent part of the analysis of  knowledge we are led to skepticism. 
But if we do allow it, we are forced to allow, counter-intuitively, that a 
person can have the same evidence for two propositions, but know only 
one of them, thereby not being in a position to determine which he knows. 

There is another route to skepticism. What one knows is true. Thus, if  
truth is not an independent part of the analysis of  knowledge, it must be 
implied by the rest of  the analysis. I f  one's knowledge depends only on his 
experiences, then the analysis of  knowledge must be something like: 
John knows that p if and only if he believes that p and his experiences, 
mental states, dispositions, and so forth could not be as they are without 
p being true. There are at least two ways in which this is inadequate 
First, i f  'could' is taken to represent logical possibility, we will know all 
the necessary truths that we believe. Second, Gettier type examples can 
easily be constructed using false memory impressions. 8 Thus, a person 
can have true beliefs which could not be false, given his experiences, but  
which he now believes for the wrong reason. Thus, we need something 
more like: John knows thatp  if and only if John believes tha tp  and John's 
present mental state guarantees him that p .  This is vague, of course, and 
in particular in need of an account of  what it would be for a mental state 
to guarantee a person in that state that p. But it is not  my purpose to 
attempt an analysis of knowledge, but merely to indicate the kind of 
analysis required once we abandon truth as an independent requirement. 

I believe many philosophers have felt that this kind of analysis could 
not be correct. Whatever the correct account of  the crucial phrase, it will 
seldom, if ever, be true that one's present mental state guarantees him of 
the truth of  anything. But we claim to know many things, and further- 
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more, we ought to make these claims. It  would, for example, be very mis- 
leading to deny knowledge in many situations. But it is the ordinary 
concept of knowledge that is involved in these claims, and it is this concept 
that our analysis should aim to capture, not some philosophers' invention. 

But these misgivings are based on a misconception, which can be brought 
out by considering spatial terms like 'flat' and 'straight'. These terms have 
recently been discussed by Peter Unger 4 in a paper in which he points out 
their significance for our understanding of skepticism. I will just point out 
certain features of the use of  these terms that are relevant to the considera- 
tions of the preceeding paragraph. These terms stand for absolutes in the 
sense that something is fiat, for example, only if it is perfectly flat. There 
are, in fact, no flat physical objects. But we frequently say of  a physical 
object that it is fiat. And there are many situations in which it would be 
misleading or worse to deny that something was fiat. Thus, from the fact 
that we ought to call something fiat in certain circumstances, it does not 
follow that it is fiat. Likewise, it does not follow from the fact that we 
sometimes ought to say that we know things that we do know them. 

Whether or not we ought to call an object fiat depends not only on the 
physical characteristics of  the object, but also on the circumstances, 
and in particular, on assumed goals and interests. We might call a certain 
table fiat if we were looking for a place for our picnic, but not if we 
wanted to mount  precision instruments. And you might call a field flat 
if you wanted to plant corn which you would not call fiat if you had in 
mind playing baseball. Flatness is, in effect, an ideal. In practice, we call 
things flat if they approach that ideal. How closely they must approach 
the ideal depends, at least in part, on what uses we have in mind for them. 
The important point is that what we ought to say varies while the things 
we talk about remain the same. This is a sure sign that what we ought to 
say is determined in these instances by something other than truth con- 
ditions. Note that if we could infer that the table is fiat from the fact that 
we ought to call it fiat, we could also infer that the very same table is not 
fiat from the fact that, the circumstances but not the table being altered, 
we ought to say that it is not fiat. 

I believe the same phenomenon emerges with 'knows'. On a camping 
trip we might say that John knows that a certain lake is three miles up 
the valley, but we might not say that he knew if his condition were the 
same and we were due at the lake in an hour for secret peace talks. And 
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I believe tha t  i f  Black were no t  there to perplex mat ters  it  would  be r ight  

to  say tha t  the detect ive knows  tha t  Whi t e  is innocent .  But  given the 

equal  evidence o f  Black ' s  innocence,  we ought  no t  to  say tha t  he knows.  

I t  is no t  implaus ib le  to  say tha t  knowledge  is an ideal  - be ing  in a menta l  

s tate tha t  guarantees  the  t ru th  o f  i ts object  - tha t  is se ldom realized,  bu t  

tha t  we ought  to say tha t  people  have knowledge  when thei r  menta l  state 

approaches  tha t  ideal  in var ious  ways depending  on  the context .  I t  mus t  

be  admi t ted ,  however ,  tha t  it  is more  difficult to see wha t  the re la t ionship  

is be tween the context  and  the p ropr i e ty  o f  knowledge  claims. N o r  is the  

ideal  obvious ly  imaginable ,  as i t  is wi th  spa t i a l  concepts .  

The  i m p o r t a n t  th ing shown by the ana logy  wi th  spat ia l  terms is tha t  

no th ing  is necessari ly wrong  with  an  analysis  o f  a concept  tha t  makes  

mos t  o f  wha t  we say, and  ought  to say, using tha t  concept  false. The  

analysis  is n o t  the  ph i losophica l  invent ion o f  a new concept .  I t  is an anal-  

ysis o f  our  o rd ina ry  concept ,  which we make  use o f  in ways tha t  are more  

compl ica ted  than  we had  imagined.  The  ana logy  aIso shows tha t  there  is 

no th ing  more  surpr is ing  or  phi losophica l ly  ob jec t ionable  a b o u t  the  

skept ic ism to which we have been led than  there is abou t  the fact  t ha t  there  

are  no  fiat  physical  objects.  Pe rhaps  this means  tha t  just i f ied be l ie f  o r  

someth ing  like i t  is the more  interest ing concept  for  ep i s temology  af ter  all. 

The  real ly  significant skept ic ism (such as Hume ' s )  holds  tha t  ( ra t ional ly)  

just i f ied bel ief  is impossible ,  and  tha t  is a different ma t t e r  entirely.  

lndiana University 
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