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Abstract. The aim of this paper is to offer a rigorous eXplication of statements 
ascribing abihty to agents and to develop the logic of such statements. A world is 
said to be feasible iff it is compatible with the actual past-and-present. W is a P.world 
iff W is feasible and P is true in W (where P is a proposition). P is a sufficient condition 
for Q iff every P world is a Q world. P is a necessary condition for Q iff Q is a sufficient 
condition for P. Each individual property S is shown to generate a rule for an agent 
.X. X heeds S iff X makes all his future choices iu accordance with S. (Note that X 
may heed S and yet fail to have it). S is a P-strategy for X i~f X's heeding S together 
with P is a necessary and sufficient condition for :V to have S. (P-strategies are thus 
rules which X is able to implement on the proviso P). Provisional opportunity: X has 
the opportunity to A provided P iff there is an S such that  S is a F-strategy for X and 
X's implementing ~ is a sufficient condition for X's doing A. P is etiologically complete 
iff for every event E which P reports P also reports an etiological ancestry of E, and P 
is true. Categorical opportunity: X has the opportunity to A iff there is a P such that 
P is etiologically complete and X has the opportunity to A provided P. For X to have 
the ability to A there must not only be an appropriate strategy, but X must have 
a command of that strategy. X steadfastly intends A iff X intends A at every future 
moment at which his doing A is not yet inevitable. X has a command of S w.r.t. A and 
P iff X's steadfastly intending A together with P is a su~icient condition for X to 
implement S. Provisional ability: X can A provided P iff there is an S such that S 
is a F-strategy for X, X's implementing S is a sufficient condition fo~ X's doing A, 
and X has a command of S w.r.t. A and P. Categorical ability: X van A iff there is 

P such that P is etiologically complete and X can A provided P. X is free w.r.t, to 
A i~ X can A and X can non-A. X is free iff there is an A such that X is free w. r . t .A.  

O. Introduction 

The  a im of this  a r t i c le  is to offer a r igorous  exp l i ca t ion  of s t a t e m e n t s  
a sc r ib ing  ab i l i ty  to  agents ,  a n d  to  develop  t he  logic  of such  s t a t emen t s .  

T h e  exp l ica t ion  is f r a m e d  i n  t he  s y s t e m  of t r a n s p a r e n t  in tens iona l  logic 
(t.i.1.) wh ich  is br ie f ly  s k e t c h e d  in sections i a n d  2. A de ta i led  expos i t ion  

~)f t.i.1, can  be  f o u n d  in [4]. F o r  o the r  appl ica t ions  of t.i.1, see [1], [2], 
a n d  [3]. 

The  ph i losophica l  b a c k g r o u n d  a n d  m o t i v a t i o n  for  t he  p re sen t  t h e o r y  are  
e x p o u n d e d  in deta i l  in [5]. The  k e y  concep t  of the  t h e o r y  is t h a t  of a stra- 

tegy for  an  agent .  A n  i n d i v i d u a l  p r o p e r t y  S is a s t r a t e g y  for  an  agen t  X 
j u s t  in case S p rov ides  X w i t h  a p l a n  for  a n y  c o n t i n g e n c y  t h a t  m a y  arise. 

T h e  i n s t a n t i a t i o n  of ~ b y  X a t  t he  p resen t  m o m e n t  t h u s  depends  solely 
on  w h e t h e r  X m a k e s  choices in acco rdance  wi th  t he  ins t ruc t ions  given 
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b y  S. :Roughly speaking, X has an opportunity to A if there  is an S such tha t  
is a s t ra tegy for X and the  implementa t ion  of S b y  X is a sufficient 

condit ion for X to A. X is said to have  a command of S relative to A if he is 
disposed to follow S in any  si tuat ion in which he consistently intends to A. 
X has the  ability to A -- i.e., X can A -- if there  is an S such tha t  S is 
a s t ra tegy for X,  X ' s  implement ing S is a sufficient condit ion for X ' s  Aing, 
and X has a connnand of S rela t ive to A. X is free with respect to A if he 
can bo th  A and non-A. X is a free agent if there  is an  A such tha t  X is 
free w . r . t . A .  :Finally, X is (partially) responsible for a s ta te  of affairs Q 
if there  has been a t ime at  which X could have  done something to aver t  Q. 

1. 0bjects and constructions 

Any  conceptual  scheme (such as the  one underlying ordinary language) 
is based  on a universe of discourse, i.e., the  collection of the  lowest-level 
objects  (called individuals) coming under  the  purv iew of the  scheme, and  
an intensional base, i.e. , the  collection of pr imit ive a t t r ibutes  tha t  can, 
wi thin  the  f ramework,  be  ascribed to var ious  set-theoreticM objects  over 
the  universe. Together  a universe of discourse and an intensional base 
form what  we shall call an epistemic framewo@. 

Once an epistemic f ramework is given, a range of possibilities arise 
as to how the  a t t r ibutes  in the  intensionM base  are in fac t  dis t r ibuted 
through the  objects  over the  universe. As the  possession of an a t t r ibu te  
b y  an object  is a t ime-dependent  affair, the  possibilities are, more part i-  
cuMrly, possible histories of the  distribution. I t  is cus tomary  to speak 
of those possibilities as possible worlds, and of the  collection of all possible 
worlds as the  logical space of the  epistemic framework.  One of the  possible 
worlds is the  actual world; i t  is, however,  no pa r t  of the  definition of the  
f ramework  to specify which world it is. To locate the  actual  world in the  
logical space is the  u l t imate  (and p robab ly  unat ta inable)  aim of factual 
inquires conducted  within the  framework.  

Le t  o be  the  two-element  class of t ru th-vMues (truth, T, and falsehood, 
F), t the  universe of discourse, and ~ the  logical space. Moreover,  let  

be  the  t ime scale, i.e., the  l inearly ordered class of moments  of t ime. 
~ o t e  tha t  if an origin and a uni t  of dura t ion  -- say, one second -- are 
fixed, moments  of t ime can be  represented in a one-to-one fashion b y  reM 
numbers .  Thus ~ can be  looked upon  as the  class of real numbers .  

o, t, ~, and �9 are types. Besides, where ~, ~:, . . . ,  ~n are arbi t rary  types, 
the  class of all ( total  and part ial)  n-ary  functions from ~ : , . . . , ~  into 

-- symbolically,  (~/~ . . .  ~ )  -- is also a type. (~oth ing  is a type unless 
it so follows f rom the  above.) A member  of a t y p e  ~ is also called an object  
of t ype  ~, or br ief ly  a ~-object. 

Objects  of t ype  (o~) are called classes of ~-objects, or briefly ~-davses. 
Where  C is a ~-class and X a ~-object, X is said to be  an element or counter- 
dement of C according as the  value  of C a t  X is T or F. Objects  of t ype  
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(oSv) are called (binary) linkages between &objects and v-objects, or 
briefly E, ~-linIcages. ~ h e r e  ~ is a S, ~-linkage, X a S-object, and I r an 
q-object, X is said to be liq@ed or cvunterlinked by  L to :Y according as Z 
takes  X and  X to T or F. 

Some part icular  objects deserve special mention.  0, of type  v, is the  
n~mber  nought  (or the  origin of the  t ime scale). ~.~ of type  (oo), and ~ 
of t y p e  (ooo), are the  familiar truth-functions,  and  + ,  of type  (rw) is 
addition. = G of type  (oES), is ident i ty  between &objects, and < ,  of t ype  
(ozz), is the  less-then (or before) relation between numbers  (or times). 
YI ~ and X ~, bo th  of type  (o (oS)), are the  universal and existential  quantifiers 
over &objects:  the  value of II ~ (resp. Z ~) a t  a &class is T or F according 
as the  class does or does not  contain all (resp. some) &objects. A '* is the  
(VS), S, q-linkage which links or counterhnks T with X and  :Y according 
as _~ does or does not  take  X to :Y. 

Objects of t ype  ((Sz)co) are called S-intensions. Where  I is a S-intension 
and  TV a world, the  value (if any) of I a t  W is called the  chronology of I 
in W; moreover,  if I ' s  chronology takes a momen t  T to &object X, we say 
t ha t  .X ocr (or eq~bodies) I iq~ W at T.  I f  nothing occupies I in W at  T~ 
we say tha t  I is vacant in W at  t .  A S-intension can thus be regarded as 
an office oceupiable by  &objects. The American presidency, for example,  
is an office occupiable by  individuals; call it A. I f  W is the  actual  world 
~nd T any  m o m e n t  be tween August  9, 1974 and J a n u a r y  20, 1977, A is 
held by  Gerald :E. :Ford in W at  ~/'. 

Some kinds of intension are part icular ly noteworthy,  o-intensions are 
known as l~ro~osi$ions. W'e shall use the  let ter  :~r' to denote the  type  ((or) co) 
of propositions. V~here A is a proposition, A is said to be true or false in 
W at  ~/' according as it is occupied by  T or F in W at  ~T; if A is nei ther  
t rue  nor  false in W a t / ' ,  then  A is said to be vacuous in W at  T. (oS)-in- 
tensions are known as properties of &objects, or briefly us &pro2erties. 
Where  S is a &proper ty  and  X a &object, X is said to insta~tiate or counter- 
instaq~*iaYe S in W at  ~T according as X is an element  or colmterelement  of 
the  occupant  of S in W a~ T. We shall use the  le t ter  ~a' to denote the  type  
(((oOr)co) of ,-properties. nedness ,  call it R, is an example of a , -property,  
i.e., o f  ~ a-object;  an individual instanti~tes R in W ~t T just  in case it is 
red  in TV at  T. (oE~l)-intensions are known as (binary) relations be tween 
&objects and ~/-objeets, or briefly as S, ~-relations. W h e r e / ~  is a E, v-rela- 
tion, X ~ &object and ~ an ~]-object, X is said to be rdated or co~nte~vdated 
b y / ~  to :Y in W at  T according as X is l inked or counterl inked to ZY b y  the  
occupan t  of ~ in W at  T. 

Given some objects, o ther  objects can often be constructed from them.  
Thus if ~ is a funct ion of type  (VS) and is defined at  a &object X ,  t hen  
an  object -- namely  the  value of P at  X -- can be constructed by  applying 
~v to X. We shall speak of this construction as [/~X]. (:Note tha t  the  nota-  
t ion ' [~X]  ~ does not  s tand for whatever  v-object is the  value of at  X, bu~ 



230 Graham Odd@ and Pavel Tich~ 

rather for a particular way of arriving at that  object, namely by applying 
P to X). By replacing/~ or X in [~X] with an appropriate variable we 
obtain an open construction ([fX] or [:Fx] or [fx]), a construction, that  is, 
which depends for what  it constructs on values assigned to its variable(s). 
Yariables in an open construction can be abstrac~eg upon. For example, 
abstracting upon f in [fX] we get a function which takes any (y~)-object 
to the value taken by that  object s t  X. This particular construction of 
tha t  function from [fX] will be spoken of as [~f[fX]]. • construction may 
be imlaros in the sense of constructing nothing at all. For example, 
if ~ is not defined at X, then the construction [/~X] is improper; but  it is, 
nevertheless, a construction. 

The proposition tha t  the American president is red, for example, can 

/ 
ranging over eo an4 v respectively). As it constructs a =-object, the constru- 
ction will be also called a ~-construction. 

We shall now define the notion of &construction inductively. In  doing 

~o, it will be convenient to write ~x~', , ~ etc. respectively for t x~ x~...  

... X~', ~XzX 2 Xn ~ , ~ ... ' ~X n' etc. for ~xl x~, .., xn' , �9 -. i~2 ~ etc., and ~x~ ', , �9 

~XI, X~, . . . ,  Xn' etc. 

~ 1 .  Let  x be ~ }-object or a variable of type ~. Then x is a }-construction. 
~ 2 .  Let  F be a (~n)-eonstructr X ,  a ~-construct~on, . . . ,  and X~ 

a ~,~-eonstruotion. Then the application [~X~] of F to X~ is ~n 
~-eonstruvtion. 

~ 3 .  Let  Y be an y-construction and ~ distinct variables of the respective 

types ~ .  Then the abstraction [2~Y]  of Y on ~ is a (~,)-eonstr~c- 
~ion. 

:~4. ~othing is a ~-construotion unless it so follows from ~1-3 .  

The lettering used so far will be used throughout the paper. In  parti- 
cular, small I~oman letters will stand for unspecified objects or variables, 
capital t~oman letters for unspecified constructions, small italics for 
unspecified variables, capital italics for unspecified objects, and small 
Greek letters other than o, ~, v, co, g, and a for unspecified types. Besides, 
brackets will be omitted where no confusion can result, and a dot will 
represent ~ left-hand bracket  whose right-hand mate is to be imagined 

~s far to the right as is consistent with other pairs of brackets. By X(Z~/~)  
we shall understand the result of supplanting the free occurrences of 5~ 

by  Z~ respectively. 
Parentheses ~nd the superscripts which go with the symbols ~II', 

~Z ~, '-----', and ~A ~ will also be omitted where possible. ]~[oreover, by X -- u  
A ~ B, etc. we shall understand = Xu  ~ AB etc, and by (~x)A and 
(~x)A shall ~mderstand H ~ 2xA and Z~Ax& (where x/~). Fur ther  notational 
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economy will be achieved by  writ ing 'Xy ' ,  '0~' etc. for ' [XY] ' ,  '(05)' ere, 
a n d  ' X ~ ; ,  %, '  etc. for ' [ [XY]Z] ' ,  '((0~),) '  etc. :For example, ,~o is the  
~ame as ((tv)o) and  2 ~ t . R ~ A w ,  is the  above construct ion of the  propo- 
sition tha t  the  Amer ican  president  is red. 

2 .  Der ivat ions  

An ordered couple whose first component  is a ~-object or a ~-variable 
and whose second component  is a t -construct ion A, symbolically a :A,  

will be called a match. An assignment v of values to the  variables is said 
to satisfy a : A  if on v a and  A construct  one and the  same object. We shall 
also allow for matches  whose first components  are missing, symbolically: 
A. Assignment v satisfies :A if A is improper on v. Two matches  are said 
%o be patently zneompatibie if t hey  are of the  form AI :A,  A~:A, where A1 
and  As are dist inct  objects, or of the  form a :A,  :A. Pa t en t l y  incompatible 
matches  arc clearly never  satisfied by  the  same valuation.  

A couple whose first  component  is a finite set �9 of matches  and  whose 
second component  is a ma tch  ~Yft is called a sequent and symbolized thus:  
�9 - ~ .  The members  of �9 are called the  antecedents and 0Jr is called the  
suecedent of 0~92~. We shall wri te  ~Jfft~, . . . ,  ~-+!}J t  for {~1,  . . . ,  9~.}-+!~. 
Assignment  v satisfies a9 if it satisfies every member  of O. O->!l~t is valid 
if every  ass ignment  which satisfies (I) also satisfies ~ .  

I n  wha t  follows we shall s tate a number  of validi ty-preserving opera- 
tions on sequents, called rules of derivation. ~ules  of derivat ion will be 
s ta ted  in the  following form: 

(*) O ~ - > ~ j  ; 0~->9~2 ; . . .  ; O k - > 9 ~  ~ O - - > ~ .  

I n  (*), O1->!}~i, 02"-N~2, .o. ,  O k - - ~ k  , and O--N~J~ represent  sequents 
of certain specific forms, peculiar to the  rule in question. A clause m a y  
be a t tached  to (*) whereby  some addit ional  constraints are imposed on 
those sequents. Such clauses will be called conditions. (*) affirms tha t  
whenever  the  sequents  on the  left of ~ are valid~ the  sequent  on the  
r ight  is also valid. The  la t te r  sequent  is then  said to be derivable from the  
former  sequents according to the  rule (*). 

A finite string of sequents is said to be a derivation with respect to (w.r.t.) 
given set 91 of rules of derivat ion if each t e rm of the  string -- also called 
step of the  derivat ion -- is derivable f rom earlier steps according to 

a member  of 91. I f  @-~YJt is ~ step of a derivat ion w.r.t .  9t it is said to be 
derivable w.r.t. 91, symbolically ~ O-~!}fft. 

The following are some busic rules of derivat ion (stated wi thout  proof). 

2.1 ~ O~J~ .  Condition: ~ belongs to up. 

2.2 vF--->~ ~ ~P-->9~. Condition: tF is a subset of O. 

2.4 ~ a :~ .  
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2.5 69-+~1; 69-+~2 ~ 69-->~9L Condition: ~1 and s are patently 
incompatible. 

2.6 r :A->9~; 69, a : A ~ l .  ~ 69-~3~ Condition: a is not free i~ 
O, A, and ~ .  

2.7 ~ - + y : ~ X ~ ;  O , f : F ,  x~:X~, . . . ,  x,~:X,~-->~ ~ O-->~t. Condition" 

f ,  . ~  ~re distinct ~nd no~ s in O, ~X~,  ~n4 ~ .  

2.8 69-~y:~X~; 69-~x~:X1; . . . ;  69-+x~:X,, ~ O - + y : F ~ .  

2.9 q)->Y:~Xm; (I)-->x~:X1; . . . ;  (I)->xm:X ~ ~ (I)-+y:~2~. 

2.10 ~ ,  y:f~a~-->y:g~m; (P, y:g~m->y:f&~ ~ 69-§ Condition: ~,, 
and y are distinct and not free in O, f, g. 

2.11 69~f:25~Y-+9:R ~ 69->9Jt. Condition: f is not free in 69, 2 ~ u  
and 9~. 

2.12 O-->a: [ ~ A ] Z  m ~ (I)-§ Condition: for 1 ~ i ~ m, 
every variable free in Z~ is free for z~ in A. 

2.13 . . . ;  
Condition: ~ are distinct and for 1 ~< i ~< m all variables free in Z~ 
are free for z in A. 

The following seventeen rules are based on sundry properties of the 
objects T, F, ~ ,  ~ ,  H ~, E ~, A '~ and =~ (i, j ,  I ,  i/o; $,  z, X ,  Y ,  x/~; y/V; 

c, el@): 

2.1~ O, T:i->!iX; 69, F:i-~OX ~ O - + ~ .  

2.15 O, i :  ~-~ i-+9~t ~ O-->PX. Condition: i is not free in O, i, and 93l. 

2.16 O , i : j - ~ ;  O ~ i : j - ~ 2  ~ q)-~i: N j .  Condition: Q~ and Q~ are 
1)atently incompatible. 

r  i: i ~ j->OX ~ 69->!Yr. Condition: i is not free in r  u~ v~ 9Jr. 2.17 

2.18 

2.19 

2.20 

2.21 

2.22 

2.23 

2.24 

2.25 

2.26 

(9, T: i - )T : j  ~ 69-'~T:i ~ j .  

�9 -+T:I  ~ J ;  r  ~ ~ - ) T : J .  

~ ,  i :Qc~9~ ~ 69-+9X. 
in 69, 93L 

O-~T:Cx ~ 69->T:HC. 

69-~T: HC ~ O-~T:Cx 

O-~T:CX ~ 69-~T:EC. 

69-+T:ZC; 69, T:Cx-+OJt ~ ( i ) - ~ .  
C, and '93l. 

and 
O-~T: AFXy ~ O ~ y : F X .  

Condition: Q is IH or E ~ and i is not free 

Condition: x is not free in 69~ C. 

Condition: x is not free in O, 

Condition: i is not  free in O, x,  y~ 
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2.27 

2.28 

2.29 

2.30 

( P ~ y : F X  ~ O-~T: AFXy.  

O, i : x  = z~!l~ ~ (P--*!~. 

r  = X ~ O-~-x:X. 
r ~ ~->T:x = X. 

The following is an example of a derivation w.r.t, rules 2.1-2.30. For  
brevity, the numeral  denoting the  ordinal number  of a step is also used 
as an abbreviation of the succedent of tha t  step, and steps justifiable by 
2.2 are omitted.  

1.1-~T: .Z2x .~-.~ I(2.1)/2.2-~T: [~x . ~  IJx(2.1)/3.2->T: ~ I(2, 2.12)/4.4 
~ i :  I(2.1)/5.2, 4-~T: -.~ i(3, 4, 2.8)/6.6-~c: ~xI(2.1)/7.7->j: IIe(1.1)/ 
/8.6, 7->j: H~xI(7, 6, 2.9)/9.9-~T: j(2.1)/ lO.-~j:  j (2 .4) / l l .9 -~T:  [~jj]j(9, 
10, 2.13)/12.7, 9-~T: [2jj]. He(9, 7, 2.9)/13.6, 7, 9->T: H~xI(12, 6, 2.9)/ 
/14.6, 7, 9 ~ T :  [2xI]x(13, 2.2)/15.6, 7, 9-~T: I(14, 2.12)/16.6, 7, 9 ~ T :  
[~ii]I(15, 2.13)/17.4, 6, 7, 9-~T: [2ii]i(16, 4, 2.8)/18.4, 6, 7, 9->T: i(17, 
2.12)/19.2, 4, 6, 7, 9 ~ T :  N T(5, 18, 2.8)/20.20-+F: T(2.1)/21.-~F: F(2.4)/ 
/22.---~ F : ~ T(20, 21, 2.16)/23.2, 4, 6, 7->T: ~-~j(19, 22, 2.16)/24.2, 4, 6, 7 
-~T: --~. II~xI(23, 8, 2.9)/25.2, 4, 6-->24(24, 2.20)/26.2, 4-~24(25, 2.11)/ 
/27.2-~24 (3, 26, 2.7)/28.1-+24 (1, 27, 2.24). 

Thus the  sequent T: .Z~x .~-~ I -~T:  ~-~. II2xI is derivable w.r.t, the  rules 
2.1-2.30. We shall often deal with sequents which, like the above example, 
~re of the  form x:  A~, . . . ,  x :An->x:A.  In  order to save space, we shall 
symbolize such sequents thus:  A~, . . . ,  A~->~A. Extra  notational  economy 
will be achieved by writing Ac-~xB to denote the  pair of sequents A->xB 
und B->~A. ~oreover ,  where x is T we shall drop the  subscript altogether. 

A new object is often conveniently introduced into discourse by means 
of a rule of derivation of the  form k A~-%B, where the  introduced object 
~ppears in A bu t  not  in B and x is not  free in A or B. Subtraction, for 
example, can be introduced by laying down the  following rule, where 
(k, ~, ~1~; i/o): 
2.31 ~ [k -- l] ---- te-~[t ~- ~] = I~. 

For  the subtract ion funct ion -- is the  only object X such tha t  the  sequents 
[kX/] = t~-~ [t § l] ----/~ are vMid. Similarly, we can introduce conjunction, 
disjuction, t ru th  and implication (symbolically: &, v ,  Tr, and -< respecti- 
vely) by  means of the  following rules of derivation (where h, j/o): 

2.32 ~ i &J+-~1, "~. i ~ .  N j  Condition: h is not  ~ree in [i & j ] .  

I n  subsequent derivation rules of this iorm we shall leave the  appropriate 
condition ~nstated.  

2.33 ~ i v j~-+~ r [~-~ i] & .~-~ j .  
2.34 ~ Trw~pe%(~c ). [Apwe] & .  ActT (1~/~, c/ov). 
2.35 ~ p -(~/r (~t). [ T r ~ ]  ~ .  Tr~q (q/~). 
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In  the following sections we shall state the derivability of various 
seqnents from hitherto stated rules. Where 9~ is the class of rules which 
have been defined before such a statement is made we shall write simply 

~ for F ~ .  Limitatiens of space preclude exhibition of full derivations 
in the style exemplified above. Instead, we shall confine ourselves t~ 
citing whatever previously stated derivability results are cruciM ia deriving 
the sequent in question and assume tha t  the reader can construct a full 
derivation in terms of previously stated rules of derivation and the well 
]~own rules of elementary number theory governing 0~ <~ §  and --. 

In  order to avoid repeated type indications, a small italic letter will 
ulways be used to refer to unspecified variables of the same type~ in con- 
formity with the following schedule: a / ~  b/~, v /o~ g/ou~ e/u~ g/g, h/o~ 
i/o, j/o, kl~:, ~I~, n/(o~(o~)),~, pl~, q/~, r/a, s/a, t/~:, ulo~, vl~, w/~,  
xl, ,  YI'. 

3. The Past, Present and Future 

Consider a member of the intensionM base, say a monadic at tr ibute 
instantiable by  ~-objects. There is clearly a unique function which takes 
every world to the function which takes every moment of time to the  
extension of the attr ibute in that  world at that  time. This function is 
a ~-property, and we shail say that  it corresponds to the attribute. ~-pro- 
perties which correspond to the members of the intensionM basis are 

  i ary. In general, we have the class er  (of type o of p mary 
~-re]ations. By what has been said in Seetio~ 1 a possible world is comple- 
tely specified by the chronologies of the primary attributes. 

A basic proposition is one which says of some specifiec objects tha~ 
they do or do not display a specific at tr ibute in the intensionM base. 
:Each member of the set of basic propositions (Ba/o~) is thus eonstruetible 
from some primary ~-relation B and some specific objects X~ of the  

respective types $~, in one of the following ways: 2w2t.R~tX~, 2w~t . . . .  

. - -~ . /~X~ .  (Consequently, the negations of basic propositions are them- 
selves basic.)We assume that  basic propositions are defined at all world- 
-times~ and that  worlds are individuated by whieh basic propositions are 
true in them at each moment. We thus have: 

(b) ~ Ba~-->Ba2w2t .~-~. p ~ ,  
(c) ~ B%-+pwtV .~-~. p ~ .  

The K-shift (Sh/n~n) of a proposition P is the proposition tha t /~  will 
take place in K seconds' t ime: 

3.2 ~ Shkpe-~q2W2t.pwt~+k ] . 
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The K-shift of a class (Shc/(o~)~(oz)) of propositions C is the  class of 
all K-shifts of members oi C: 

3.3 ~ Shc~c~-§ &. p = Shkq. 

By the conjunction (q/~(o~)) of a class of propositions C we shall 
unders tand the proposition which is t rue just  in case every member  of 
C is true, and false otherwise: 

3.4 k Eje~-+q2w2t. (Vp). [AcpT] ~.  Trwt p 

The rules of derivation stated so far yield: 

3.5 ~ %~Cj~ -< p .  
3.6 ]- ShkCjcr +qC j . Shckv. 
3.7 (u [AcpT] =. AdpT-§ Cjo. 
3.8 F [Cj; p p = P]wt. 

The tautology (Taut/~) is tha t  proposition which is t rue in aU worlds 
at  all t imes: 

3.9 k Taut~-+m ~w~t T. 

We have the following derivability results: 

3.10 k T+-~iTalltwt. 
3.11 k Taut~-~q~w~t [q~p .--~. p = PJ~t (by 3.8 and 3.10). 

A proposition P is a basic past-shift (Bap/oz) (a basic future-shift (Baf/o~)~ 
just  in case it is in the set of K-shifts of basic propositions for some K less 
(or greater) than  0: 

3.12 k Bapp+-+~('lk). [k < 0] & [ShckBa]p. 
3.13 k B a f p ~ ( 3 k ) .  [0 < k] & [ShckBa]p. 

/~ is a basic shift (Bas/o~) just  in case it is basic, or a basic past-shif~ 
or a basic future shift: 

3.14 k Basp§ v .Bapp v Baf~.  

C is a class of basic shifts (Bac/o(ou)) if all members of C are basic. 
shifts: 

3.15 k Bacve-~i(Vp). [Ae2T ] ~ Ba%. 

The above rules yield: 

3.16 b -~Bac~p.  ~-~. p -~ p .  
3.17 k 0 < / ~ ,  (3q).Bapq &. qwt &.P -~ Sh--kq->Bap~ &PwEt+kl- 

The present~ past, future, past-and-present, and past-present-and-future 
(Pr% Pst,  Fur ,  Pstp,  P p f / ~ )  are the  conjunction of all the  t rue members,  
respectively, of Ba, Bap, Baf, the union of Ba and Bap, and the  union 
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of Ba Bap, and Baf: 

3.18 
3.19 
3.20 
3.21 
3.22 

Prewt~%CjAp .B% &p~ .  
[: Pstwt,-,qCj~2o .Bapv & 2Ow~. 

Pstp~*-~qCj~p. [p = Pstw~ ] v [p = Pre~t]. 
Ppfw(~->qCjAp. [p : P s t p ~ ] v  [p : F u t ~ ] .  

We have: 

3.23 

3.24 
3.25 
3.26 
3.27 
3.28 

Where P is Pre, Psi, Fut, Pstp, or Ppf, (a) ~-+[Pwt]wt, 
(b) t- [_P~t]v~+-~P~ = Pv~ (by 3.5). 

Ppfwt~--,qCj~p .Bas~ & p ~ .  
I- Ppf~t = Ppf~-+w -- v (by 3.5, 3.1, and 3.24). 
f-0 ~< k-+Pstw~+~ -<. Sh-~Pstw~ (by 3.6, 3.7, and 3.17). 
~" 0 <~ k, PstPw[t+/~] = Pstpv[t+~ i -+Prewt = Prevt. 

Where P is Pst or Pstp, b 0 ~< k, /)wzt+~ =/)v~+~-->Pw~ = Pv~ 
(by 3.26, 3.27) 

A world is weakly (or strongly) K-feasible if it will be a candidate for 
aetuMity unitl and excluding (or including) K seconds hence (Fea, Feas/ 

3.29 
3.30 

Feaw~kVe-%Pstw[~+k] --. Pstv[t+k3. 
Feaswt kv ~Pstpwu+k] = Pstpv[~+~. 

We have: 

3.31 ~ Feaswt kv-->Feawt kv. 
3.32 Where /~ is Feas or Fea~ (a) ~-+P~tkw, 

3.33 t- ~ < k,  Fea,~tkv-->FeaswtIV (by 3.28). 

(b) 1-/~wt kv 

A proposition is weakly (or strongly) K-feasible if it is true i~ some 
weakly (or strongly) K-feasible world (Fs, Fss/(ovz)~): 

3.3~ ~ FSw~kl~e%(3v) �9 [FeawtkV] & Pvt. 
3.35 ~ FsswtkPr [FeaswtkV] & Pvt. 

We have: 

3.36 
3.37 
3.38 
3.39 
3.40 
3.41 
3.42 
3.43 

F Fsswtkp-+Fsw~k:p (by 3.31). 
[- ~Owt-->Fsswt k~o (by 3.32). 
i- FeawtkV , Fswtk~-->Fsv~kp (by 3.32). 
I- Feaswtkv , Fssw~k~o-+Fssvtk p (by 3.32). 
k k < ~, r Fsswtkp-+ N .  Fswtl p (by 3.33). 
t- -->FSSwtkPpfwt (by 3.23 and 3.3). 
t-p~k--> [~w~t. [PPf~k]w~ &. k = t] -< :p. 
F 2)~k-->Fssvkl~w~t. [PPfvk]wt &:Pwt (by 3.23 and 3.3). 
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A proposition is K-inevitable (Inev/(ow),,,) if it is in true every strongly 
/;-feasible world: 

3 . ~  ~ Iuevw~k~-~ ~ (Vv). [Feasw~kv ] ~. Tr~p.  

We have: 

3.45 

3 .~6 
3.47 
3.48 
3.49 
3.50 

(a) Pstpw t ~ p->IUeVwt0p (by 3.23). 
(b) Inevv~0P-+ [Xwit. [Pstpv~]~t &. k = t] -< p (by 3.23). 

0 ~ ~, Inev~0p~IneVw[t+~10.Sh-~p (by 3.28). 
Inevwt()Ppfwt , FeaSwt0V->W = v (by 3.23 and 3.25). 
(V~o).% = Inevw~kp~Izaev~tl~Ej~. 
-~Inevwt 0~s~p~t (by 3.45). 

~- ~eVw~0~tw~ ~ Feasw~Ov-->w = v (by 3.47, 3.48~ and 3.49). 

By 3.50, if the future is inevitable then the actual world is now the only 
feasible world. As ~ consequence, ff the future is always inevitable then 
the actual world is the only world which is ever feasible: 

3.51 b (Vt).IneVwt0Futwt , (3t).FeaswtOv-~w ~ v (by 3.50). 

A proposition P is K-settled (Set/(ov~)m) if either 2 itself or the negation 
of P is K-inevitable: 

3.52 ~ Set~k2~+~ [Iuevw~PJ v .IneVwtk~w~t .~"Pw~. 

A proposition P is weakly (or strongly) K-sufficient for proposition Q 
[and Q weakly (or strongly) K-necessary for P]  if Q is true in every weakly 
(or strongly) K-feasible world in which P is true (Suf, Sufs/(ovzz)~): 

3.53 ~ Sufwtkpq+~i(Vv).[Feaw~kV &. TrvtP] ~ Trvt q. 
3.54 ~ SUfSwJCpqe+i(Vv). [Feaswtkv &. Trv~p] ~ Trvt q. 

A proposition 2 is realisably weakly (or strongly) K-snffieient for pro- 
position Q [and Q realisably weatdy (or strongly K-necessary for t )] if 1 ) 
is weakly (or strongly) K-feasible and P is weakly (or strongly) K-sufficient 
for Q, (Sufr, Sufsr/(ol'~)~+): 

3.55 ~ Sufrw~kpq~iFSwtk p &. Sufwtkpq. 
3.56 ~ Sufsrwtkpqe+~Fssw~k p &. Sufs~kpq. 

We have: 

3.57 Where S is Suf~ Sufs, Sufr~ Sufsr~ 
~wt kPq-~ IneVw~ k ~w ~t . S~  kp q . 

3.58 Where S is Sufs or Suf~ (a) k -+Sw~kpTaut. 
(b) b Sw~kpq, ~ k q r ~ S ~ t k p r .  

3.59 k P~->Sufsr~t0 [PPf~t]P (by 3.23~ 3.32 and 3.41). 
3.60 k ->Sufsw~k [2w~t. [~w~t~X.pwt]wtx]p. 

I0  - -  S t u d i a  L o g i c a  2--3182 
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4.  Connections 

A proposition is inevitable (by 3.45) if it is implied by the past-and- 
present, t tence all true past-shifts of basic propositions are now inevita- 
ble. However, future-shifts may also be inevitable. This is because worlds 
consist not only of observable events, but  also of connections between 
such events. One event's having the power to bring about or cause another 
event is an example of such a connection. The extension os cause-effec~ 
relation is part  of what makes a possible world the world it is. In  other 
words, the cause-effect relation is primary. 

Causation is just one example of what will be called nexuses. A nexua 
is any primary relation between eve . t s  and classos 

of events satisfying the following condition: the proposition tha t  event 
:E is related by 2V to a class oi events D implies that  one of the members 
of ./9 occurs: 

4.1 k N e x ~ , P r :  '(~ & (re ) (Vd) .  [),w~$. [n~t ed] & %t] 
*( 2wX$(3q).dq & q~t. 

Causation is an example of what might be called strict nexuses: nexuses 
which always relate events with one-element classes of events. An example 
of a nexus which is not strict is the disposition relation. 

:Event lit is connected (Con](o~(o~r)),~,) to class /)  i~ /i7 brings about 
(one member of) 1). 

4.2 ~ Conw~ed+-+iBaca & (3 n).Nex~ & (3/~).nwr,+k] [ S h - k e J . S h c - ~ d .  

Proposition Q forces (For/(o~r(ozt)))D if there is an event E such tha t  
Q implies that  ~ brings about 1): 

4.3 ~ Forqd+-~ i (3e). q -~ ~w~t. [Con~,ed] & ewt. 

The latitude (Lat/(o~)~) of ~n event LP relative to a proposition Q is 
the intersection of all classes which conta in / )  and axe forced by Q. 

4.4 ~ Latpq~%Xe. (Vd). [Forqd &. AdpT] ~.  AdeT. 

Thus the latitude of ~P relative to Q is the set of all alternatives to/~ given 
all the connections and events reported by Q. The latitude of 2 relative 
to the actual past-present-and-future is the actual latitude of 1 ). The actuaI 
latitude is thus the set of real alternatives t o / '  given the obtaining con- 
nections and history of the actual world. If  the latitude of _P relative 
to a true proposition Q is the same as its actual latitude, it is clear tha~ 
Q reports an etiological ancestry of P.  Q is said to be etiologically complete 
(Ecom/(o~)~) if Q is true and is the conjunction of ~ set of basic shifts 
whose latitude relative to Q is their actual latitude: 

4.5 ~ Eeon~qc-~qwt &. (-~d).Bac a &. [q = Cja ] &. (Vp).d~ =. [Latpg] 
-- Lat~Ppfwt 
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An etiologically complete proposition thus entails ~ full etiological ancestry 
of each event  which it reports. 
We have:  

4.6 ~ ~Eeomw~Taut (by 3.11 and 3.16). 
4.7 t- -->Ecom~Ppf~ (by 3.23 and 3.2~). 

5. Choices, rules, and strategies 

Wil~ing (Vol/(ot~)~o~) is a relation between an agent and a t-property. 
Agent  X bears the  willing relation to a proper ty  just  in case he wills to 
have tha t  property.  X's  K-choice (Choi/(~vt)~) is the  conjtmetion of all 
volitions X will perform in K seconds' t ime: 

5.1 ~ Choi~kx~-~Cj2q(3 r). [q = ~w2t. Volw~t+klxr] & qwt. 

5.1 yields: 

5.2 ~ -~ [Choiwtkx]wt. 

G is ~ feasible K-choice (Fchoi/(ow~)~) for an ~gent X if it will still 
be feasible in K seconds' t ime for G to be X's  choice. 

5.3 ~ Fchoiw, kXge-~iFswtk2w2t.g = .  ChoiwJCX. 
5.4 ~ -->Fchoi~tkx.Choiw~kX (by 3.36, and 3.37). 

Each proper ty  S represents a ru~e for an agent -- tha t  is to say, S 
generates ~ set of instructions which the  agent may  or may  not  follow. 
Basically the  instructions will be of ~ conditional form, specifying a range 
of admissible choices for the agent for each of the ways in which the  world 
may  develop. Let  us say tha t  the agent implements the  rule if he now has 
the  property.  (The present possession of the property may,  of course, de- 
pend on what  happens in the future.) Then the admissible choices generated 
by  S are just  those which, whenever it is still weakly feasible for the  
~gent to implement  S, do not  of themselves rule out  his implementing ~. 
I f  the  choices which the ~gent makes are all admissible then he is s~id to 
heed S. ~ o t e  tha t  ~n agent may  well heed a rule ( that  is, do his best  to 
implement  it) and yet  fail to implement  it. 

A rule {or property) S is K-applicable (Appl/(ozt,).~) for X if it is weakly 
~-feasible for X to have S: 

5.5 ~ Appl~Tcxs+--~Fsw~k2w2t.SwtX. 

G is ~n admissibZe K-choice (Adm/o~zta)~) for X w.r.t. ~ if it is weakly 
~-feasible tha t  G is X's  K-choice and X has S: 

5.6 ~ Adm~kgxs~-~Fsw~k2w2t. [g = Choiwt/cx ] &. sw~x. 

X 5K-heeds (Heed/(ovta)~)S if either S is not  K-~pplic~ble for X or 
X's  K-choice is admissible for X w.r.t. S:  

5.7 ~ Heed~akxs~--~[Appl~xs ] ~ .  Admw~k[Choiw~kX]XS. 
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We have: 

5.8 F Admw~lCgxs-~Sufrw~kg~w2t.Heedwt~xs (by 3.32 and 5.2). 
5.9 k ~'.~. Fswtl~2w2t.sw~x~(Vv ) . [Feaw~kv ] ~ .  Iteed,tkxs (by 3.38). 
5.10 F s~tx-> A&n~Jr [Choiwtkx]xs (by 3.32). 
5.11 F ->(3g). [Fehoi~kxg] &. Sufrw~kgkwkt.Heedw~kxs (by 5.2, 5.4, 

5.8, 5.9 and 5.10). 

An agent heeds (Hed/(ot~),~) S if he K-heeds S for every positive K :  

5.12 k HedwtxSe-~i(Vk ) . [0 < k'l ~.  HeedwtkXS. 
5.13 F (Vk). Admwtlr [Choiwtkx]xs-~Hedw~XS. 
5.14 F s~x-->Hedwtxs (by 5.10 and 5.13). 
5.15 ~ ~ .  Fssw~O2w~t.s~tx , 0 < h-~Heedwflcxs (by 3.40). 
5.16 I- ~Fss~tO2w)~t.Hed~xs (by 3.37, 5.14 and 5.15). 
5.17 F ~Sufs~t0 [2w~t. [I-~ed~tx2w2t2~pw~] & p~]~w)~t. [;~w2t2xp~]~tx. 

Let Hd (of type an) be the function which takes each property S to the 
property of heeding S: 

5.18 k Hdse%.~w2t2x.Hedwtxs. 

We have: 

5.19 
5.20 
5.21 

ApplwJ~xs-+Appl~tk$Itd s (by 5.14, 3.36, and 3.37 ). 
gedwtxgds-->Hedw~xs (by 3.32, 3.38, 5.10 and 5.:[9). 
Hd.Hd~<-~Hd~ (by 5.14 and 5.20). 

From 5.20 it follows tha t  the heeding of S is ~ property that  the agent 
can acquire simply by making the right choices at the right times. I t  does 
not matter  what the world does ha response to the agent's choices; there 
is always a feasible K-choice for the agent to make which will ensure 
that  he K-heeds S. By continuing to make these choices the agent heeds S. 
Thus the  heeding of S could be called a strict strategy. I t  generates a rule 
whose implementation by the agent is just u matter  of the agent making 
appropriate choices. 

Besides strategies of this sort which require for their implementation 
no cooperation on the part  of the world, we will consider provisional 
strategies -- that  is to say, rules which the agent is able to implement 
on some proviso. 

I~There S is ~ property and P a proposition, S is a P-strategy (Str/(otgz),~) 
for X just in case X's having ~ is strongly sufficient for P and X's  heeding 
S together with P is reMisably strongly sufficient for X to implement S:  

5.22 k Strwtxsp*-~ i [Sufsw~0 [2w~t. sw~xJp ] &. Sufsrw~0 [2w~t. [Hedwtxs] 
& iowt] 2w2t. swtx. 

I t  follows that  the property of heeding • is a P-strategy for X just in case 
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X's heeding S is strongly sufficient f o r / ) :  

5.23 I- Str~xHdspe-~Sufsw~O[2w2t.Itedw~XSJp (by 5.16, 5.20). 
5.2~ ~ -~Str~x~d~Taut (by 5.23 and 3.58). 
5.25 k Str~txsp-~Ine%~O2w2~. Strw~XS p (by 3.57). 
5.26 k-Fss~Op->Strw~X[2W).~2x.pw~]p (by 3.60, 5.14, and 5.17). 
5.27 I- Strw~xsp-> ~SSw~O2w2~. [Sw~X ] & Pw~. 
5.28 k Strw~xsp, Inevw~Op-->Strw~xsTaut (by 3.58, 5.16). 
5.29 ~ -->Str~x [2w~t2x [Ppf~]~] Ppf~ (by 3.41 and 5.26). 

A property S ensnares (Ens/(owa)~) ~ property A for X just in case 
X's  having ~ is strongly sufficient for X to have A: 

5.30 
5.31 
5.32 
5.33 
5.3~ 
5.35 

Ensw~XSa~-% Sufsw~ 0 [2w2t. SwtX] 2w~. awtx. 
k --~EnSwtXSS. 

Ensw~XSa ~ Ens~txab--~Ensw~xsb (by 3.58). 
Ens~txsa-->Inevw~O2q~2t.Ensw~xsa (by 3.57). 
S~ffsw~ Op 2w 2~ . aw~ ~--~ Ensw~X [ 2w 2t 2xpwt] a . 
av~x-~Ens~x [2w2t2x. [PPf~Jw~] a (by 3.59 and 5.3~). 

6. Opportunity 

We can now define what it takes for an agent to have an opportunity to 
perform a given task on a goven proviso. Agent X has the opportunity ~o A 
provided P (Opp/(ow~)~) just in case there is a / ) -s t ra tegy S for X such 
that  S ensures A for X:  

6.1 ~ OppwtXap+-~ (3s). [Strwtxsp] &. Ensw~xsa. 

We have: 

6.2 k -~OppwtxHdsTaut (by 5.31 and 5.24). 

Hence any agent has the opportunity to heed any rule come what  may.  

6.3 (a) k Oppwtxap-->Ine%~O2w2LOppwtxa p (by 5.33 and 5.25). 
(b) k ~-~. Oppw~Xap-~Inev~tO2w2t .~'~. Oppwtxap (by 6.3a). 

Accordingly, opportunity is independent of the future: 

6.4 k ->Setw~O2w2t.Oppw~Xap (by 6.3). 
6.5 k Enswtxab , Oppw~xap~Opp~xbp (by 5.32). 

Hence weakening of the task preserves opportunity to perform it. 

6.6 
6.7 
6.8 
6.9 
6.10 
6.11 
6.12 

k SufsrwtOp2w2t.aw~x-~Opp~txap (by 5.26 and 5.34). 
OPpw~xap-~Fss~t 02w2~. [a~tx] & P~t (by 3.57). 

k InevwtO2w2t.awtx , Fss~Op->OppwtXap (by 6.6). 
Opp~xap~-~OppwtX[2W2t~x.Opp~xapJp (by 6.3, 6.7, and 6.8). 
awtx-->Oppw~xaPpfw~ (by 3.59, and 6.6). 
Oppw~Xap , Inev~Op-~Opp~txaTaut (by 5.28). 

k ]~aeVwt0Fntwt ~ Oppwtxap-->awtx (by 3.50 and 6.7). 
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I t  might  be tempt ing  to define categorical oppor tuni ty  as the  possession 
of a provisional oppor tuni ty  on an obtaining proviso. I n  [5] this is shown 
to be inadequate.  To have the  categorical opportunity (Op/(ota)~) to do 
A an agent must  have the  oppor tuni ty  to do A on some etiologically 
complete proviso: 

6.13 ~ Opwtxae-~(3p). [Ecom~tp] &. Oppw~xa p . 

We have:  

6.14 t-Opp~t$aTaut--~Inevw~O~wft.Op~txa (by 6.3 and 4.6). 
6.15 t- ~Inevw~Ofwft .OpwtXHd s (by 6.14 and 6.2). 

Thus, anybody inevitably has the  categorical oppor tuni ty  to heed ~ny 
rule. 

6.16 t- En%txab , Opwtxa-~OPwtxb (by 6.5). 

Thus weakening of the  taks preserves categorical opportuni ty .  

6.17 ~-aw~x-~Op~xa (by 6.10 and 4.7). 

Thus, whatever  the agent in fact does he has the  oppor tun i ty  to do. 

0.18 t- OppwtXap, Inevw~OP~Ine%tOfwAt.OpwtXa (by 6.11 and 4.6). 
6.19 t- Opwtxa->Fs%tOfw~t.awtx (by 6.7). 
6.20 t-Opwtxfwft)~x.Oppwt~a1~-~Oppw~xa p (by 6.19 and 6.3). 
6.21 ~ IneVw~0Fut~t , Op~xa-->awtX (by 6.12). 

Thus if the  future  is determined then  all opportunit ies are realised. A num- 
ber oi plausible inference schemata are not  derivable w.r.t, the  rules 
s ta ted above. Among t h e m  ~re the  following: 

Op~xa-~ae%~O2w2t. O p ~ x a  , 
Opw~x f w  ~tfx . Opw~Xa-* Opw~xa , 

aw~O) , ~ w~--> OPPwtxa~ , 
OPpw~xa:P ~ Opwtx).wfifXpw~-->OPw~xa 
Opp~txap , Opp~xaq-+Oppw~xa~wf~.l~w, v q~t, 
Opp~xap , Oppwtxaq- -~Opp~xa~wf t .~  & qw~ , 
S~f%~0 [2w2~. a ~ x ] p  , ~.~ 1 ~ - ~  ~-.~. Opw~xa , 
$~fSrw~ O;p f w  f t  . OpwtXa--> O~pw~ Xap . 

Closer examination shows tha t  each of these is a fallacy from an intuit ive 
point  of view. For  counterexamples see [5]. 

7. A b ~ t y  

Intending,  like willing, is a relation between an individual and a pro- 
perty.  A slightly more  general relation is tha t  of K-intention.  Agent  X 
K-intends (Int/(ovt~)~) proper ty  A if in K seconds' t ime he will in tend 
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r ins tant ia te  A now. X is said to steadfastly intend A (Ints/(ota)~o) if 
X will in tend  to have A (as of now) at  every future moment  at  which it  
will no t  be inevitable tha t  he has A (as of now): 

7.1 ~ IntSwtXar ) . [[0 < k] & .--~. Inevw~k2w2t.aw~x ] 
~.  Trwt 2w2t. Intw~ kx a. 

X has a command (Cmd/(otaa~)~) of a strategT S with respect to proper ty  
A on proviso t ) if X's steadfast intent ion to A together with P is realisably 
strongly stffficient for X to heed ~: 

7.2 ~ CmdwtxSape->iSufsrw, O [2w2t.Intswtxa ] & pwt]2w2t. Hedwtxs. 

We have:  

7.3 ~ Cmdwtxsap-~ Inev~,O2w2t. CmdwtxSap (by 3.57). 

7.4 ~ Ints vkxa~Cmd~kx [2w2t2x [PPfvk]w,] aPPfok (by 3.59 and 5.1~) 

7.5(a) k Sufsr~0 [~w2t.IntswtxHd~]2w2t. [Hd.]w~X-->Cmd~txHdsHdsTaut. 
(b) F Cmdwt~sap, Inevwt0p-~Cmd xsaTaut. 

An agent X can A provided t ~ (Can/(ota~),~) if there is a lP-strategy 
for X,  S ensures A lot  X,  and X has a command of S with respect to A 

o n / ' :  

7.6 ~ Canwtxape~(3s ). [StrwtXSp] & [EnswtxSa ] &. CmdwtxSa p . 

W e have:  

7.7 k CanwtXap-->O~pwtXa2. 

Thus, one can only 4o on a certain proviso what  one has the  opportuni ty  
to do on tha t  proviso. 

7.8 ~ Can~txap-~InevwtO2w2t.Canwtxa p (by 5.25, 5.33 and 7.3). 
7.9 [- IntSw~Xa , aw~x-~Canw~xaPpfwt (by 7.4 5.35 and 5.29). 
7.10 ]" Canu~xap-->~SSw~02w2t. [Intsw~xa] &. Pw~ &. aw~X. 
7.11 ~ Canw~xap->Sufsr~O [2w2t. [IntSw~Xa ] &. pw~]2w2t, aw~x 

(by 3.57 and 7.10). 
7.12 ~ Sufsrw~O [2w2t.IntSwtXHds]~w2t. [Hds]w~x-+Canw~XHdsTaut 

(by 5.2~, 5.31 and 7.5(a); cf. 6.2). 

7.13 b Canw~xap, ~nev~Op-~CanwtxaTau~ (by 5.28 and 7.5(b)). 

7.1~ ~ Inevw~Futwt ~ Can~xala-~aw~x (by 7.7 and 6.:[2). 

Hence if the  future  is determined, no one can do anything (on any proviso) 
tha t  he does not  do in fact. 

7.15 ~ Can~x[2w2t2x.Eanw~Xap]p--*Eanw~Xa p (by 7.10 and 7.8). 
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t t ence  provisional ability to be provisionally able to do something entails 
provisional ability to do it. 

7.16 F Inevw~O).w2t. [awtx] & TwO, Fssw~O)~r Intswtxa~Canw~xap 
(by 5.14, 5.31). 

7.17 F Inev~t 02w2t. awtX, Fssw~02w~t. Intsw~xa-> CanwtxaTaut 
(by 7.16). 

Thus, if it is feasible for an agent to intend something he cannot help 
doing, then  he can do it come what  may.  

Categorical ability can now be defined in terms of provisional ability 
the  way categorical oppor tuni ty  was defined in terms of provisional 
opportunity.  X can A (Cn/(ota)~) if there is an etiologically comple te /~  
such tha t  X can A provided P :  

7.18 ~ CnwtXae-~i(3p). [Ecom~p]  &. Can~xap. 

We have:  

7.19 F Enw~Xa , IntswtXa-->aw~ (by 7.11). 

Thus if an ~gent steadfastly intends something he can do then he will 
do it. 

7.20 F Intsw,Xa , aw,~-~Cnwtxa (by 7.9 and 4.7). 

By  7.20, an agent can do whatever he intentionally does in fact. 

7.21 F Enw, xa->FsswtO~w~.aw, x &. Intsw, xa (by 7.10). 

By  7.21 it  is strongly feasible for an agent to do wha t  he can do. 

7.22 F Enw, xa-+OpwtXa (by 7.7). 

By 7.22 one can only do what  one has an opportuni ty  to do. 

7.23 F Sufswt0 [2w2LIntsw, xa ] [2w2t .~-~. a~x]-> ~ .  Enw, xa (by 7.21). 

7.23 could be called the  'bungler theorem'.  I t  says tha t  if intending some- 
thing prevents an agent from doing tha t  thing, then  he cannot do i t  (even 
if he accidentally does it). 

7.24 F s W2w2t.Eanw, xa2a-~Eanw, Xa ~ (by 7.21 and 7.8). 

I f  an agent can give himself a provisional ability, then  he has tha t  provisio- 
nal  ability. (l~ote tha t  the  same does no t  hold for categorical ability). 

7.25 F Canw~xaTaut->Inev~O2w2t.Cu~xa (by 7.8 and 4.6). 

I f  an agen~ has the  ability to do something come what  may,  then it is 
inevitable tha t  he has the  categorical ability to do it. 

7.26 F Canw~xa~, InevwtOp->InevwtO2w2t.Cnw~Xa (by 7.13 and 7.25). 
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If  an agent can do something on an inevitable proviso then inevitably 
he has  the categorical abili ty to do it. 

7.27 F Sufs~t0 [~w2t .IntswtxHd~] [2w2t. [Hd~]wt x] 
->Inevw~0Aw2t.En~txHd s (by 7.12 und 7.25). 

I f  intending to heed a strategy is reulisably sufficient for an agent to heed 
it then it is inevitable tha t  he can heed it. 

7.28 ~ Inevw~O2w2~.aw~X , FsswtO2w2t.Intswtxa->Inevw~O2w2~.Cnwtxa 
(by 7.17 and 7.25). 

Thus, if it is feasible for an agent to intend something he cannot help 
doing then it is inevitable that  he can do it. 

Some plausible inference schemata involving ability, which are not  
derivable from the rules stated above, are now listed. Again, it is possible 
to construct  counterexamples which demonstrate  tha t  each one is a fallacy 
from an intuit ive point  of view. For  detufls see [5]. 

awtx-~Cnw~Xa (cf. 6.17), 
Canw~Xap, Ensw~xab-~Ean~txb p (eL 6.5), 
EnwtXa, Ens~txab->Cnwtxb (el. 6.16), 
Cnw~ Xa--~ Inevwt 02w2t. Cnw~xa , 
awtx ~ put--> Can~xap 
Canw~xap, Cnw~X2W 2t).Xpw~-~ Cnwtxa , 
Can~xa/9, Cmaw~ xaq-~ Canwtxa2w 2t . p~t v qw~ ~ 
EauwtXap , Can~txaq-~ Canw~Xa2w 2t . P wt & q~ , 
Sufs~t0 [2w2~. aw~X Jp , ~-~. pwt-> ~.~. CnwtXa , 
Sufsr~t0p2w).t. awtx->Ea~txa p (cf. 6.6), 
Cn,,~x~w2t2x. Cnw~Xa-~ C ~ x a .  

8. Freedom and responsibility 

An agent is free (Free/(ot~)~) with respect to A if he can A and he 
can non-A. 

8.1 ~ Freew~Xae-~[Cnw~Xa ] &. Cuw~X2W2~2x ...~. awt$. 

We have tha t  if the  future is determined then  an individual is not  free 
with respect to any property:  

8.2 b Inev~Futw~-> ~-,. Free~txa (by 7.22 and 6.21). 
8.3 ~ ~.~. [Fssw~O2w2t.Intsw~Xa ] &. FsswtOAw2t.IntSw~X2W2tAx .N .  awtX 

-~ ~-~. Freewtxa (by 7.21). 

By 8.3, if it  is not  both  strongly feasible for an agent to intend A and  
strongly feasible lot  him to intend non-A then  the agent is not  free with 
respect to A. 
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An agent is (minimally) free (Fre/a) if he is free w.r.t, some A. 

8.4 k FrewtXe-+r 

We have the incompatibility of freedom and determinism: 

8.5 ~ Inevw~Fut~-+ ,-~ (3x).Fr%t$ (by 8.2). 
8.6 t- ,.~ (3a).Fssw~O~wPt.Intsw~xa-~ N .  Frew~x (by 8.3). 

By 8.6, if it is not feasible for an individual to form intentions then tha t  
individual is not free. 

An agent is (partially) responsible (Resp/(oea)wt)for a state of affairs 
Q if Q is now inevitable and there was a time at  which something the 
agent could have done would have averted it: 

8.7 ~ Ilespw~xq~-~ ~ [IneVw~0q] & (3a) (3k). [0 
< ~] &. [Ens~[t_k] xa [PwPtPx.,..~. q~t~+k] ] &. Cn~,[~-~l xa .  

We have: 

8.8 t* Respwtxq--> (Vk). [0 ~ k]. Respw[t+k ] x. Sh --k q (by 3.46). 

Thus, if an agent is responsible for a state of affairs he will Mways be 
responsible for it. 

8.9 I- Inevw~OPwPt. awtx ~ Freew[t_k] xPwPtPx, a~[t+k] 
-+ Resp~x~wPt. aw~x. 

If  an action is irrevocably ccmpleted and X was free to do it, then X is 
now responsible for it. 

8.10 k InevwtOp, [).w~t .,...o qwt] -4. 2wPt "'~ Pwt, Respw~x!l->RespwtXp. 

I t  may seem counterintuitive that  if one is responsible for Q ~nd noa-Q 
implies non-Lp then one is also responsible for _P (provided/~ is also inevit- 
able). ]~ut it is dea r  tha t  if X could have done something to prevent 
Q then the same thing would have prevented /), where non-Q implies 
11011-/). On the other hand, the following sequent is not derivable: 

InevwtOP, q -~ p ,  Respw~Xq-~'Respw(xp. 

The fact that  X is responsible for Q and Q implies ip does not entail that  X 
is responsible for/~. For it does not follow that  X could have done some- 
thing to p r e v e n t / ' .  

8.11 t- RespwtxPvPt~. qv~ &" t~ ~ t-->Respwtxq. 

The following is a special case of 8.10: 

8.12 F (3~).RespwtXq--~RespwtxPstpw t (by 3.49, 3.45(b), 8.10 and 8.1]) 
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l~eluctance to accept 8.12 stems from committing the above mentioned 
fallacy. Prom the fact  that  one is responsible for the past-and-present 
( that  is to say, one could have made it different) it does not follow that  one 
is responsible for every past event. 

8 .13  t" (Vt) .-.. (3a).Fss~tO2w~t.Intsw~Xa->(Vt ) . ~  (:tq).Resp~txq 
(by 7.21). 

'Thus, if it is never feasible for an individuM to form intentions then that  
individual is never responsible for anything. 

9. Collective opportunities and abilities 

Wl~at is not within the power of a single individual may be within 
the power of a group of individuals. Group opportunities and abilities 
are not reducible to individual opportunities and abilities. We will now 
briefly outline a way in which the theory can be generalised to deal with 
groups. 

Where Z is an t-class, Z's I~-ehoiee is the conjunction of all the volitions 
members of Z will perform in K seconds' time. A rule for Z is any (ot)-pro- 
laerty. The definitions of applicability, admissibility, heeding, strategy 
and opportunity can now all be taken over simply by raising the types 
wherever appropriate. %'or ability a new intention relation is required. 
An individual X K-intends A for Z if X will intend in K seconds' time 
for Z to have A (as of now). Z steadfastly intends A if every member of 
Z intends Z to have A at every future moment at which it is not yet  inevi- 
table that  Z has A.  Command, ability, freedom and responsibility for 
groups can now be defined the way the corresponding notions for indivi- 
dams were defined above, except for appropriate type-rMsing. Once this 
is done the theory of individual ability and freedom expounded above 
can be reformulated as a special case of the theory of collective ability, 
where the collective is a one-element class. ~ 
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