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Summary. A weighted occupat ion  time is defined for measure-valued pro- 
cesses and a representat ion for it is obtained for a class of measure-valued 
branching r a n d o m  mot ions  on R a. Considered as a process in its own right, 
the first and second order  asymptot ics  are found as time t--, oe. Specifically 
the finiteness of the total weighted occupat ion  time is determined as a 
function of the dimension d, and when infinite, a central limit type renor- 
realization is considered, yielding Gaussian or  asymmetr ic  stable general- 
ized r a n d o m  fields in the limit. In one Gaussian case the results are 
contrasted in high versus low dimensions. 

Introduction 

A useful tool with which to s tudy measure-valued stochastic processes is what  
we shall call the weighted occupat ion  time. It is again a measure-valued 
process derived f rom the original one as follows. It X t denotes some measure- 
valued process on a a-algebra, ~ ,  then the weighted occupat ion  time Yt is 

t 

defined for B e N  by Yt(B)=~Xs(B)ds. Of course in order  that  Yt be well defined, 
0 

the sample paths of X.(B) should be sufficiently regular that  the integral makes 
sense. 

The significance of lit is that  it is m o n o t o n e  in the amount  of time that  the 
set B E ~  is charged by X and also in the numerical  value of the charge. In 

t2 

particular, if Y~(B)-Yt~(B)=~X~(B)ds=O then for a.e. se[t~, t2], X~(B)=0;  and 
tl 

with a little regularity one can remove the a.e. qualification. The values t 1 = 0  
or t 2 = oe are of  special interest as they give informat ion on the nature of the 
supports  of the measures Xt, not  at each instant but  globally in time. 
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The utility of the weighted occupation time process depends on the possi- 
bility of representing it in a manner which is accessible to various calculations. 
Such a representation can and will be obtained in this paper for a class of 
measure-valued critical branching random motions in R d, d-dimensional Euc- 
lidean space. These are versions of the C.B. processes introduced by Jirina [-15] 
and considered in Watanabe [,221, but with possibly infinite total mass. In 
these examples, which can be obtained as weak limits of discrete branching 
random motions in Re, it is natural to think of the weighted occupation time 
in units of "man-hours".  That is, for B~N(Rd), the Borel ~-algebra of R e Yt(B) 
is a measure of the amount  of individuals in the set B, weighted by the amount 
of time they each spend in B, during [0, t]. 

Infinite particle systems have received much attention in recent years. An 
early survey for those involving interactions is Liggett [18], and one for 
interaction-free branching diffusions is Dawson and Ivanoff [6]. The article 
[-11] of Holley and Stroock is related to some of the material of this present 
paper. 

Initial studies on one of the examples considered here (the " /~=1" case) 
were carried out in Dawson [4], and Dawson and Hochberg [5]. In [-4], the 
limiting behaviour as t ~  + oo was studied (local extinction versus existence of 
invariant distributions), and in [-5] the local structure (Hausdorff dimension of 
the supports) of the states X t of the process for fixed t was studied. 

In this paper we shall study the weighted occupation time as a process in 
its own right since, as indicated above, it is physically meaningful. Applications 
to the nature of the supports of the original random measures will be given in 
a forthcoming article [13]. The organization of this article is as follows. In 90 
we review briefly the relevant concepts and notation pertinent to our in- 
vestigations. In w 1 a construction is given for the class of processes considered; 
the proofs of the required estimates being delayed until w 2. In w 3 a representa- 
tion is obtained for the weighted occupation time, and a time-dependent 
generalization thereof, in terms of its Laplace functional. In w 4 we study the 
question of finiteness for the total weighted occupation time in bounded sets. 
The answer is found to be in the affirmative in " low" dimensions. Next, a 
theorem of central limit type is proved in "high" dimensions in w 5. There the 
renormalized oscillations about the ever-growing mean of the weighted occu- 
pation time process are shown to converge to generalized random fields, with 
long range correlations in the finite variance case. In the final section, w the 
"intermediate" range of dimensions is studied in one case to illustrate the 
complete spatial correlation which arises in the limiting generalized random 
field. An appendix outlining the basic theory of the evolution equations 
occurring in this article, will be found at the end. 

The material in this article is based in part on the author's doctoral thesis 
[12] which was written under the supervision of Professor D. Dawson, to 
whom gratitude is expressed. The definition and suggestion to use the spaces 
Mp(/~ d) in w 1 are due to him. Gratitude is also extended to M. Crandall for 
valuable conversations on evolution equations. 
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w O. Notation and Other Preliminaries 

Firstly, we define the following (real-valued) function spaces. If M is a topologi- 
cal space then C(M) will denote the Banach space of continuous bounded 
functions on M equipped with the usual sup norm I1"11 ~ .  C~(M) will denote the 
subset of C(M) whose members have compact support, and, in case M is 
locally compact, Co(M ) will denote the subspace of C(M) whose members 
vanish at infinity. When M = R a, d-dimensional Euclidean space with the usual 
norm ].I, we also define: 

S(R e) = { f  s C(Re): f is rapidly decreasing} 

S(R a) = {feS(Ra): f is infinitely differentiable and f~"~sS(Ra), VnsN a} 

Cp(ea) = { f  ~ C(Ra)" LIf (x)'lxlPll oo < oo}, pGR:+. 

The non-negative members of each of these subsets will be denoted by the 
subscript " + " ;  e.g. S(Ra)+. 

Dually, we have the following spaces. M(R a) will denote the space of 
positive Radon measures on ,~(Ra), the Borel a-algebra of R a. M(R a) carries 
the vague topology and is a Polish space (see [14]). S'(R a) is the space of 
tempered distributions. The non-negative elements of S'(Ra), the tempered 
measures, can be given the following filtration. S'(Ra)+ = U Mp(Ra) where 

p>-0 

Mp(R a) = {#eM(Ra): (1 + fxlP) - 1 d~(x) is a finite measure}. 

For example, Lebesgue measure, which will always be denoted by 2, belongs to 
Mp(R a) for p >d.  Also we will renotate Mo(R~), the finite measures, by MF(Ra). 

Integration will be denoted by the pairing ( - , - ) ;  for example, if fGCp(R a) 
and #GMp(R a) then ( f , # )  = S f(x)d#(x). 

R a 

A random measure is simply an M(Ra)-valued random variable. We refer 
the reader to Jagers [14] for a discussion of random measures. In particular, 
we shall have need for the Laplace and characteristic functionals of a random 
measure X defined by E [ e x p ( - ( 0 , X ) ) 3  for OeC~(Ra)+ (at least), and 
E[exp(i(O,X))] for O~Cc(R a) (at least) respectively; either of them uniquely 
determine the law of X. Here E denotes expectation with respect to the law of 
X. In case we are considering an M(Ra)-valued stochastic process, Xt, expec- 
tations conditional on an initial value X 0 = p  will be denoted by E,. 

Two infinitessimal generators will be underlying the processes considered in 
this article. The first is the Laplacian, A, which generates the semigroup 
associated with a Brownian motion. The second is a fractional power of the 
Laplacian, A ~ = - ( - A ) ~ / 2 ( 0 <  ~ <2), (c.f. Yosida [23]) which generates the con- 
traction semigroup S~ associated with a symmetric stable motion. The de- 
pendence on c~ will usually be suppressed and we write simply S v It is a 
convolution operator: 

S,~,(x)= S p~(x-y)4'(y)dy, 4'GC(R~). 
R a 
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Various properties of the density p~ which we use can be found in, or inferred 
from their description in [82, for example. In general the domain of an 
operator A will denoted by D(A). 

Finally, if M is a topological space, we denote by D(R~+,M) the set of 
functions from R~_ into M which are "cad lag"=r igh t  continuous, possessing 
limits from the left. C(RI+, M) will denote the subset consisting of continuous 
functions. 

w 1. A Construction of the Processes 

It was shown in [22] that there exists a multiplicative finite measure-valued 
(time-homogeneous) Markov process with sample paths in D(R+,M~(Rd)) 
whose transition functions have the following Laplace functionals: 

E u [ e x p ( -  (0 ,  X,))] = exp [ - (U~ , / z ) ] ,  #~MF(Ra), tP~Co(Re)+. (1.1) 

Here U t is the strongly continuous semigroup with infinitesimal generator A 
- g ( ' )  where A is the infinitesimal generator of a strongly continuous non- 
negative semigroup of bounded linear maps, {St}~_>_o, on Co(Re), and 
g: R+--+R+ is a cumulant generating function of an infinitely divisible positive 
real valued random variable. Thus for O~D(A)+, U,~ is the solution of the 
evolution equation: 

f i ( t )  = A u ( t )  - g(u(t)) (1.2) 
u(0)=g, 

and for general OeCo(Re)+, G t) is the (so-called mild) solution of the as- 
sociated integral equation: 

u(t) = S t O - i St-s g(u(s)) ds. (1.3) 
0 

For an outline of the basic theory of these equations in the case g ' (0)=g(0)=0 
see the appendix. For  the sake of concreteness we shall assume from hereonin 
that the evolution equation (1.2) is of the following form: 

it(t)=A~u(t)-ul+~(t), 0<cr 0 < f i < l  
u(0)=O, OsD(A)+. (1.6) 

The semigroup associated with (1.6) will continue to be denoted by U,; 
u(t)- GO, for ~ Co(Re)+ satisfies: 

t 

u(t) = S~O - ~ S~u 1 + Z(s) ds. (1.7) 
0 

We would like to be able to start these processes at time t = 0  with initial 
measures /~ which are Radon but not necessarily finite; for example Xo=2 ,  
Lebesgue measure, or X o a Poisson random field. Since we are dealing with 
branching processes, the most obvious strategy to obtain this extension is to 
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decompose the initial measure into a series of finite measures with disjoint 
supports; the processes evolving from each of these finite measures could then 
be summed. However, in doing this summation there is no guarantee that 
regularity properties of the sample paths (e.g. continuity) would be preserved. 
We can overcome this problem by appealing to the following theorem from the 
general theory of Markov process (see 3.7 and Lemma 2.11 of [7]). 

Theorem. Let M be a locally compact space. I f  Tt: C(M)~C(M)  is a Feller 
semigroup ,such that Tt[Co(M)]~Co(M ) and is strongly continuous (in t) on 
Co(M), then there exists an M-valued Markov process X with sample paths in 
D(RI+, M) such that E,,[F(X~)] = TtF(m ) for all Fe C(M), mEM. 

In order to apply this theorem we will have to alter our setting since 
Mp(R a) endowed with the vague topology is not locally compact. We now give 
an outline of this setting. 

The Spaces Mp(t~d). We define t~d=RClw {r}, "c being an isolated adjoined point. 
The role of -c will be to absorb the loss of temperance of tempered measures on 
M(Ra), in a sense to be made more precise; /~d plays the role here for tempered 
measures that the one point compactification of R d does for finite measures. 
Also for p>O we denote by Cp(l~ d) (resp. Cp(l~a)+, Cp(l~d)++) the set of 
continuous (resp. non-negative, strictly positive) functions ~ on /~a such that 

lim Ixl~14,(x)l=eeR 1 and O(z)=c; Cc(Rd)cCp(l~ d) via extension by zero. 
Ixl~+oo 
The particular element Cp(x)=(1 +lxlp) -~ for x e R  d, Cp(Z)=l belonging to 
Cp(l~d)+ + will be in constant use. 

We denote by M(/~ a) the set of non-negative Radon measures on ~(/~a); by 
extending # e M ( R  e) through #(z)---#({z})=0 we have the inclusion M(R d) 

M(l~d). For p > 0 we endow 

M~(R ~) = (~eM~(R~): (r ~) - y r  + oo} 
Rd 

with the smallest topology rendering the maps {#~--*(~,#): OeC~(Re)w{r 
continuous. Specifically a basic open neighbourhood of/~eMp(/~ a) is a set of 
the form 

N.(~I ..... ~'., Cp; ~)= {veMp(Rd): I(0~, v -P)I  <~, 1 <=i<__n, I(r v -~ ) l  <~} 

where (~i)1<i<,c Cc(R d) and e>O. As such Mp(/~ a) is a locally compact Polish 
space. Indeed, if we denote a metric for the value topology on M(R d) (under 
which it is complete) by d o then d(#, v)=d0(#lRa , Vlna ) -ff ](q~p, ]1--V)] metrizes the 
topology on Mp(t~e). It is a tedious but routine matter to check that the 
collection of purely atomic measures, with rational masses at z and points of 
R a with rational coordinates, is a countable dense subset of Mp(/~a); we omit 
the details. The proof of completeness is similar to, but simpler than that of the 
local compactness of Mp(/~e), so we only indicate the latter. 

Local compactness of Mp(/~ a) follows easily from the characterization: K 
~Mp(/~ a) is compact iff K is closed, and there is a k > 0  such that K 
~{#~Mp(/~a): (r p)  <= k} ; the latter being itself compact. The necessity is 
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easy, and the sufficiency will follow from the compactness of K~-{#sMp(/~d): 
(~bp,/~><k}. To see this, let (/~.).~NcK. Then their restrictions to R d form a 
vaguely precompact sequence since for each tpsCc(Rd)+ there exists a c>O 
with ~ < c d)v; so (~,  #.> <c(~bp, g.> < e-k. Therefore we can extract a vaguely 
convergent subsequence (#.~)~, lira /% = #, and without loss of generality we 

j ~ + o o  

can assume that ~~ 1= lim #,~(z) and f2 = lira ~ q~pd/% exist. Choose a se- 
j - - , + o ~  j ~ + o o  R a 

quence (pm),,~c Cc(R a) such that 0<pro< 1 and pm'~l as m---r + oo. Then 

qSpd#=lim ~ p ~ p d / z = l i m  lira ~ pmqSpd/%<lim lim ~ qSpd#,j=~2. 
R a m R a m j R a m j R a 

Therefore we can extend # to {~} by /~('c)=E~+~ 2 -  ~ qSpd/~>=0, whereupon 
R a 

k=> lira (qSp,#, j>=~l+~2=(qSp,#>,  which together with the vague conver- 
j ~ + o o  

gence yields the convergence of (#,j)j~ to #~K, in Mp(/~). 

The Borel a-algebra of Mp(Rd). Since we will be extending certain Markov 
transition kernels to Mp(/~ ~) it is appropriate to discuss Bp, its Borel a-algebra, 
here. Denote the (vaguely) Borel a-algebra of M(R d) by B,. Throughout this 
subsection, (p~),~ will stand for a sequence in Cc(Rd)+ such that 0 < p ~ < l  and 
p~]'l as n ~ + o o .  We note firstly that Mv(R ~)= ~) ~ {#EM(Rd): 

nEN k~N 

(pk ,#><n}sB~.  Also it is clear that Me(Re)cMp(l~d). We will be showing that 
MF(Rd)~B~ and that the traces of the a-algebras B~ and B~ on M e coincide; 
but first we must examine the behaviour at z. 

It follows from the calculation done in the proof of the local compactness 
of Mp(/~ e) that if # ~ #  there then #(~)>limsup#~(-c). Therefore for c>0 ,  

n 

{/~eMp(/~e): #(z)>c} is closed, and so {#~Mp(/~e): #(r)>c} and {#~M~(/~e): #(-c) 
=c} are Borel (i.e. belong to Bo); the value c = 0  is of particular importance. 

Expressing 

Me(Re) = [ U ~ {#~M;(/~) : (Pg, #> < n}l c~ {#sMp(/~a): #(z) = O} 
n~N k~N 

yields that Mv(Re)~B~; replacing p~ with p~q5 yields M~(Re)~B~. To see that 
the trace of B~ on Mr(R e ) coincides with that of B~, we define ~r  
{BeB~: Bc~Mv(Re)~Bv}. Evidently ~1 is a a-algebra, so to show that s r  
it suffices to show that sr contains a neighbourhood subbasis of each point # 
of M~(/~ ~) (recall that an open subset of a separable metric space is Lindeltif: 
every open covering contains a countable subcovering). To this end let 
O~Cv(t~ ~) and e>O, and denote 

= {V~Mptt~e): --e + (0 ,  # )  < <~, v) < e + (t), v)}. 

If O~Cc(R ~) then clearly Nc~Mr(R~)~B~. If tp=~b v then N is of the form 
{veMp(/~a): c~ <<4p, v> <c2} and from the representation: 
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{veMe(Ra): (r v) Xc} 

= U U ~ {v~M~ :(Ra): (Pm@'V)~c++-l/k}~B* ' 
keNn~m>n 

we conclude that Nc~Me(Ra)eB~ in this case as well. Thus sC=B v is estab- 
lished. 

The Algebra @c Co(Mp(l~a)). We denote by ~ the linear span of the functions 
{exp( - (0 ,  ")): O e Cp(Rd)+ +} on Mp(/~a). The purpose of this subsection is to 
show that ~ is dense in Co(Mp(l~a)). 

We first note that if ~p~Cp(/~ a) then ( 0 , ' )  is continuous; for given 
#sMp(/~ a) and e > 0  we can find R > 0  such that lxl>R implies r~'(x) 
-~(z)r162 and thus we can find a p~Cc(R ~) with 0=<p__<l, p (x )= l  
for Ixl <R,  and p(x)=0 for lxl > R + I ,  so that I(1-p)[O-~(z)qSp]] <e(1-p)~bp. 

Setting ~,o=-pCp, tpl=ptp, c5=min(1, ( 4 ) [ l + O ( r ) ] - ~ [ l + 2 ( r  and 

N=Nu(Oo , ~Ol,qSp; 3) we can calculate, after a few triangle inequalities, that for 
yeN, 1(4',~)-(4',  v)l <~. 

If further 0e(/~a)++ then there is some c > 0  such that 0>cCp.  For 
/~r (c~p,v)<k} (which is compact) exp(--(r as k--, 
+oo. Therefore ~cCo(Mp(Rd)). It is easy to see that ~ separates points of 
Mp(t~ d) and vanishes at no point in Mp(t~d), so by the Stone-Weierstrass 
theorem ([-2], p. 28) ~ is dense in Co(Mp(Ra)) (with the supnorm topology). 

Construction of the Feller Semigroup. Our starting point will be the Markov 
transition kernel Pt(#, dr) on (Mp(Ra), B,) such that 

exp(-(O,v))P~(p, dv)=exp(-(Ut~,#)) for p~Me(R a) and tp~Cp(Ra)+; 
M F  

the existence of P, follows from the work of Watanabe [22], and others in 
special cases. Since MF(Rd)c~BvCBv we can extend Pt(#, ") to a probability 
measure on Bp for each geMF(R a) by Pt(#,B)=P~(p, Bc~Me(Rd)) for BeB v. We 
now extend Pt(p, dv) to a Markov transition kernel on (Mp(l~d),Bv) as follows. 
Throughout this subsection p>d; and p<d+e if a<2 .  The semigroups S~, U t 
are extended to C~(/~a)+ by S~0(z)= UdP(z)=0(z) ~ 

If #--p(z)6~ then we set P~(/~, .)=6~. If p(z)=0, then we decompose R e into 
a disjoint union of bounded Borel subsets, R d= 0 B., and define the finite 

n~N 

measures #.(B)=p(Bc~B.), for BsN(Ra), and /~"= ~/~f. Clearly # =  lira S 
i = 1  n--++ ~ 

setwise; moreover # ~ #  in M~(l~d). Indeed if tp~C~(R d) then (0 ,#" )  = (0 , /~ )  for 
sufficiently large n; also 

I(r S 4pd~-~0 as n-~+oo. 
Rd\ 0 B~ 

i < n  

i That St, b]: Cp(l~d)~Cp(t~ d) follows from Proposition 2.3 
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We claim that Pt(# n, ") converges weakly, and proceed in two steps: 

(i) tightness: Given e > 0  choose k>(S~O~,#)/e and let K be the compact 
set {veMp(/~): (qSp, v) < k}. Then 

P,(#", K r ___ (i/k). I (~bv, v) Pt(#', dv) = (l/k)- (StOp, #") < ~. 
MF 

The evaluation of the integral over MF(R d) is effected as in Proposition 5.1. 
(ii) uniqueness: Let P be any subsequential weak limit of (Pt(#", ")),~- Then 

we calculate its Laplace functional for Oe Cp(/~d)+ as: 

exp(-(~,v))P(dv)= lim ~ exp(-(~,v))Pt(g%dv) 
Mp k ~ + o ~  Mp 

= lim e x p ( - ( U ~ O , g ~ ) ) = e x p ( - ( U ~ O , # ) )  
k ~ + o o  

since g"<-*# and by Prop. 2.3 of the next sect ion UtOECp(Rd). Since ~ is dense 
in Co(Mp(/~d)), P is uniquely determined; we denote it by Pt(g, dv). 

At this point we make the important observation that  Vt(#,{VEMp(l~a): 
v(z)>0})=0.  Indeed if (p, , ) ,~c C~(R d) with 0<pn__< 1 and p~]'l as n--+ + oo then 
setting a~ = I - p , :  

Pt(#,{v(z)>O})= 5 (1.,v)P~(p, dv) 
M v 

=<liminf ~ @.r  v)Pt(#,dv), by Fatou's lemma 
n+ + oa Mv 

=l iminf  ~ S~(%d~p)d# 
n ~ - b ~  R d 

=0, by dominated convergence. 

For the general case #EMp(R d) we decompose # = # 0 + # 1  with #o('C)=0, #1 
= #('c)6~ and set P,(#, " )=P  t(#0, ")* P,(g> "). Then for 0 s  Cp(l~e)+ : 

exp( - (0 ,  v))P,(#, d v) = exp( - ( U,~0, #o))" exp( - (0 ,  Pl )) = exp( - ( U t ~O, g)) 
My 

since U,0(z)= 0(z) (see Prop. 2.3). 
Pt(#, ") is weakly continuous in g, for if #n-+# in Mv(/~ d) then as before 

(Pt(#n, ")),~ is tight and any weak subsequential limit can be identified as 
Pt(#, ") through its Laplace functional. Also the Chapman-Kolmogorov proper- 
ty: P~+s(#,B)= ~ P~(#,dv)P~(v,B) for BeBp, can be checked using Laplace func- 
tionals. Mp 

Thus we have, in defining Tt: C(Mp(I~e))~C(Mp(1~d)) by TtF(#) 
= ~ F(v)Pt(#,dv), a Feller semigroup. Modulo some estimates, which will be 

Mp 

given in the next section, we can now establish the existence of the branching 
processes. 

Theorem 1.1. Let 0 < ~ < 2 ,  0 < f l < l ,  p>d; and p<d+o~ in case e<2 .  Then there 
exists an Mr(Re)-valued multiplicative Markov process Xt, with sample paths in 
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D(RI+, Mp(Ra)) a.s., such that 

Eu[exp(-(6,  Xt))]=exp[-(u(t) ,#)],  #eMp(Rd), 6cCp(Rd)+ 

where u(t) is the mild solution of the evolution equation: 

~(0 = A ~ u ( t )  - u  1 +qt) 
u(0)=6 

(u(t) being a strong solution if 6eD(A) as well). 

Proof. By the theorem quoted earlier in this section (Theorem 3.7 and Lem- 
ma 2.11 of [71) it suffices to show that T,: @ - ~  and is strongly continuous 
(in t) on ~ ,  since ~ is dense in Co(Mp(Re)); that X t is necessarily Mp(Ra)-valued 
if XoeMp(Rd), has already been observed. Proposition 2.3 implies that T ~  c ~ .  
We now verify the strong continuity of T, on ~ ;  that is for 6~ Cp(Rd)+ + 

lira sup IT, [exp( - ( 6 , . ) ) ]  (#) - exp( - ( 6, #))l -- 0. 
t,[0 ~eMp 

Fix 6eCp(/~d)++ and choose some constant c1>0 such that ~b>Clq5" and 
S~tp>C~4p; the latter being possible for sufficiently small t < r / l < l  by Lem- 
ma2.4. Let e>0  be given and restrict ts[0,t/1 ]. Choose k > 0  such that 
exp[-e-~.cl .k]<e/2,  where c is the constant in Lemma2.1(ii), and 
define K={#EMp(t~d): ((b,,#)=<k}. For #~K both e x p ( - ( 6 , # ) )  and 
T t [exp( - ( 6 , . ) ) ]  (#) = exp( - ( U~ 6, #)) are less than e/2. 

Now by Lemma 2.4 we can find an t/, 0 < t / < t h ,  such that for te[0,q],  
I U ~ 6 - 6 1 < 8 4 ~ ,  where 6 chosen so that eOk-1 <e. Then for #oK:  

lexp(-  ( U ~ 6 , # ) ) - e x p ( - ( G  #))[ = l e x p ( - ( G 6 - G  # ) ) -  ll < e 

(note: if a,b~R 1 with lal <b then le-" - l l  <e  b -1).  
Thus the strong continuity, and hence the theorem, is proved. Q.E.D. 

w 2. Estimates and Asymptotics for the Semigroups St,  U t 

Lemma 2.1. Let t~Co(Rd)+ and c =- [161]~. The following inequalities hold for all 
t>O. 

(i) O<=S,6-Ut6 <tS,61+~ 
(ii) Ut6 > e-C'S,6. 

Proof. (i) u(t)=G6=&6-iS,_sUl+e(s)ds. Since u(t)>_O, (Theorem A of the 
0 

Appendix) U~6 < St 6. Therefore 

0 N S t 6  __ Utt//_~ i l+fl st_s[Ss6] ds 
0 

t 

<= ~ S,_ s Ss 61 + tJ ds, by Jensen's inequality 
0 

=tS~6 l+e. 
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(ii) First note that O<u(t)= UtO < [I U~011 ~ < list01[ ~ <_-11011 o~ =&/~. Letting W t 
=e-~tS~ and w(t)=W~0, we wish to show that O < v ( t ) - u ( t ) - w ( t ) .  By con- 
tinuity it suffices to show this for O~D(A)+. 

Then w satisfies: k(e)=A~w(e)-cw(t) 

w ( 0 ) = 0  

and v satisfies: i;( t)=A~v(t)-ul+~(t)+cw(t)  

= A ~ v(t)  - c v (t) + [ c  - u ~( t ) ]  u(t) 

~(0)=0. 

Casting the last equation into integral (mild) form: 

t 

v(t) = ~ W,_s([C - u~(s)] u(s))ds, 
0 

which is non-negative since O<u(s)<&/~ for all s. Q.E.D. 

In the next lemma we summarize some standard facts concerning the 
symmetric stable densities pT. We omit the proofs here; the proof of (i) is given 
in [8], and details for (ii) and (iii) were given in [12]. 

Lemma 2.2. (i) For 0 < ~ < 2, t > O, p~ is smooth, symmetric and unimodal. 

(ii) For 0 < ~ < 2 ,  t>0 ,  xsRd: pt(tl/~x)=t-d/~p~(x). 

(iii) For 0<c~<2, x~R  d with Ix l> l :  

C 
p~(x) <=ix-~,  c >O a constant, depending on ~. 

For ~ = 2, x~Ra: p2(x) = (4re) -d/2 exp(--X2/4). 

Proposition 2.3. Let p > d ; and p < d + c~ in case ~ < 2. 
lira I x l P O ( x ) = ~ e  ~ then also lim Ix[Pv(t,x)= lira 

I x l ~ + ~  I x l ~ + o o  I x l ~ +  oo 
v(t, x) = S~O(x) and u(t, x) = U~O(x). 

Pro@ 
v(t,x)= ~ p~(x -y )O(y )dy=  ~ pr(y)O(x+ y)dy, 

R a R a 

I f  OeCp(Rd)+ with 
IxlPu(t,x)=E where 

so Fatou's lemma implies that lira inf I xIPv(t, X)>= ~. To obtain an upper bound, 
I x l ~ +  oo 

fix 0 < k < 1 / 2  and decompose R e = B l a B 2  where BI={yeRa:  I x - y l < k l x [ )  
- -  c and B 2 - B  1. Note that for y~B~: ly[>(1-k)lx[ .  Given ~>0 choose R such that 

[ylPO(y)<# + e for [yI> R/2. Then for Ixl> R, Ix[Pv(t,x)=I~ +12 where 

~1 = ~ p 7 ( x  - y)(I x I/L y I)P(I y I p 0 ( y ) )  dy  <= (1 - k ) -  ~(~ + ~) 
B1 

and 

i2=lxl  p ~ p~(x_YlO(y)dy<_lxlp" ~clkxt-1/~[ -a-~" [10111, 
~2 - [(4~zt)-a/2exp(-kx2/4t)" 110111 

0 < e < 2  
~ = 2  
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by Lemma 2.2, where II~lll= ~ O(y)dy. Therefore l i m s u p I  1 < ( 1 - k ) - P ( : + e )  
R a Ix l~+~  

and limsuplz=0. As k,e are arbitrary limsuplxlPv(t,x)<=:, and together with 
Ixl~+oo Ixl-*+~ 

the lower bound we conclude that lim Ixlpv(t,x)=:. 

By Lemma2.1( i ) ,  u(t,x)<=v(t,x) so limsuplxlPu(t,x)<Y. From the same 

lemma u(t,x)>v(t,x)-tStO ~+p(x). From the first part  of the proof  
lim IxlP(I+P)S~bl+a(x)=#I+a; therefore liminflxlVu(t,x)>:. Thus 

Ixl~+~ Ixl~+oo 

lim Ix[Pu(t,x)=:. Q.E.D. 

Lemma  2.4. let p>d; and p<d+c~ in case 0<c~<2. I f  O~Cp(Rd)+ is such that 
lim [x:~,(x) exists, then for all 6 > 0  there exists an t />0  such that for 

Ixl~+oo 
0_<t_<~: [U~O-0[<6.qS, where ~p(x)=(l +lxlP) -~. This estimate is also valid 
for St, in place of U v 

Proof We give an outline of the proof; the details were given in 1-12]. First we 
make some reductions. From Lemma 2.1 (i): 

I g, O-~,l <=lg~O-s~oI +lS~,-OI <cts,O +ls, o-~,l  

so it suffices to prove the lemma with St in place of U t. Next, 0/q~v is 
continuous with a limit at o% so for any 6 > 0  we can find a smooth 6-uniform 
approximation ~ba of it having bounded first derivatives; set ~=~t~qSp. Then 

Is,~, -4,t :-< Is,~ -471 +s~l~ -~,! + I~ -4/f 
<= Is,~ -~,1 + 6s, o~ + 60~. 

Therefore it suffices to prove the lemma with S t in place of U t and ~b smooth 
with IVOl<cOv for some constant c (V denotes the gradient), as was the case 
for ~. 

In this case we write: 

f(g,o(x)-~(x)l ~ ~ + j" -4- j" pT(x-y)l~(y)-@(x)ldy 
B1 B2 B3 

where 
Bl={y~Re: I x - y [ < : t  1/~} 

B 2 = {y~Rd: : t  1/~ < Ix -Yl < lxl/2} 

B 3 = {yeRd: [x[/2<lx-yl} 

and where : is chosen so that ~ p~(y)dy is sufficiently small. 

Then given 6>0 ,  the integrals over B 1 (using the mean value theorem on 4) 
and B 2 can be majorised by 6q5 v for t sufficiently small; as well as that over B 3 
for Ixl>2 using Lemma 2.1, and the stochastic continuity of p~ then extends 
the estimate to all x~R d. Q.E.D. 
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Corollary 2.4. For each T > 0  there is a constant C(T)>0 such that for all 
t~[-0, Tl: StOp< C(T)" Or. 

Proof. Choose r/ as in Lemma 2.4 corresponding to 3 - 1 ,  say, and an integer 
n> T/rl. Then for t~[0, T]: 

S, gbp = (S~)"q)p < (1 + 3)"0v= 2n. ~bv; 

take C(T)=2 n. Q.E.D. 

w 3. A representation for the Weighted Occupation Time 

It was shown in w 1 that there exists for p >d  an Mp(Rd)-valued multiplicative 
Markov process Xt, with cadlag sample paths, whose Laplace functional is 
given by 

E . [ e x p (  - ( 0 ,  X t ) ) ]  = exp(  - (UtO,  ]~)); O~Cp(Ra)+, [A~Mp(Ra). (3.1) 

Here U~ is the semigroup on Cv(Ra)+ associated with the evolution equation- 

~(t) = G u ( t )  - u  1 +P(t) 
u(O) = ~ (3.2/ 

where 0<c~<2, 0 < B < I ;  and p<d+~ in case e<2 .  In other words, U~O 
t 

satisfies the mild form of Eq. (3.2), namely u(t)=StO-~St_~ul+~(s)ds. The 
o 

constraint p >d  will be tacitly assumed throughout the rest of the paper, and 
also p < d + e if 0 < ~ < 2, whenever the space Mp(R e) occurs. 

Definition 3.1. We define the weighted occupation time process Yt (permanent 
notation) by 

t 

(O,Y,)=~(O, Xs)ds, for OeCv(Rd). 
0 

Note that the temporal integral can be taken a.s. in the sense of Riemann 
since we have enough regularity on the sample paths of X t. 

With the qualifications on p as stated above, we have the following repre- 
sentation for the Laplace functional of (Xt, Y~). 

Theorem 3.1. Let #eMp(R d) and 4), tpE Cp(Rd)+, then 

E , [ e x p ( -  (0,  X,) - ( 4 ,  Yt))] = e x p [ -  (UteO, ~)],  t>0 ,  (3.3) 

where Uff'(t)) is the strongly continuous semigroup associated with the evolution 
equation 

c~(t) = G u ( O  - u  ~ +~(t) + 4, 
u(0) = q (3.4) 

(u,+(~,) will satisfy (3.4) provided qb,~D(A~)+ as well). 
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Proof. The existence of Ut r can be established as in the appendix. Since q5 is 
fixed here, we shall suppress the dependence of Ut r on q~ and write simply U~. 
Taking a Riemann sum approximation: 

t 

=lime. exp - 2 (q~,X~,)~-  O+O,X t . 
N ~  PI= 1 

At this point we introduce two more semigroups. The first, V, is the one 
associated with the homogeneous version of Eq. (3.4) i.e. ~ is the mild 
solution of the equation 

~,(0 = As ~ ( t ) -  v 1 + ~(t) 

v ( O ) = ~  

(V t also has another notation: Ut~ 
The second one, W t is given simply by l/VtO=O+t~b. WtO is thus the 

solution of the ordinary differential equation: 

~ ( 0 = ~ ,  
w(0) = ~. 

Using the Markov property and the relation (3.1) we can continue to 
calculate: 

l 

E,(exp[-(~,Xt)-!(r 

= lim Eu exp -,=1 4), X~t 

N-1  

Nlim E~ (exp [ N~I(N ) ]  = -,=1 ~) 'X~ t "ExN-',[exp(--(W~"X~ ))l) 
N 

=;ilnEu exp - = ,  r .exp[--(V,W~t~,XN[v,,) ] 
N - - 2 (  t t 

= limoo E~, (exp [ - ~ ,  \ ~  r X~,)]-  exp [ - ( ~  q~+ V~ W~ t), XN~vl , ) ] )  

N - - a (  t 
=lim Eu (exp [-=~1 \ ~  q~, X~,)] 

[ ]) �9 Ev exp(-(Wt Vt W,~,,XN-I,))IX~,O<_S<T t 
N N N N 
N - 2  t 

---limE u (exp [-,,=~1 (N- O'X~t)]'ExN-~,[exp(-I/V~ V~ W~O, XN),] ) 
N 

N - - 2 (  t 
: l i m  Eu (exp [-,--~1 \ N  qS' X-~')]- exp [-(V~ W~ V~ 14%~, XN/2,)]). 
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Repeating this procedure consisting of: borrowing the last term of the first 
exponential, conditioning up until the previous time, using the Markov proper- 
ty and the relation (3.1), we finally arrive at the expression 

( [  ' 1) E~ exp - ( ~ ,  X,) -~  ((o, Xs) ds = lim exp [-((Vt  WD N O, #)1 
0 N ~ m  N N 

= exp [ - (Ut0, #)3. 

The Trotter-Lie product formula U~= lim (VcWt) N can be proven as in 
N-~ co N N 

Chorin et al. ([3], w or w on Co(Re)+ (strong convergence). The interchange 
of limit and integral above is justified by dominated convergence as follows. 
With 4), tP<c'Op" 

N 4'=s,~'+~ 2 sm'O<=c c(t). El+t? .r (V, W,)N ~<=(S~ W~ N 
N N N N r a = l .  N 

by Corollary 2.4. Q.E.D. 

A more useful tool is the following time dependent generalization of the 
t 

weighted occupation time process Y~: ~@(s),Xs)ds. We can also obtain a 
0 

representation for it, using the previous theorem. 

Theorem 3.2. Let #~Mv(Rd), and ~:RI+~Cp(Re)+ be right continuous and 
piecewise continuous such that for each T > 0  there is a k > 0  such that 
qS(s)<k. (1 +Lx[V) - t  for all s~[0, T]. Then 

Eu [exp ( - i  ( O(s), Xs) ds) ]=exp [ - (  U (T, O)(O), #) ] (3.5) 

where U(t,s) is the propagator associated with (i.e. U(t,s)O satisfies in the mild 
sense) the evolution equation: 

fi(t)=A~u(t)-ul+~(t)+(~(r-t), s<_t<_Z 
u (s) = O- (3.6) 

Proof The proof is somewhat similar to the previous one so the details will be 
omitted. One first notes that U(t,s)O depends continuously on q~ so that it 
suffices to verify (3.5) in the case that q5 is a right continuous step function. In 
that case one can condition backwards as before and apply Theorem 3.1 on 
each interval of constancy of 4). Conditioning backwards forces one to consider 
the time-reversed forms of (3.4) and (3.6). In effect, if [0, T ] is partitioned into 
O=so<Sl<...<sN=T with qS=~b, on [s , ,s ,+l)  then we obtain (3.5) with 
U(T, 0)(0) replaced by U~L~0 U r r 0 ~_~ ... Us ) which is, term by term, equal 
to U(T-so, T-s1) U(T-s> T-s2).. .  U(T--sN_I, T-s~)(O) which in turn col- 
lapses to U(T, 0)(0) by the propagator property. Q.E.D. 

In the next section we shall need a description of u=limu(t) where u(t) 
t ~ o O  

satisfies Eq. (3.4) with 0 = 0 .  The following theorem demonstrates the expec- 
tation that u satisfies the steady state equation corresponding to (3.4). 
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Theorem 3.3. Let  (oECc(Ra)+. Then the solution u(t) o f  Eq. (3.4), with t )=0,  
increases with t to a function u. Moreover  the convergence is uniform and u 
satisfies the equation 

A ~ u - u l  +~ + r  (3.7) 

i f  d > c~ in the case 0 < c~ < 2 and without restriction if  c~ = 2. 

Proof. That u(t) increases to a function u, as t ~ o o ,  can be seen from (3.3) with 
#=(Sx, a point mass at x ~ R  d. Also 0<u(t)<(llq~l[o~) 1/z+~, which results from a 
simple application of the maximum principle. Thus u is uniformly bounded 
and positive. 

Now it follows from the Appendix that fi(t) is a (non-negative) solution of 
the mild equation: 

t 

~i(t) = s ,  4 - S s~_ ,~(1 +g) u~ (s) . ~(s)~ ds.  
0 

Since S t is a non-negative semigroup, O < f i ( t ) < S r O < K d , ~ t  -a/~" I1r where 
I]~b][1 is the Ll-norm of q5 and Ka, ~ is some constant. To obtain the last 
inequality observe that 

t a/~ S, O(x) - t al~ ~ p~(t, y) O(x - y )  dy  
R d 

= t  ~/~ ~ t-elOpe(i, t - a i r y ) 4 ( x - y ) d y  (c.f. Lemma 2.2(ii)) 
R d 

T p~(1, O)'~ ~ ( x - y ) d y ,  as t T ~  (p~(1,') is unimodal). 
R a 

Thus i f d > ~  and K = K a ,  ~. []qSl] 1 then for t > s :  

t t 

u (t) - u (s) = ~ t't (r) d r < K ~ r -  a/~ d r < [K/(d/o: - 1 )] s 1 - a/~ 
s s 

This establishes the uniform convergence of u(t) to u as t--+ oo, But from the 
equation A ~ u ( t ) = u l + ~ ( t ) - O + f i ( t )  we then obtain the uniform convergence of 
A~u(t) to ul+~-~b as t--+oo. Since u, 4~Co(Ra),  the space of continuous func- 
tions on R a vanishing at infinity, and A~ is a closed operator there, we 
conclude that u satisfies Eq. (3.7). 

In the case ~=2,  d = l  or 2 we must argue indirectly. Note that by the 
argument of the previous paragraph, it suffices to show that u(t)--+u uniformly 
as t--+oo. In turn it suffices to show that the convergence is uniform on 
compact subsets of R a, and that u(x)-+O as Ixl--+ c~. The latter follows from the 
estimate u(t, x)<clx1-2/~, uniform in x E R  a and t ~ R  1, for sufficiently large c 
depending only on fl, ~b. This estimate is easily derived by a comparison 
argument: for [ x l > R  and c large, A ( u ( t ) - v ) > u X + ~ ( t ) - v  I+p, and u ( t ) - v  for 
Ix[ <R ;  so the maximum of u ( t ) - v  on [x[ > R  cannot be positive. 

To establish the former objective we can appeal to some standard estimates 
in the theory of Sobolev spaces. For  any bounded region s  ~ we have the 
compact embedding wl'q(f2)r176 where q > d  and O < 7 < l - d / q  (c.f. 
Ladyzhenskaya and Ural'tseva [17; Ch. 2, Theorem 2.1]. Since u(t) and Au(t) 
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are uniformly bounded we can conclude from the inequalities (2.22) and (8.6) of 
p. 48 and 171, respectively, in [17] that {u(n)},~t is bounded in Wl,q(f2) and 

U oo hence precompact in C~ Therefore a subsequence { (n~)}j=~, and hence 
u(t), converges uniformly on ~). Since f2 was arbitrary we are done. Q.E.D. 

w 4. Total Weighted Occupation Time 

An obvious question one should ask is whether or not the total weighted 
co 

occupation time, ~Xt(B)dt, for a bounded Borel set BcR e, is finite. In this 
o 

section we find that the answer depends only upon the values of e, fi and d, in 
the case when the initial condition behaves like 2=Lebesgue  measure, and 
where B has non-empty interior. In this case we can clearly reduce the 

consideration to the quantity S ((a, Xt)dt where ~bE Cc(Rd)+. 
0 

For the remainder of this section we restrict attention to the case c~=2. 
Now, from Theorem 3.1 we know that 

Ex [exp ( -  i ( 4, X~) ds) ]=exp(-(u(t), 2)), 

where u(t) is the solution of the evolution equation 

Ill(t) ~- A iA(t) --hi 1 +fl(t) @ 4 

u(O) =o. 
Therefore 

d?6 Co(Re)+ c~D(A) 

Ex [exp ( -  i ( 4, X~) ds) ] =exp(-(u, )o)) 

(4.1) 

(4.2) 

where u=l imu( t ) ,  which exists by Theorem 3.3. Thus j f4, X~)ds=oo a.s. if 
t-*co O 

(u , ) , )  = oo. In Theorem 4.4 we will see that the converse is also true. 
Since A and ,~ are translation invariant we can assume that the origin of R d 

belongs to B and also that q5 is a radial function i.e., x, y~R e with Ixl=lyl 
implies ~b(x)=~b(y). Thus we have reduced the question of almost sure in- 
tegrability of Xs(B ) to that of u(lxl)=-limu(t, IxL), xeR d, where u(t) satisfies the 

t-+c~ 
radially symmetric version of (4.1): 

~( t ,  r ) = u " ( t ,  r)-} - ( d - I )  u'(t, r ) - - u l + ~ ( t ,  r ) + ~ ( r ) ,  
r 

u(0, r)=O 

reRl+, d)~ 2 1 Co(R+)+ 
(4.3) 

(C2(R+)+ is the class of non-negative, twice continuously differentiable func- 
tions on R~_, having compact support) so that by Theorem 3.3 u(r) satisfies: 

u"(r) + (d - 1_) ~'(r) - ~  +~(r) + ~(~) =0 .  
r 
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Finally, since u is bounded, the integrability of u is equivalent to its 
integrability in the exterior of any bounded region on R d. In particular we can 
test for integrability off the support of ~b. There u(r) is a strictly positive and 
bounded solution of the ordinary differential equation: 

u"(r)+ ( d - l )  u'(r)-ul+~(r)=O, r > r o > 0 .  (4.4) 
r 

The integrability of u([']) can be decided from its asymptotic behaviour 
which will be described shortly. Thus the original problem is reduced to one in 
the theory of ordinary differential equations, into which we now make a 
detour. We first dispose of the one dimensional case which is exactly solvable. 
The derivation is easy and so will be omitted. 

Proposition 4.1. The positive bounded solutions of Eq. (4.4), in dimension d= 1, 
form a one parameter family: 

\2+/~1 

depending upon the constant c. 

For d >  1 (in fact for d =  1 as well), the asymptotics of the solution of Eq. 
(4.3) can be handled as in Sawyer and Fleischman [203 where the results of the 
this section were obtained for the classical branching Brownian motion. There 
were many details omitted there. These were accounted for in [12] (see also 
the historical remark at the end of this section). We record the result in the 
form of a theorem. 

Theorem 4.2. The solution of Eq. (4.3) tends in ratio (denoted by " ~ " )  as r--, oo 
to the following asymptote: 

d = 1 : u(r) ~ [e + (fi/2) [2/(2 + fi)] 1/2. r]-  2/fl 

d ~ 2 :  ( d - 2 ) f l < 2 :  u(r)~c~,d r - ~/~ 

(d - 2) fi = 2: u(r) ~ c d [r z log r] = 1/e (4.5) 

( d - 2 )  f i>2:  u(r),,~ce, ar 2.d. 

From the description in (4.5) we can answer the question posed in this 
section almost immediately. 

Theorem 4.3. The measure-valued branching random motion X t with :~=2 and 
X o =,~ spends an infinite total weighted occupation time in bounded BoreI subsets 
of R ~, having non-empty interior, iff fld>2. (If  rid<2 the condition on the 
interior is clearly superfluous.) 

o o  

Proof We have seen from (4.2) that ~ ((o, Xt )  dt = m a.s. if (u, 2) = oo where u 
0 

is the solution to Eq. (4.1). From (4.5), with r replaced by Ixl, we see that this is 
only the case when fld > 2. 
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To deal with the complimentary case rid<2, we return to (4.2) and observe 
that: 

P~ (~,Xt)  dt<oo = lim E a exp - 0  (O, Xt)dt  = lim exp(-(Uo,)~)). 
J 0 - ~ 0 +  0 0 ~ 0 +  

Here u o satisfies Eq. (4.1) with q~ replaced by 0qS. It is easy to see, via (4.2) 
with 2 replaced by an arbitrary point mass cSx, xeR d, that u o decreases with 0. 
Moreover it decreases to 0 since solutions of Eq. (4.1) are bounded from above 
by LI0q~qkl~ 1+~. Furthermore, if rid<2 then <u, 2><oo.  Thus by Lebesgue's 
Dominated Convergence theorem, lim exp ( -  <uo, 2>)= 1. Q.E.D. 

0 ~ 0  + 

Remark 4.4. It is clear from the nature of the proof that the only information 
needed about X o is its "temperence" i.e. its asymptotic growth rate on expand- 
ing bails. If this is known then an analogous result can be obtained with an 
inequality involving fi, d and the temperence. As such, Theorem 3.3 should be 
valid if X o = N  is a Poisson random field with intensity 2, Lebesgue measure; 
and it is. Indeed, for u~Co(Re)+ E[exp ( - (u ,N) ) ]=exp ( - (1 - e - " , )~ ) )  and 
for 0 < u <  1" O<u-u2/2< 1 -e -"<u.  From (3.5) u 2 is always integrable, and so 

oo 

again .[ (0, X~) dt < + oo iff (u, 2) < + Go. 
0 

Remark 4.5. It is not unreasonable to conjecture that when c~<2, Theorem 3.3 
remains valid with the inequality rid>2 replaced by fid>e. This would follow 
if an analogue of (4.5) could be established with all 2's there replaced by c~'s. 

Historical Remark 4.6. Equations of type (4.4) seem to have first arisen in the 
kinetic theory of gases, in a cosmological context, around the turn of the 
century. Investigations into the qualitative behaviour of the solutions began 
with the work of Emden and continued in a series of papers by Fowler (see 
Fowler [9] and the references therein). In [9], Eq. (4.4) is generalised and 
analyzed for what would correspond to rational values of ft. However the 2- 
dimensional (d = 2) case is not covered by the methods used there. 

Also, the asymptotics of non-radial solutions to Au=u. [u[ ~ in an exterior 
domain has been worked out with methods entirely different from those of 
Fowler [9], and Sawyer and Fleischman [20], by E. Veron (private com- 
munication). 

w 5. Second Order Asymptotics: High Dimensions 

In the previous section we established that for c~=2 and (~eCc(Re)+, 

~(O,X~)dt<oo iff rid<2. In the present section we investigate the situation 
0 

( d - ~ ) f i > e  more closely, leaving the final case consisting of rid>2, ( d - 2 ) f i < 2  
for later. More specifically we shall prove a limit theorem for the random 

t 

oscillations of ~((~, Xs)ds about its mean (for ~beS(Ra)+) which will reveal an 
0 
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interesting spatial structure, as concerns ~b. Before proceeding,  we first calculate 
the value of this mean. 

L e m m a  5.1. 2 being Lebesgue measure on R d, 

\ 0  

Proof As usual, if qSED(A): 

d + 

where 

d + 

E;~ [exp ( -O i ((P, X~) ds) ] 

exp ( - @o(t), 7)) 
0 

~o(t) u "t" ~+~( t )+o0  = A~ o( )-Uo 
no(O) = 0 

by Theorem 3. 1. 

v (t) = +dd0- 0 = o Now Uo(t)=-O and by Theorem B of the Appendix, 
ties' 

(5.t) 

Uo(t ) satis- 

(t) = A~ v (t) - (1 + fl) U~o (t) + 0 

v(o)--0. 

Therefore  v(t)= i St-s Ods and from (5.1): 
0 

= Uo(t),• = St_sOds, 2 . Q.E.D. E~ <O, Xs>ds dO0=o 

Before coming to the main theorems of this section we dispose of two more  
lemmas of which we shall have need in the proofs. 

L e m m a  5.2. Let x , y , y ~ R  1 satisfy - y ~ < x < 0  and x + y > 0 .  Then with 
0 < / ~ <  li: 

[ 0 <yl +~ - (x  + y)l +/3 < yy~ + Yl Y~. 
i 

Proof It is easily established by means of the calculus that  for z > l ,  0 < z  ~ -  
(z-1)r Setting z = y / ( - x )  we obtain the inequality: O<yP-(x+y)r ~. 
Therefore,  

O< yl +r + y) l +r 

= y [ y - ( x  + y) ~] - x ( x  + y)r < y(-x)a + ( - x )  y < yy~ +Yl Yr Q.E.D. 

L e m m a  5.3. I f  ~ is a bounded measurable function on R a which is O([xl -p) as 
[xl~oo for some p>d. Then 

(Y) dy (d>.) 
(b(x)= Rd ~ I x - y l  d-~ 
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is also bounded, and O(Ixl ~-d) as [xl ~ oo. Moreover, 

I1(1 +Ix] e-~) q~(x)N ~ =<g �9 [1(1 +Ix[ p) 0(x)]l o~ 

for some K > O. 

Proof For the boundedness, one can split the integral over the unit ball in R e 
and its complement, and then make the obvious estimates. For the asymptotic 

result, o n e c a n s p l i t t h e i n t e g r a l o v e r { y ~ R a : [ y - x [ < = ~ - } a n d i t s c o m p l e m e n t ,  

and make the obvious estimates. We omit the straightforward details. Q.E.D. 

We now prove convergence of the finite dimensional distributions of 
t-1/I+~[Yt-EaYt]. To this end we define for fixed qS~S(Rd)+ the numerical 
process 

z y = r  -~/1+~ ((a, X t ) d t - E z [ ~ ( O ,  X t ) d t  . 
t-O 

Theorem 5.4. I f  ( d - c 0 f l > a  then z T converges weakly, as T ~  o% to a stable law 
of index 1 + fi: 

O(Y) -~1+~ 1 
E z [ e - ~  '+~. ~ Ca,'~RdlX yl d-~ dy] dx],  

L R a - -  

(F denotes the usual gamma function). 
T 

Proof By Theorem 3.1, the Laplace transform of ~ (qS, Xt)  dt is given through 
o 

E x [ e x p ( - i ( ~ , X t )  d t ) ] = e x p ( - @ ( T ) , 2 ) )  

where u(T) is the solution of the evolution equation: 

f i( t)=A~u(t)-ul+"(t)+O, 4)eD(A)+, 
u(0) =0. 

Therefore by Lemma 5.1, the bilateral Laplace transform of z r is given by: 

E~ [e- ~ ]  = exp ( - (vr(T), 25), Vr(t) ~ UT(t) -- Wr(t) 

where UT(t ) is the solution of the evolution equation 

fiT(t) = A~ UT(t ) --U 1 +a(t) + T -  1/1 +p. d) 
(5.2) 

UT(O) = 0 
and 

WT(t ) =_ T1/1 +t~ i S,_~ 4)ds, 
o 



A Weighted Occupation Time 105 

so that wr(t ) is the solution of 

wr( t )=A~wr( t )+  T-1/I+~ 0 

wr(O) =0.  
(5.3) 

With the aid of Lemmas 5.2 and 5.3 we shall calculate 

From (5.2) and (5.3) it follows that vr(t ) satisfies the equation 

lim (vr(T),2). 
T ~  

Therefore 

/Jr(t) = A s vr(t) -- [VT(t ) + WT(t)] 1 +P 

vr(0) =0.  

t 

vr(t ) = _ ~ S,_s [vr(s) + wr(s)] 1 +~ ds (5.4) 
0 

and this holds, by continuity, even if ~bCD(A). Thus 

T 

(vr(T), 2)  = - j (Sr_ , [Vr( t )+wr( t ) ]  1+~, 2) dt 
0 

T T 

= - J ( Ivy(t)  + w~(O] 1 + ~ - G + q t ) ,  ;~5 d r -  J (w~+qt),  X5 d~. (5.5) 
0 0 

The second integral in (5.5) converges, as T ~  o% to the right quantity: 

lim i ( w ~ + r  1 i / [ i  11+; / r~o~ o r ~  T- o S, 4)ds] ,2  dt  

by l'Hospital's rule and the Monotone Convergence Theorem, 

r 11+; 

The integral is finite by Lemma 5.3 provided (d-cQ(1 + fl)>d, i.e., ( d - a )  fl> a. 
Since we can always replace q~ by 0q5 the main task is to show that the first 

integral in (5.5) tends to zero as T ~  oe. 
Now, ur(t  ) <= wr(t  ) follows from the integral form of (5.2). Therefore Vr(t ) < 0  

and clearly Vr(t ) + Wr(t ) =ur( t  ) >0. From (5.4) it follows that 

t 

v~(t) >= - j s,_s w 1 + qs) cls. 
0 

Therefore we can apply Lemma 5.2 with x = vr(t), y = wr(t ) and 

Yz = i St-~ w1 +~(s) ds, 
0 
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yielding 
T 

0 ~ ~ ( w  1+ ~ (t) - [Vr(t ) + WT(t)] 1 +~, R) d t 
0 

ii 1 o S, ~w~,+~(s) d s  , 

T t 

Each of the integrals in (5.6) can be shown to tend to zero as T ~  o% using 
l 'Hospi ta l ' s  rule and L e m m a  5.3. We omi t  the details. 

To  conclude the p roo f  a little care must  be taken  since we used a bi lateral  
T 

Laplace  t rans form - a l though ~ (4 ,  X t ) d t  is positive, in defining z T we have 
0 

subt rac ted  a posit ive (non- random)  te rm which increases to infinity as T ~  oo. 
Thus  z r takes on some negat ive values and zoo, if it exists, possibly has values 
in all of R ~. 

Let  {t~}~=~ 1 ~R~+ with t, ~ o o  as n ~ oo. By a wel l -known selection principle 
[8] there exists a subsequence {t,,}~~ ~ such tha t  F k converges vaguely to, say 
F, as k ~ o o ,  where F k is the dis t r ibut ion of zt, ~ and F is some  (possibly 
defective) distribution. Define, for N e N + ,  the cont inuous  function 
cN:R1--*[0 ,1]  which is 1 on [ - N , ~ ) ,  0 on ( - ~ , - N - l ]  and  affine on 
[ - N - 1, - N] .  Then  

e -~ CN(X ) dFk(x ) --" ~ e -~ cs (x  ) dF(x)  
R ~ R 1 

as k--* oo. Therefore  given e > 0 there exists a k(5) such that  if k > k(e) then 

- 5 +  S e-~ < ~ e-~ < ~ e-~ (5.7) 
R 1 R 1 R 1 

Therefore  

e -~ CN(X) dF(x)  < ~ e -~ dFk(X ) + 5. (5.8) 
R t R 1 

Now,  we have  a l ready establ ished that  ~ e - ~  c~ for some 
R ~ 

n oz cER~+ independent  of { k}k= ~" Therefore  letting k--* oo in (5.8) we obtain  

e -~ CN,(X ) dF(x)  < e ~~ p + e. (5.9) 
R 1 

By the M o n o t o n e  Convergence  Theorem,  we can let N ~ oo in (5.9), yielding 

e-~176 + a  (5.10) 
R 1 

In par t icular  ~ e-~  is finite. 
R 1 

Also, 0 < 0 < 0 1  and x<__-N 
e-(O-Ol)x < eCO-ol)N. Therefore,  

imply that  (O--O1)X~--(O--O1)N and 
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- N  - N  

e-~ ~ e-(~176176176176 ~ e-~ (5.11) 

The integral in (5.11) converges, as k ~ o %  to e ~~ In particular it is bounded 
by M, say, which is independent of N. 

Therefore given e>0  choose N > 0  (and any 01 >0) such that 
- N  

e (~176 M<e/3 and ~ e-~ Then choose k sufficiently large such 
- - o O  

that 

t ~ e-~ ~ e-~ <e/3. 
R 1 R ~ 

With these values of k, N, 0, we have 

1~ e-O~dFk(x) -- ~ e-~ 
R 1 R ~ 

- - N  

<= ~ e-~ ~ e-~ dF~(x) - ~ e-~ 
- - o r  R 1 R 1 

<3-~/3=~.  

Therefore .f e-~ =ec~162 which is independent of the subsequence 
R ~ 

n c~ { k}k=1. It then follows that ~ e-~ ~~ as t--,oe. 
R1 

For fi< 1, 

oo dx 

t- 0 

dy 
=exp[Ol+t~ 'c l "~[e-Y- l+y]Y  1 ; 7 f + ~ 1 ] o  

is the Ldvy Representation of an asymmetric stable law of index l+f i ,  where 

c 1 =c  (e - y -  1 +y)yl+-g+~)] . For f i= 1, e c~ is the Laplace transform of a 

normal law. In all cases, e c~247 is the transform of a unique distribution. This 
can be seen from an analytic continuation argument, yielding the characteristic 
function (as in the proof of Theorem 5.6). 

Thus in both cases F ,  and hence z ,  converge weakly as stated in this 
theorem. Q.E.D. 

In identifying the limiting generalized random fields, the Gaussian (fi= l) 
and non-Gaussian (fl< 1) cases will be dealt with separately since in the first 
case the covariance structure is not readily available from Theorem 5.4. 

Theorem 5.5. In the case f l= l, d>2c~, the signed-measure valued process ZT: 

(0, Zr )  = T-  1/2 (r X~) dt -E~ (ok, X~) dt , 4~es(e d) 
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converges in S'(Ra), as T ~  o% to a Gaussian random field, Zoo, with covariance 
structure: 

E[(~, Z~)(e, Zoo)] 
(x) O(y) 

=c~,, ~S i~- y ~  dx dy, c~,~ a constant; q~, eES(Ra). (5.12) 
(Ra) 2 

Proof In  the previous t heo rem it was shown that  for fixed OeS(Ra)+ the 
numer ica l  process Zr=(qS,  Z T )  converged,  as T ~  ~ ,  to a Gauss ian  r a n d o m  
var iable  zoo with var iance  

ix_yla_ ~ dy] dx. 

In order  that  this expression be recognized as that  in (5.12) (up to a cons tant  
factor) we re turn  to the calculat ion just  following (5.5) of the previous proof,  
and proceed  a little differently. Using the no ta t ion  of that  proof :  

T 

l im 5 (wZ(t), 2) dt = lim --1 2 r-*oo o r-*~ T Ss(ods ,2 dt 

= (S, 4)'(Sr4))drds,). 

5 p:(,-z) (,)dydrdsdz 
0 0 R a R d R a 

= 55 p :+s(x -y )drds  O(x) .O(y)dxdy.  
(Ra) 2 

The  last  step involved the C h a p m a n - K o l m o g o r o v  equat ion  for t ransi t ion func- 
tions. We  consider the cases e < 2 and e = 2 separately.  Fo r  c~ = 2 

m 

~ P 2 + s ( x - y ) d r d s = ~  5 p 2 ( x - y ) d n d m ,  
0 0 0 0 

under  the t rans format ion  (r, s)~-,(m, n) =- (r + s, s); 

m5 e- (x-- y)Z/d-m 
= m" dm 

o (47cm) a/2 
1 ~ e - ( x - y )u /4 rn  

-4~z o (4rcm) (a-2~/z dm 

= 16r~/V-' lx_yla_4 =-ca-2"lx_yla-4" 

For  e < 2  we use the subord ina t ion  fo rmula  [1, p. 18, 19] and the fact [1, 
p. 264] that  for the laws r/~ of a one-sided stable process of index 0 < ? < 1" 

Oo 1 
o rh(b - a )  dt = ~  (b - a y  -~" 1[~ ' Oo)(b), (5.13) 
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(a one-dimensional  potential  kernel) F being the usual gamma function. There-  
fore, 

• ~ p~+s(x-y) dr ds= 
0 0 0 0 0 

t 

0 0 0 0 
~/2 ~/2 .~/2 (convolution) since t ] r+smt l r  *Us , 

i ,~t  i i 

! i -uV 
by (5.13) 

_ i 
1 ~ P2 (X-  Y)(t  ~i 1-~]2 "/A 1-~/2 

[ F ( t - e / 2 ) ]  2 o o 

= 1 p~+.(x--y) t l_~/2 " u l - ~ / z  
I F ( I - e / 2 ) ' ]  2 o o 

- -  d u  dr ,  

- -  d t  d u  

- -  dt du. 

(5.14) 

We now make  the t ransformat ion (t,u)w-,(m,n)=-(t+u,t �9 u) which has Ja- 
cobian It - u ]  = [m 2 - 4 n ]  1/2. Accordingly we continue:  

1 oo m~14 1 dn dm 
- [ r (1 -~ /2 ) ]  2 ! ! p~(x--y)" rtl_~/2 "[m24n-11/2 

41-~/2 1 dn' . ~ p ~ ( x - y )  din; 
- IF(1  - c ~ / 2 ) ]  z "! (n') a-~/2" (1 - n ' )  t /2 o m ( 2 -  z~)/2 

m 2 
under  the scaling n = ~ - . n ' ;  

l ~ e-(x--Y)z/4m 
=Cd, ~ (4nm--~:m~_z~)/2 dm 

0 
41-~ ~ e--(x--Y)z/gm 

= zd/2 "c'~,. (4m)(d_2.+2)/2 dm 
0 

1 
=Cd,~" [x__yf-2~" 

Here  ca, ~ = B(e/2, 1/2) (B, the Beta function) and 

ca , ~ = 4-~ n(z-d)/2. F(e/2) r((d - 2 c~)/2). F -  1 ((c~ + 1)/2). 

The upshot  of these calculations is that  for all 0 <  c~<2, and each ~beS(Rd)+, 
zoo - lim (42, ZT)  has the Gaussian momen t  generat ing function 

T~oo 
exp [02/2 �9 K(qS, 42)] where the bilinear form K is defined on S(R d) by 

1((42, q,)=2cd ~ ~ 42(x) ,/,(y) d~ dy: 42, ,/,e~(R"). 
' (Re)z I x - - y l a - 2 ~  
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Denote the 2 • 2 matrix [K($,  $) K($, ~)] by vc($, ~) for $, O~S(Re). 

For a general $~S(Rd), write $ = $ 1 - - $ 2  where $ 1 = m a x  {$, 0} and $ 2 =  
- r a in  {$, 0}; both $1, $2eg. (R~). Then (($1, Z r ) ,  ($2,  Z r ) )  converges joint- 

ly, in the weak sense, as T ~  oo to a bivariate Gaussian random variable with 
covariance matrix K = ~($1,422). Indeed, let 01, 02 >0;  then 

E a[exp ( -  01 ($1,  Z r )  - 02 ($2,  Zr ) ) ]  

= E~[exp ( - ( 0 1  $1 + 02 $2, Zr ) ) ]  (5.15), 

~exP[�89 ] as T ~ o o  (5.15)b 

=exp  [�89 , 02)" t~-(01 , 02,~*]J, 1 (5.15) c 

using the bilinearity of K. 
Therefore the characteristic function of ( ( $ p  Zr), (Oz, ZT)) converges to 

the corresponding characteristic function, namely e x p [ - � 8 9  t2). •. (tl, t2)* ] 
where t~, t2eR 1, and ~=K($1,  ~b2). In particular we can let t 1 ~ - t 2 = t e R  1 to 
obtain 

lim E~[exp(it($, ZT))] = lira Ex[ex p [i(t, - t ) ' ( ($~ ,  Zr), ($2, ZT))]] 
T--~ co T ~ e o  

= e x p f - � 8 9  -t).~c'(t, - t )* ]  

=exp  - ~ -  g ( $ ,  ~b) , as in (5.17)b.c. (5.16) 

Setting, in (5.16), t =  1 and replacing $ with t 1 4 + P 2 0 ,  where $, tpeS(R a) and 
tl, t2eR ~, we obtain as in (5.16) that (($,  Z r ) ,  (0 ,  ZT)) converges as T ~  to 
a bivariate Gaussian random variable with covariance matrix K(q~, ~). 

Finally, we observe that the quadratic form K($, $), $~S(Ra), is positive 
definite since we have, from Theorem 5.4, the alternate expression (up to a 
constant factor) for it: 

$(Y) dy dx. Ix-yl 
R a 

Also by Lebesgue's Dominated Convergence theorem, K(. , - )  is continuous on 
S(Ra). The Bochner-Minlos theorem [10] allows us to infer the existence of a 
unique probability measure P on S'(R a) corresponding to a Gaussian random 
field Zoo, whose characteristic functional is given by: 

1 K E [ e x p ( i ( $ , Z ~ ) ) ] - - - e x p [ - 5  ($, 05)], $eS(Rd). Q.E.D. (5.17) 

Remark 5.1. The covariance kernel in (5.17) reveals a high degree of long range 
correlations since the kernel is not globally integrable. In the next section we 
will see that in lower dimensions the spatial correlations are complete in the 
sense that the covariance kernel will be constant. Of  course the weighted 
occupation time process will be renormalized differently in order that a non- 
trivial limiting distribution be captured. 

1 "*"=transpose 
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We now turn to the case 0 < f i < l  where we have the following limit 
theorem. 

Theorem 5.6. In the case 0 < f i <  l, (d-c~)fi> c~, the signed measure-valued pro- 
cess Z T 2  

(qS, Z T ) = T  -'/(1+~ (4 ,  X t )  d t - E x  (qS, Xt )  dt , /p~S(R d) 

converges in S'(Rd), as T~oo ,  to a stable generalised random field Z~o with 
characteristic functional: 

exp { - c S ](qS, G (x))]1 + p d x + i c tan [(1 + fi) (rt/2)] 

Rd (5.18) 
�9 j" (~, ~(X)5" I(r C(X)51 p dx} 

R a 

where (oeS(Ra), G ( x ) = l x - ' [  ~-a, and c = - c , . , a  cos [(1 +fi)(~z/2)], with G,a as in 
Theorem 5.4. Moreover one can specify a Hilbert subspace H', with 

S ( Rd)c-+ Hc--+ L2 ( Rd)c-+ H' e-~ S' ( Rd), 

containing the support of the law of Zoo such that (5.18) can be rewritten in 
standard form (see Kuelbs [16]): 

exp { - S ](qS, s)] 1 +~ 7(ds) + i tan [(1 + fl)(Tr/2)] 
sH, (5.19) 

�9 5 ( (~  s)ll3"/(ds)} , 4 ~H' 
Nil , 

where S u' is the unit sphere in H', 7 is a finite Borel measure on S u', and ( ' ,  ") is 
the natural pairing on H • H'. 

Proof. The expression in (5.18) is easily seen, as for any stable law, to satisfy 
the hypotheses of the Bochner-Minlos  theorem [10]. We are thus assured the 
existence of Z~o. To  carve out  of S'(R d) a Hilbert  subspace H' as stated in the 
present theorem, we shall apply Theorem 3.1 of Hida  [10]. 

To  this end we note  that  S(R d) is a countably Hilbert  nuclear space relative 
to the scale of Hilber t  norms (see Theorem 7 of Ch. I, Sect. 3.6 of [24]): 

IIq~l[ 2= ~ S (l+x2)(q'n)/214)(k)(x)l 2dx  
I k l<n  e a 

where k is a multi-index, n~N,  ~b (k~ is a k-th order  non-mixed partial  derivative 
and q > 0 .  Then  as in L e m m a  A.1 of Hida  [10] (with misprints appropr ia te ly  

corrected) we have that  i1(1 +x2) ~/2 ~(x)ll~ < K I "  [IqS][~, if q is larger than ~d~+ 1. 

Here  K~ is some constant  depending on p. 
Now for each x E R  d define an element G(x)~S'(R d) through the locally 

integrable kernel Ix _y[~-d i.e. 

@5, G ( x ) ) =  S qS(y). ]x--yl=-ddy, for ~eS(Rd). 
R d 
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From the inequality in the previous paragraph and Lemma 5.3 it follows that 
G(x) extends to an element of H', the dual of H which is the completion of 
S(R a) in the Hilbertian norm II " lie- Indeed, 

sup [(qS, G(x))l < sup K 2 �9 [1(1 + lylP) �9 qS(y)ll 0o" [1 + [xl a-~]-  1, 
[10[la< 1 1[4~lla=< 1 

K 2 a constant; 

<-_Kl"K2"[[41[a" [1 +lx[a-"]  -1 (5.20) 

N K3" ]lqS[] a, K ,  = K ~ - K  2 . (5.21) 

Denoting the norm in H' by [['H-a we thus have that IIG(x)LI_a<K3, for all 
x~R a. 

To obtain the representation of (5.19) we simply set 

s(x)=G(x)/l[G(x)ll_ a and ?(B)= ~ c" llG(x)l[l_+et~ dx, 
T- ~(B) 

for B a Borel subset of S n', where the transformation T: R a o  S ~ by xr---+s(x); it 
is not hard to see that G, and hence T, is continuous. Finally from (5.20) we see 
that 7(Sn ' )<~c[ l+[xld-~] l+~dx<oo since (d-~)]?>ct  is equivalent to 

R a 

(d-~)(1 +/~)>d. 
The proof of the stated convergence of Z r as T o  oo is similar to that of 

Theorem 5.5 so we shall omit some of the details. In Theorem 5.4 the con- 
vergence was established for gp~S(Ra)+. In that case, to go from the Laplace 
functional to the characteristic functional one should extend the domain of 0 
(c.f. Theorem 5.4) to the right half of the complex plane where 01+a = exp {(1 
+/?) log 0}, - re/2 < arg 0 < re~2, is the unique analytic continuation of 01 +a for 
positive 0. The characteristic functional is obtained in the limit as 0 o  - i .  

In order to extend the convergence of Z r as T o  oo to O~S(R a) it suffices, 
as in Theorem 5.5, to show that ((q51, Z r ) ,  (~b 2, Z r )  ) converges as T o  oo to 
the appropriate bivariate stable law, where ~Pl, 4~2~'S(Ra)+ play the roles of 
max {qS, 0} and - m i n  {qS, 0} respectively, for qS~S(Ra). To this end we define, in 
analogy to the transformations G and T, the continuous mapt :  Ra--,S ~ 1 the 
unit sphere in R a, through t(x)= Ig(x)l-l(gl(x),g2(x)) where[" I denotes the norm 
in R 2 and g=(g l ,  gz) is defined by g~(x)= (qSj, G(x)), j = l ,  2; x~R a. 

For 0=(01, 02)ER 2 we know from Theorem 5.4 that ("." denotes the dot 
product in R2): 

EzEexp { - 0  �9 ((q51, Zr) ,  (q52, Zr ) )}]  

= E;.Eexp { --(01 (~1 AV 02 ~)Z' Z T ) } ]  

o e x p { ~ c a , , [ 0 ' g ( x ) ] l + a d x } ,  as T o m ;  
R a 

=exp  { ~ Cd,,[O" t(x)] 1+a" [g(x)[ I+p dx}. (5.22) 
R a 

By defining a Borel measure 72 on S e-1 through 72(B)= ~ ca,~lg(x)[l+Pdx, for 
t -  ~(B) 

B a Borel subset of S a-1, we can rewrite (5.22) as exp{ ~ [0.s]1-~72(ds)}. Note 
Sd- 
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that the support of 72 lies in Sa-I~R2+. The finiteness of 72(S d-l)  follows 
from Lemma 5.3. Thus we have the required convergence to the appropriate 
bivariate stable law. 

The switch to the characteristic functional description can be carried out as 
before, and the extension to ~ S ( R  d) has already been inicated. Q.E.D. 

Remark 5.2. The choice of H' in Theorem 5.6 was certainly not optimal in the 
sense of minimality. There are many other possible choices. For  instance we 
could also use the dual of the completion of S(R a) in the graph norm 
[I(A--x2)k~) IlL 2 for suitable k. These spaces figure in the so-called N-representa- 
tion of S'(R e) (c.f. Reed and Simon [19] or Simon [21]). 

w 6. Second Order Asymptotics: Intermediate Dimensions 

In the case e =2 ,  f l= 1 it has been established that the total weighted occu- 
pation time in bounded regions is a.s. finite in one dimension but not in 
dimensions greater than one. Also the second order behaviour has been studied 
in dimensions greater than four. In the present section we concentrate on the 
intermediate range of dimensions d =  3, 4, for which the second order asymp- 
totics can be calculated and stand in striking contrast to those of higher 
dimensions. The proof of the following theorem is too similar to those of 
Theorems 5.4 and 5.5 to warrant its demonstration here. The pertinent calcu- 
lations were carried out in [12]. Note that the borderline case d = 2  is not 
convered here. 

Theorem 6.1. In the case ~=2,  f l = l ,  d = 3  the signed-measure valued process 
ZT: 

T T 

converges in S'(Ra), as T--* o% to a Gaussian random field, Z~ o, with covariance 
structure: 

E [<,~, z| K4,, z| 

3 7~3/2 (R3) 2 
4~, OES(Rd). 

(6.1) 

Remark 6.1. There is a similar result, with a different constant in (6.1), in 
dimension d = 4  where the factor T -3/4 is replaced by IT  log T]-1/2 

It would thus seem that in three dimensions the temporal, rather than 
spatial, aspect of the weighted occupation time process is the more important 
of the two. In this direction the following theorem is valid. Its proof is almost 
identical to that of the previous theorem and will thus be omitted. 

Theorem 6.2. In the case c~=2, f i = l ,  d = 3  with O~S+(R a) and t~Rl+ fixed, 
the numerical process 
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converges weakly as T-* oo to a normal law with variance 

37r 3/2 ] ( ~ , ) @ 2 .  t312. 

Moreover for 0 < t  I < t  2 

lim E~.[z r .  z r ] =  (qS' 2)2 (t~/2+t32/2 - �89 1 +tz) 3/2 - ( t  2 - tt)3/a]). (6.2) 
T ~  37 "c3/2 

Remark 6.2. (i) In proving Theorem 6.2, appeal must be made to Theorem 3.2. 
(ii) With a little more work, tightness can be established as well as the 

convergence of higher finite dimensional distributions, allowing one to speak of 
a limiting Gaussian process Z~ on C0-0, oo), R). 

Appendix 

We collect here some facts concerning the basic properties of the evolution 
equation appearing in this paper. Proofs of the assertions made here will only 
be sketched since the techniques involved are standard ones from the theory of 
evolution equations but may not be well known to the intended audience. 
Much of the details were carried out in [12]. 

The object of interest is the eqution 

(t) = A u (t) - g (u (t)) (I) 

u (0) = 0 

where A is a linear operator from its domain D(A)< Co(R e) into Co(R e) which 
generates a strongly continuous semigroup {S,},a 0 of non-negative contractions 
on Co(Re), and g: RI+--*RI+ is continuously differentiable with g'(0)=g(0)=0, 
OsCo(Ra)+. 

By a strong solution of (I) we understand a continuously differentiable 
curve u: R!~ -.D(A)+ satisfying (I); apriori O~D(A)+. By a mild solution of (I) 
we understand a continuous curve u: RI+ ~ C0(Re)+ satisfying: 

t 
u(t) = st  ~ - ~ S~_s [g(u(s))~ ds. (n) 

0 

Theorem A. I f  OeCo(Ra)+ then Eq. (I) possesses a unique mild solution. If, in 
addition, OeD(A) then this solution is also strong and conversely every solution 
of Eq. (I) satisfies (II). Thus Eq. (I) has a unique solution. 

Proof. Extend g to a continuously differentiable function ~: R-* R+ by setting 
~(x)=g(max[x,  0]). As g is locally Lipsehitz continuous and S t is a con- 
traction, Eq. (I[) ((II) with g replaced by ~) can be solved locally (in t) by the 
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usual Picard iteration scheme. This also yields continuous dependence of the 
solution on the initial datum ~. 

If in addition t~D(A)  then u: [0, to)~ Co(R d) is a strong (local) solution. To 
see this, differentiate (I) formally and cast into mild form; define 
v: [0, to)--+ Co(R d) ("v(t)=li(t)") through: 

t 

v (t) = s,  [A O - ~ (O)] - S S,_s [~' (u (s)). v (s)] d s. (III) 
0 

Equation (III) can also be solved by Picard iteration. 
Setting Vh(t)=[u(t+h)-u(t)]/h for h > 0  and tin[0, to), we can derive from 

Eq. (II), by an application of Gronwall's inequality, that 

[[vh(t)[ ] <= ][Vh(O)H "C 1 exp(c 2 t) 

for some constants Cl, c 2 > 0 depending on ~ and t, and sufficiently small h >0. 
Also Vh(O)--*v(O ) as h ~ O  + so that []Vh(t)] ] is bounded in h for each t~[O, to). 

From Eqs. (]I) and (III) we can derive, again by Gronwall's inequality, that 
[IVh(t)--V(t)l[ <[jvh(O)--v(O)[[ .c3 exp(c4t ) for sufficiently small h > 0 ;  c3, c 4 are 

d + 
constants depending on ~ and t. Thus 77- u(t)=v(t) for re[0, to). 

By a standard lemma (see [23, p. 239]), u is actually continuously differenti- 
able on [0, to) and it is straightforward to check that u satisfies (I) ((i) is (I) 
with g repalced with ~). 

t 

Conversely if u satisfies (I) then w(t ) -S t~ , -SS ,_s[~(u(s ) )]ds  satisfies v~(t) 
0 

=Aw(t)-g(u(t)) .  Thus [u( t ) -w( t ) ] '=A[u( t ) -w( t ) ]  and [u(0)-w(0)]=0,  so 
that u ( t ) - w ( t ) - 0  and u satisfies (II). 

To see that the local solution u: [O, to)--+Co(R a) is non-negative we can 
argue by contradiction as follows. Assuming #~eD(A)+, fix 0 < t 2 < t  0 and 
choose (tl, xl)~Rl+ x R a such that u(tl, x l ) = m i n  {u(t, x): (t, x)e[0, t2] x Ra}. If 
u( t l , x l )<O then the non-negativity of St implies that Au(tl ,  xl)>O, and of 
course ~(u( t l ,x l ) )=0.  Thus fi(tl, Xl)>0 which implies that u(s, xz )=u( t~ ,x l )  
for s sufficiently close and less than t~. By a connectedness argument we are 
led to the absurdity that 4,(xl)=u(0, x 0 < 0 .  Using the continuous dependence 
of u on ~ we can lift the restriction that OsD(A)+ which is dense in Co(Rd)+. 
Since t 2 was arbitrary, u(t)>O for ts[0,  to). 

The upshot of the non-negativity result is that Eq. (I) and (II) are equiva- 
lent to (~) and (~i) respectively. In particular from (II) we see immediately that 
O<u(t)<S,O so that we actually have global existence (in t) of u. Q.E.D. 

Using similar techniques, the following theorem can be proven. 

Theorem B. I f  in Eq. (I), ~ depends on a real parameter 0 in a continuously 
differentiable manner, then the solution u does as well. Moreover, 

v(t, 0 ) -  ,f~ u(t, O) is a mild solution of the equation: 
~ U  
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~(t, O)= Av(t, O)-g'(u(t, O)). v(t, O) 

v(0, 0)=~ 0(0). 
(IV) 

Remark. I t  is c l ea r  t h a t  v a r i o u s  p a r t s  of  t h e  p r e v i o u s  t w o  t h e o r e m s  c a n  b e  

p r o v e n  in  g r e a t e r  g e n e r a l i t y  u n d e r  less s t r i n g e n t  h y p o t h e s e s ;  w e  h a v e  t a k e n  a 

q u i c k  r o u t e  h e r e  fo r  t h e  s a k e  of  b r e v i t y .  
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