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Abstract. An instantaneous temperature imaging technique 
for chemically reacting, supersonic flows over bodies is de- 
scribed and demonstrated in a H2/O2/Ar shock tube flow 
( M =  1.3, 0.7 atm, 1760K freestream). Based on a pla- 
nar fluorescence measurement, the approach uses a two-line 
rotational population ratio to infer temperature. The mea- 
sured 2-d temperature profiles qualitatively match the ex- 
pected flowfield structure around the blunt body, and the 
temperature increase across the bow shock in a single-shot 
measurement agrees within 5-10% of the prediction of a 
1-d shock analysis. The significant systematic error sources 
for the technique are detailed, and the random error effects 
associated with shot-noise-limited fluorescence images are 
statistically analyzed to identify transitions which minimize 
the temperature errors for instantaneous and average mea- 
surements. Even for average temperature measurements, the 
analysis predicts errors which can be as large as 5-10% when 
noisy fluorescence images are used in conjunction with low 
temperature sensitivity. In general, temperature errors can be 
reduced by increasing sensitivity, i.e., the energy separation 
of the two rotational levels, until the fluorescence shot-noise 
rises to a value of 30-50% within the temperature range of 
interest. 

PACS: 07.20.Ka, 47.40.Ki, 47.70.Fw 

Nonintrusive, planar imaging of temperature, a fundamen- 
tal thermodynamic property, can play an important role in 
the study of chemically reacting supersonic flows. Along 
with the same basic insights provided by other flow visual- 
ization techniques [1], temperature imaging supplies quan- 
titative measurements. One challenging application for tem- 
perature imaging is high enthalpy, compressible flow over 
a body. Such flows exhibit large variations in temperature, 
pressure (thus density) and velocity. The reactive nature of 
these flows range from complicated combustion processes to 
simple air chemistry. These supersonic reacting flows are of 
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current interest in SCRAMJET propulsion devices [2] and 
ram accelerators [3] for space launch systems. 

For unsteady flow systems, complete characterization can 
require the application of a temporally resolved (instanta- 
neous) temperature technique; this is true even for time- 
averaged measurements if the temperature is inferred from 
another parameter which has a nonlinear temperature de- 
pendence (as in the technique described here). Addition- 
ally, short test times and limited repetition rates at a number 
of flow facilities, e.g., many hypersonic and high enthalpy 
ground test sites, limit acquisition to a single image or to 
data sets too small for meaningful averaging. 

Various optical techniques have been proposed for spa- 
tially and temporally resolved thermometry [4-6], and a 
few have been extended to imaging measurements [6-8]. 
For instantaneous two-dimensional imaging, Planar Laser- 
Induced Fluorescence (PLIF) is particularly attractive, ow- 
ing to its excellent spatial resolution, high sensitivity and 
well-understood behavior. Two basic approaches have been 
demonstrated for PLIF temperature imaging. The first 
demonstration of instantaneous measurements [9] relied on 
a single fluorescence image, but required a constant mole 
fi'action of the absorbing species and assumed temperature 
independent quenching cross-sections. More recently, this 
approach has been applied with some success to a nearly 
chemically frozen, high enthalpy, Mach 3 airflow over a 
sphere [10]. Though simple to implement, this technique is 
limited to a narrow range of flows. 

The most general PLIF technique for instantaneous tem- 
perature imaging involves the ratio of two, nearly simul- 
taneous images. In this approach, two laser sheets, each 
tuned to excite a transition with a different initial quan- 
tum energy level in the same molecular species, are passed 
through the same plane in the flow. The ratio of the flu- 
orescence from the two sheets can then be related to a 
relative population ratio, and thus temperature, assuming 
Boltzmann statistics. This method has been applied to high- 
temperature mixing flowfields seeded with nitric oxide [11] 
and to atmospheric-pressure combustion flows using the hy- 
droxyl radical [12, 13]. Because of their natural occurrence, 
NO and OH are attractive candidates for temperature mea- 
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surements in applications involving high temperature air 
chemistry and hydrogen/hydrocarbon combustion, respec- 
tively. In addition, excitation/detection strategies which al- 
low for efficient rejection of laser light scattering have been 
developed for both species. Thus, measurements can be quite 
close to solid surfaces. 

Accurate instantaneous temperature imaging requires 
careful attention to potential error sources, both systematic 
and random. Errors in the fluorescence data are related to 
temperature errors by a measurement sensitivity. As ex- 
plained below, the temperature sensitivity of the two-line 
technique depends on the energy spacing of the two ini- 
tial levels. In most previous two-line temperature imaging, 
the tradeoff between sensitivity and the signal loss (thus in- 
creased noise) associated with large energy spacings was bal- 
anced by choosing two levels with a spacing comparable to 
the peak temperature in the flow. A more detailed approach 
for optimizing the energy difference has been presented for 
the case of single-point measurements in low temperature 
wind tunnels with two-photon-excited LIF of NO [14]. That 
work, based on a linear perturbation analysis and limited 
to high Signal-to-Noise Ratio measurements (SNR> 100: 1), 
however, failed to consider the true probability distributions 
associated with shot-noise-limited measurements. 

Here, we describe instantaneous temperature images ac- 
quired in a high temperature, supersonic Hz/OJAr flow 
(1750 K, M = 1.3 freestream) over a blunt rectangular body. 
The temperature measurements were performed with the 
two-line fluorescence ratio technique and the OH radical. 
The significant systematic error sources, most of which have 
been analyzed previously, are summarized. A generalized 
analysis method for predicting the random error effects as- 
sociated with shot-noise-limited fluorescence images is then 
presented. This statistical analysis is used to identify transi- 
tions which minimize the errors for both instantaneous and 
average temperature measurements. 

1 Two-Line Temperature Imaging 
and Systematic Errors 

As previously stated, the two-line technique involves two 
laser sheets, each tuned to excite a different initial quantum 
energy level, which pass through the same plane in the flow. 
The two laser sheets pass through this image plane with a 
relative delay that is long enough to prevent fluorescence 
from the first laser appearing on the second image, but short 
enough to effectively freeze the flow. The two images, one 
from each laser sheet, are acquired with a broadband detec- 
tion scheme; emitted light is collected from the upper level 
directly produced by the laser, as well as from nearby levels 
populated indirectly by collisions. For weak (nonperturbing) 
laser pulses, the ratio R of the two fluorescence signals from 
a single flow volume is given by [7] 

R -  ~hB1E1 91 ¢1 f l  (1) 
712B2E2 if2 ¢2 f2 ' 

where for each image/absorbing level combination i: r// is 
the collection efficiency of the camera optics and detector, 
B i is the stimulated absorption coefficient, E/ is the laser 
energy fluence (e.g., W/cm2), 9i is the overlap integral 

between the laser and molecular absorption profiles, ¢/ is 
the fluorescence yield, and fi is the fractional population 
of the lower laser-coupled level in the absence of the laser 
field. Since the fluorescence ratio is independent of absorber 
number density, this approach is applicable to variable 
density flows, even in the presence of chemical reactions. 
Of course, a sufficient absorber number density must exist 
at a measurement point to produce a recordable signal. 

Assuming the only temperature dependence in the flu- 
orescence ratio comes from the relative populations in the 
absorbing levels, which in thermal equilibrium is governed 
by Boltzmann statistics, the fluorescence ratio can be con- 
verted to a temperature measurement by 

-Ae12/k  
T = ln (R /C)  - ln(E~/E2) ' (2) 

where C is a parameter which can be calculated or (more 
typically) treated as a calibration constant and AQ2 is the 
energy difference between the two lower, absorbing levels. If 
the lower levels of the two transitions differ only in rotational 
quantum number (N), the measurement is one of rotational 
temperature, which under most practical conditions can 
be considered to be in equilibrium with the translational 
temperature of the gas. 

In the model presented above, simplifying assumptions 
are potential sources of systematic error. For example, (1) 
requires that fluorescence trapping (resonant absorption of 
the fluorescence by gas between the measurement plane and 
the detection system) is either negligible or identical for 
the two fluorescence signals. If both images are collected 
through the same or equivalent optical paths, potential 
trapping effects are minimized. In (2), the temperature 
dependence of the overlap integral and fluorescence yield 
ratios was also neglected. For at least two candidate PLIF 
tracer species, NO and OH, 91/92 and ¢1/¢2 have been 
shown to be temperature independent or to have a negligible 
temperature dependence if the transitions and calibration 
conditions are properly chosen [11, 13, 15, 16]. For example, 
although the fluorescence yield ¢ is known to be rotation- 
level dependent for OH, the temperature dependence of 
¢1/¢2 is small for OH at elevated temperatures (>1000 K) 
and for moderately high values of N [15]. 

Other potential sources of systematic error include pulse- 
to-pulse fluctuations in the calibration constant C, induced 
by shot-to-shot mode instability in the lasers' spectral pro- 
files [11, 15]. When the calibration is in situ, this error is 
avoided. The laser energy ratio correction potentially re- 
quires single-shot monitoring of the laser sheet energy pro- 
files, and negligible attenuation of the laser beams. Nonlinefir 
averaging of temperature variations on a scale smaller than 
the finite spatial resolution of the image can also occur [11]. 
Another spatial effect is pixel-to-pixel mismatch between the 
cameras, which can be minimized with proper alignment and 
simple post-processing. Finally, the delay between the two 
laser pulses should be less than the relevant time scales of 
the flow, e.g., chemical reaction times and flow times for a 
fluid element to convect from one image resolution element 
to its neighbor. 
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2 Random Errors: Statistical Analysis 

Although minimizing systematic errors is important, 
controlling random errors (noise) is vital in "single- 
shot" temperature imaging. Instantaneous PLIF imaging in 
high temperature flows is typically shot-noise-limited, with 
2 < SNR < 30. For high SNR fluorescence measurements, 
the random temperature error can be related to the noise in 
the ratio measurement through the local slope sensitivity, 

dR/R 1/SNR R A~12 
d T / T -  dT/T - kT ' (3) 

where the noise of the ratio measurement 1/SNR R is typ- 
ically assumed to be (SNR~ -2 + SNR~-2) U2. With a high 
sensitivity (z~q2 >> kT), the noise in the fluorescence ratio 
measurement results in small temperature errors. Increas- 
ing the energy spacing between the two initial levels will, 
however, tend to increase the shot-noise associated with the 
signal from the higher energy level, since high lying energy 
levels usually have lower populations. 

While the optimum tradeoff can be calculated using a 
simple model like (3) for high SNR data [14], the nonlinear 
nature of ratio measurements and the temperature equation 
(2) requires that we consider the true probability distribution 
of shot-noise-limited signals for lower SNR images. For 
example, the logarithmic nature of the temperature equation 
(1) allows a fraction of measurements in the wings of 
a noise distribution to have an excessive impact on the 
inferred temperature. This is illustrated in Fig. 1, which 
shows the on'or in the normalized temperature T/(Ael2/]¢, ) 
one would infer with various fractional deviations in the 
normalized fluorescence ratio R/C. The increased slope 
of the logarithm function at high values of R/C causes 
amplification of the measurement noise for large positive 

errors (Rmeas > Rexpected). 
The statistical noise in the ratio measurement can be pre- 

dicted by calculating the probability distribution for the indi- 
vidual fluorescence signals. For signals dominated by shot- 
noise, the probability of an integrating detector recording k 

counts when the expected (average) value is K(-= (k)) is 
given by a Poisson distribution, P ( k ) =  (Kk/k!)e -z"c. The 
statistical moments, e.g., mean, standard deviation and skew- 
ness (third moment normalized by the standard deviation), 
associated with the temperature measurement can then be 
compiled from the probability of measuring a given two- 
line fluorescence ratio R-=kl/k 2, which corresponds to a 
given temperature through the temperature relation (2). For 
example, the mean temperature (T(R)) calculated by first 
converting the instantaneous fluorescence ratios to instanta- 
neous temperature data and then averaging is given by 

(T(/~)) = P(k:l) P(];2) ln[(kl/k2)/C, ] , (4) 
kt=0 k2.-0 

where the laser energy term has been incorporated into C ~. 
Similarly, one can average the instantaneous ratio measure- 
ments before converting to temperature and obtain 

( r ( ~ ) )  = --Ael2 (5) 

{[ in f i  ~ P(kl)P(k2)kl/k 2 C' 
hi=0 k2=0 

The mean temperature can also be calculated by averaging 
the instantaneous images before taking the ratio; that ap- 
proach is limited, however, to completely steady or repeat- 
able flows. The error in the measured mean temperature is 
then the difference between it and the true average temper- 
ature T, denoted here as the fractional mean deviation AT, 
e.g., A(T(R)) = ((T(/~))) - T) /T.  

The statistical results of an example calculation are sum- 
marized in Fig. 2, which shows the probability distribution 
that is predicted for temperature measurements at a fixed 
temperature and energy spacing, T/(AQz/k) = 0.77 (e.g., 
measurement of a 2000 K flow with a 2600 K separation 
between the initial energy levels). Thus, Fig. 2 represents 
the distribution of temperatures one would obtain either (i) 
at a given pixel for a large image set in a steady flow, or 
(ii) within a large uniform region in a single instantaneous 
temperature image from a (possibly) unsteady flow. In the 

20 

lOO 

LU 

5o 

13. 
E 
t -  0 

-50 

- -  0 %  D e v i a t i o n  / 

........... + _ 5 %  / 

- - -  _ + 2 5 %  / /  
. . . . .  +50% ~" / "  

0.1 0.2 0.3 0.4 0.5 

R/C 

Fig. 1. Temperature errors associated with fixed deviations from 
the expected, normalized temperature T/(AQ~/k) caused by vari- 
ous fractional deviations in the normalized fluorescence ratio R/C; 
positive temperature errors result from positive deviations in 
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Fig. 2. Probability distribution of temperatures that would be recorded 
for a fixed temperature to energy spacing ratio T/(,Ae12/k) of 0.77 and 
with the ratio of two signals, each having a SNR of 5: 1; temperatures 
outside a range of 0-2 normalized energy spacings (z~et2/h) were 
omitted from the statistical moment calculations 
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calculation, both detectors were chosen to have a SNR of 
5:1 (±20% noise). Since the possible number of distinct 
ratios associated with these low signal levels is small, the 
probability distribution is shown in a discrete form. Also in- 
cluded in Fig. 2 are the values of the first three moments of 
the temperature distribution. 

The asymmetry evident in the probability distribution re- 
sults from the nonlinear (logarithmic) sensitivity described 
above, as well as the asymmetry of the statistical distri- 
bution of fluorescence ratios (not shown). The temperature 
asymmetry, associated with the positive skewness value of 
2.2, causes the error in the mean temperature measurement 
(BIT(R)) = 5.9%) and increases the random error by a fac- 
tor of 1.4 compared to the result of the simple analysis (3). 
Only normalized temperatures in a range of 0-2 (0-5200 K 
for a nominal 2000 K measurement) were included in the 
statistics. This is analogous to the type of thresholding that 
might be applied to statistical interpretation of noisy data. 
The importance of the wings of the probability distribution 
are even more evident if we consider the moment values for 
all positive temperatures. While 0.4% of the possible val- 
ues have a normalized temperature greater than 2, including 
these increases the standard deviation from 29% to 47%. A 
smaller change (5.9% to 6.5%) occurs for the mean devia- 
tion. Thus with a priori information on the range of expected 
temperatures, data thresholding can be used to reduce the 
statistical errors. 

3 Blunt Body Experiment 

3.1 Transition Selection 

The statistical analysis described above was performed for 
PLIF measurements of OH across the temperature range ex: 
pected in our blunt body flow, 800-2300 K, as a guide in 
choosing the optimum transition pair. The OH transitions 
were selected from the A 2 S  + +- X 2 I I  (1, 0) band, which 
allows for nonresonant fluorescence detection and suppres- 
sion of elastic laser scattering. However, the general ap- 
proach, as well as some of the overall conclusions presented 
below, are not limited to this transition system or to the OH 
molecule. 

In general, the statistical analysis of the proper transi- 
tion pair would involve studying transitions with different 
lower and higher initial energy levels (or different rotational 
quantum numbers N~o w and ]Vhigh) , and the maximum tran- 
sition strength /3. In addition to the random error effects, 
however, the systematic error sources, e.g., the temperature 
dependence of the fluorescence yield ratio and laser absorp- 
tion, previously described, must also be considered in the 
transition choice. For these reasons, the R2(5 ) line was cho- 
sen for the lower energy transition; Nlo w = 5 was picked 
to restrict the temperature dependence of the fluorescence 
yield ratio, and the /~-branch transition (as opposed to the 
stronger Q-branch) was used to reduce laser absorption. 

For the higher energy transition, Nhig h was varied from 
10-14 (Aet2/k  from 2100-4700 K), and since the absorp- 
tion coefficient is lower for these more poorly populated 
levels, strong Q-branch transitions were selected. The cal- 
culated fluorescence signals are fixed by the SNR in the 

freestream for the ft2(5 ) image; the value expected from 
previous measurements is ~4.2 [15]. The signal variation 
across the flowfield was modeled as follows. In this flow, 
the fluorescence scales primarily as OH mole fraction (not 
density) and Boltzmann population. Since the OH mole 
fraction is expected to vary by less than ±20%, the sig- 
nal was assumed to vary strictly with temperature, according 
to the Boltzmann population. With this model for 
the Nlo w signal, the ]Vhig h signal is given by (2) and 

C "  ~'J Bhigh / igh ± 1 = 1.3( Blow) (2N h )/(2Nlow + 1), with the value 
of 1.3 set by the experimental conditions, e.g., laser energy. 

Figure 3 shows calculated fractional mean A and stan- 
dard deviations or, normalized by the true temperature, for 
Nhig h = 10-13. The errors associated with both methods of 
obtaining the mean temperature, (4) and (5), are shown. To 
simulate the actual data reduction process, in which obvi- 
ously erroneous measurements are excluded, temperatures 
outside a range of 400-4600 K (from one-half of the min- 
imum to twice the maximum expected temperature) were 
omitted from the statistical calculations, and the probabil- 
ity of omission is also presented. Calculations are shown 
for the expected/~2(5) freestream SNR (~4.2) and a value 
twice this (,-~8.5). 

As shown in Fig. 3a, b, the average temperature measure- 
ments can differ from the actual mean temperature by up to 
7% for our conditions. Except at the low temperatures, av- 
eraging the instantaneous ratios (Fig. 3b) is more accurate, 
AT( (R) )  < 5%, than averaging the instantaneous temper- 
atures (Fig. 3a). Calculations (not shown) at a lower SNR 
value of 3 produce average temperatures with errors from 5 
to 10%. Thus, without the higher sensitivity advantages de- 
scribed below, noisy fluorescence data can cause significant 
errors even in average temperature measurements. With a 
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Fig. 3. Statistical temperature errors (mean deviations, standard devia- 
tions and probability of measuring temperatures outside the 
400-4600 K range) associated with shot-noise-limited fluorescence ra- 
tios using the R2(5) line and Q2-branch lines with various N (the 
energy spacing for each N is listed); calculations are shown for a 
freestream SNR in the R2(5) image of 4.2 (bold lines) and 8.5 
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factor of two improvement in the expected/~1(5) SNR, i.e., 
a 4-fold increase in signal, the error in the measured average 
temperature is limited to 2%. Again, the error in the average 
temperature results from the nonlinear nature of the two-line 
ratio technique, which produces asymmetric probability dis- 
tributions. For the conditions of Fig. 3, the skewness of the 
temperature distributions (not shown) varies between 0.5-1.5 
and 0.2-0.8 for the low and high SNR cases, respectively. 

The normalized uncertainties (Fig. 3c) for the SNR = 
4.2 case vary between roughly 15% and 30%, with the 
larger values of  ]Vhig h (thus better sensitivity) producing 
the lowest random errors. While temperatures measured 
with larger Nhig h v a l u e s  are less noisy, the number of 
measurements which must be excluded at low temperatures 
increases (Fig. 3d). The opposite is true at high temperatures, 
where the increased sensitivity outweighs the worsening 
fluorescence noise. As with the mean deviations, an increase 
in the freestream SNR to 8.5 reduces the standard deviations 
to as low as 7%. Additionally, the fraction of omitted data 
is below 1.5% for all the high SNR cases except ]~fhigh = 14 
(not shown) below 1000 K. 

For the estimated conditions of our blunt body flow, the 
Q2(l l)  line has the least overall temperature error. Com- 
bined with the R2(5) line, this gives an energy spacing of 
2650K, or a sensitivity factor of 1.15-3 for our temper- 
ature range. Increasing ]Whig h to 12 improves cr by only 
a few percent, but drastically increases the probability of 
omitting measurements below 1000 K. If  we could increase 
the freestream signal by a factor of four, the Q2(13) line 
(~12/k  = 3940 K) would be a better choice. The Q2(13) 
line has a SNR of only 2.2 at 800 K, but the high sensitiv- 
ity (4.9) limits the temperature uncertainty to 10% and the 
fraction of omitted data is only 0.7%. Similar calculations 
for combustion gases and high enthalpy flows lead us to the 
following conclusion: for measurements over a given tem- 
perature range, the energy spacing (sensitivity) of the line 
pair should be increased until the SNR in an image falls to 
a value of roughly 2-3 within the considered range. Until 
this point, the benefits of the increased sensitivity outweigh 
noise induced by the larger signal loss. 

at the entrance window of the 3 × 3 in. square cross-section 
shock tube 100 ns apart and with energies of 250-500 gJ in 
each sheet. 

The resulting broadband fluorescence was imaged by two 
identical detectors ( f /4 .5  UV Nikkor camera lens; 18 ram, 
single-microchannel-plate intensifier with N100ns gate; 
fiberoptic coupling to a cooled 384 × 578 pixel Princeton 
Instruments CCD camera) located on opposite sides of the 
flow facility. A combination of longpass and bandpass opti- 
cal filters were placed in front of the lenses to detect the (1,1) 
and (0,0) band fluorescence in the 305-320 nm range while 
removing laser scattering, e.g., from the laser sheet hitting 
the blunt body, and visible emission from the bright shock. 
Each camera system integrated the fluorescence signal in- 
duced from only one of the lasers. The cameras recorded 
fluorescence from a region starting at the laser entrance win- 
dow and extending 30 mm into the shock tube, and 45 mm 
along the flow. 

The field viewed by each camera was carefully adjusted 
such that pixel-to-pixel alignment errors were less than 1-2 
pixels (78-156 gm) across the images. After the image cor- 
rections (see below), each image was pixel-binned 2 x 2); 
thus temperature errors associated with pixel mismatch are 
generally not significant. The temporal separation of the 
laser pulses results in a spatial blurring of ~100 gm, which 
is less than the limited spatial resolution of the intensi- 
fiers (150-200 gm) and less than the thickness of the laser 
sheet (300 ~tm). The fluorescence images were corrected for 
dark and background signal, laser scattering, and nonuni- 
form pixel-to-pixel responsivity. Also included in the image 
corrections were data from single-shot laser monitors, which 
recorded the individual laser sheet energy and spectral pro- 
files. The shot-to-shot laser energy profile fluctuations were 
nearly 10% (excluding long term drift, >1 h, and the noise 
in the single-shot measurement of the profiles was approxi- 
mately 1-2%. Thus the residual temperature error after cor- 
rection for the energy ratio/~1/E2 (on a pixel-by-pixel basis) 
is less than 2% throughout the flow. 

3.3 Results 

3.2 Experiment 

The experimental arrangement used to obtain the tempera- 
ture images is described in detail elsewhere [15]. In brief, 
two coplanar sheets of pulsed laser light from two excimer- 
pumped, frequency-doubled tunable dye lasers were used to 
induce fluorescence from OH produced in a shock-heated 
flow (1.0 km/s, 1760 K, 0.7 atm, M = 1.3 free stream) over 
a thick 2-d rectangular plate (8 m m x  70 mm) with a flat 
nose. As suggested by the shot-noise analysis, fluorescence 
images were acquired by exciting the Q2(11) (~285 nm) and 

2 + 2 R2(5) ( 2 8 2 n m )  transitions in the A G +-- X H (1,0) 
band of OH. The OH was formed, primarily in the super- 
sonic freestream, by reactions in the original mixture of 3% 
H 2 and 6% 02 diluted in an Ar bath. From a chemical ki- 
netics analysis [15], the freestream consists of 0.37% OH, 
4.2% 02, 2.1% H20 , 1% O, 0.83% H, and 0.24% H 2. Both 
laser beams were expanded into collimated sheets using the 
same set of optics. The 60 mm x 300 gm laser sheets arrived 

Figure 4 shows an instantaneous temperature record of the 
flow over the rectangular body. The temperatures in this 
image were calibrated with the known freestream temper- 
ature (1760 K); the resulting temperature scale is included 
at the bottom of the figure. As expected, the image shows 
a temperature increase across the stationary, detached two- 
dimensional bow shock upstream of the body [17]. After the 
bow shock, the flow at the bottom of the image, which is 
approximately the centerline of the blunt body, must slow 
down, approaching the gas stagnation temperature. Figure 4 
shows this temperature rise, with the gas temperature start- 
ing at the freestream value of 1760 K and increasing, as the 
flow approaches the face of the body, to a spatially averaged 
value of 2730 K. This is slightly higher than the stagnation 
temperature of ~ 2600 K from an ideal gas calculation. 

The temperature field also contains a cold expansion zone 
(dark region) just downstream of the plate's leading edge, 
with a minimum measured temperature of 850 K, and then 
a recovery of the static temperature in the boundary layer 
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errors or the simplicity of our analysis. As predicted by 
the results of Fig. 3, the temperature uncertainty is greatest 
at high temperatures, with nearly the same value in the 
freestream and just downstream of the bow shock. In the 
freestream, the measured uncertainty is roughly 21% of the 
average (:E400 K), slightly less than the predicted value of 
25%. After the bow shock, the 25% measured error is close 
to the predicted value of 27%. 

I" ~ i~ ~ ~ ~ =~ 

800 K 1500 2200 2900 
Fig. 4. Instantaneous OH temperature image (30 mmx 45 ram) acquired 
with the Q2(11)/R2(5) line pair of the flow (left to right) over a blunt 
rectangular body (bottom right), with freestream conditions of Mach 
1.3, 0.7 atm and 1760 K; half of the 8 mm thick plate (bottom right) is 
within the imaged region, while the remainder falls below the image 

reattachment shock downstream of the expansion zone. At 
the top and right of the image, a reflection of the bow shock 
off the laser entrance window can be seen. Rejection of laser 
scattering was sufficient to allow temperature measurements 
within 300 gm of the body surface, even with the laser sheet 
striking the top of the body. 

A more detailed look at the temperature field is shown 
in Fig. 5, a horizontal cut through the flow, 3 mm above 
the flat plate. The increase in temperature across the bow 
shock, followed by the temperature drop in the expansion 
around the recirculation zone and the thermal recovery 
across the reattachment shock are clearly evident. At the 
height of the horizontal cut, the shock angle is 85°; from an 
ideal gas, 1-d oblique shock analysis, this would suggest 
a temperature just across the shock of 2220K (and a 
pressure of 1.2 atm). From the running average shown 
in Fig. 5, the measured temperature is roughly 2450 K, 
10% above the oblique shock calculation. We expect a 5% 
high measurement error because of the nonlinear sensitivity 
(Fig. 3); the remainder may result from other systematic 
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Fig. 5. Horizontal cut (3 mm above the body) through the temperature 
image of Fig. 4; both the temperature data and a 1 mm running average 
are shown 

4 Conclusions 

In summary, we have demonstrated a temperature imaging 
technique for high temperature, supersonic flows over bod- 
ies, based on a fluorescence measurement of a two-line ro- 
tational population ratio. In most cases, the measured rota- 
tional temperature should be in equilibrium with the trans- 
lational temperature, except in thin shock waves. While this 
particular demonstration used the naturally occurring com- 
bustion radical OH, the technique is equally applicable for 
a species like NO [11], which can be seeded into the flow 
or occurs naturally in high temperature air streams. Rejec- 
tion of laser scattering was sufficient to allow temperature 
measurements within 300 gm of the body surface, even with 
the laser sheet striking the top of the body. The temperature 
images qualitatively match the expected flowfield structure 
around the blunt body used here, and the temperature in- 
crease across the bow shock agrees within 5-10% of the 
prediction of a 1-d oblique shock analysis. 

The statistical analysis of the temperature errors for low 
SNR fluorescence imaging accounts for the tradeoff be- 
tween temperature sensitivity and signal loss and is use- 
ful for choosing a transition energy spacing that minimizes 
the errors. The calculated temperature errors result from the 
skewed temperature probability distribution associated with 
shot-noise-limited statistics and the nonlinear relationship 
between the fluorescence ratio and temperature. Even for 
average temperature measurements, the model predicts er- 
rors which can be as large as 5-10% if low SNR fluores- 
cence images are used in conjunction with low sensitivities 
(Ac~2/kT below 1-2). At most of the conditions consid- 
ered here, more accurate mean temperatures are obtained by 
averaging the fluorescence ratios before converting to tem- 
perature, as opposed to converting the instantaneous ratios 
to temperature and then averaging. In addition, data thresh- 
olding can be used to reduce the errors caused by the wings 
of the asymmetric probability distribution. 

In general, temperature errors can be reduced by increas- 
ing sensitivity, e.g., increasing the energy of tile higher ini- 
tial rotational level, until the SNR drops to a value near 
2-3 within the temperature range of interest. For the current 
conditions, the highest single-shot temperature uncertainties 
were near i25%,  in good agreement with the model. With 
simply a factor of four improvement in the laser energies 
used here (from 250--500 gJ to 1-2 mJ), the temperature un- 
certainty would be improved to a value below :El0%. These 
laser energies are easily attainable with commercially avail- 
able laser systems and are below the levels at which non- 
linear (saturation) behavior of the fluorescence signals must 
be considered. 
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