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Abstract. In view of the fact that future indoor wireless LAN’s are likely to operate in the mm-wave region (20-60 
GHz) due to spectrum availability and wider bandwidth requirements, site-specific coverage and channel dispersion 
prediction need to be made in order to allow maximum capacity in particular situations. This paper introduces a 
prediction technique which takes into account multiple reflections and diffraction phenomena in an user-specified 
environment. An efficient 3D ray tracing method is proven to accurately compute all significant paths between 
transmitter and receiver. Comparisons between predicted and measured results for both wideband and narrowband 
situations are presented and results show that this technique can he easily applicable ln real system engineering. 
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1. Introduction 

Because of its availability, the mm-wave region (20-60 GHz) is now allocated for the develop- 
ment of wireless indoor LAN’s. The high data rates needed for simultaneous data, voice and 
image transmission make difficult, if not impossible, the implementation of these services in 
a system operating in the UHF band. Furthermore, the high spatial attenuation experienced 
by millimeter waves is suitable for a cellular-type architecture. 

A significant amount of work has already been done to characterize the indoor radio channel 
in the UHF frequency band, under statistical or deterministic aspects [l-12]. The development 
of powerful computers during the last decade has allowed the use of high-frequency techniques 
(or ray techniques) to attempt a prediction of the channel parameters based on the structure and 
the electromagnetical properties of the propagation environment [3-121. Various approaches 
address the problem of computing the most significant rays in a specified environment. For 
the majority of these useful studies, computation time still appears to be an important limiting 
factor to an efficient implementation of the models, forcing the elaboration of a faster scheme 
for ray tracing. Besides this, an acceptable agreement between prediction and measurements 
is seldom reached and this may be attributed in a great part to the lack of accurate information 
on the electrical properties of materials. 

Characterization of the channel in the millimeter waves band has already begun with mea- 
surements as well as statistical and deterministic modeling [ 13-161. The distinct behavior of 
millimeter waves from UHF waves imposes the use of different approaches for the prediction. 
It is generally recognized that transmission of energy through walls made up of materials 
like concrete or steel is significantly lower than in the UHF case. Whenever a building is 
partitioned with such walls, this reduces the size of the computation environment of interest 
from a complete floor (for UHF waves) to typically a few rooms. In that case, this may yield 
a significant role to diffraction phenomena when there is no direct path between the two 
terminals (a non-LOS situation). A prediction model proposed in [ 151 is already available and 
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it provides good results when the environment considered is a single simple-shaped room. 
However, this model cannot take into account the diffraction phenomena, which may become 
important in more complex geometries. 

The study presented here allows to take care for multiple reflections and diffractions 
effects in an user-specified propagation environment. It is based on geometrical optics (GO) 
and uniform theory of diffraction (ND). An original ray tracing algorithm has been elaborated 
to compute all significant paths between transmitter and receiver. The model can predict the 
channel impulse response for any positions of the antennas in the environment, and also the 
received power for each point of the environment (coverage map) for a given transmitter 
position. Comparisons with measured data show acceptable agreement between predicted 
and experimental results, considering the lack of information about material properties at the 
frequencies of interest. 

2. Channel Characterization 

2.1. INTERACTION MECHANISMS 

The interaction mechanisms of radiowaves with scatterers are usually classified as reflection, 
transmission and diffraction. In the case of millimeter waves (37.2 GHz) propagating in an 
indoor environment, measurements have shown [ 131 that transmission losses through concrete 
walls are generally in excess of 30 dB, while it is only a few dB in the UHF band. This model 
assumes that transmission through walls can be neglected and therefore does not apply to 
all kinds of environments. Some care must be taken to make sure that this assumption is 
reasonably satisfied. Reflection phenomena onto plane walls, floor and ceiling are obviously 
the most important and they are accounted for in this prediction technique. It is expected that 
the diffraction by vertical edges may yield weak albeit significant contributions, especially 
near shadow boundaries. Its relative importance is raised by the fact that no energy can 
propagate through the walls blocking the direct path between the source and the observation 
point. For this reason, diffraction by vertical edges has also be accounted for in the model. 

2.2. RAY TECHNIQUJ~S 

The reflection and diffraction mechanisms can be conveniently described by the use of ray 
techniques, which consists in geometrical optics (GO) and uniform theory of diffraction 
(UTD). For the reflection case, the finite conductivity of walls can be taken into account by 
the use of the well-known Fresnel dyadic coefficient [ 171: 

R 
I 

= sin$-&Z&J 
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RII = 
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n 
Er = er - ju/wco (3) 

where RI and RII refer respectively to perpendicular and parallel polarizations, $J is the angle 
between the incident ray and the surface, eT and u are respectively the relative permittivity and 
the conductivity of the surface, w the angular frequency and cc the permittivity of vacuum. If 
necessary, these coefficients may be multiplied by a surface roughness attenuation factor [ 181. 
It is also possible to use the coefficient for a slab of finite thickness [ 191. 
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Diffraction plane 

Incidence plane 

Figure 1. Diffraction by an edge. 

For the diffraction case a difficulty arises because of the unavailability of an exact analytical 
expression for the dyadic coefficient when the conductivities of materials are finite. ‘lko 
expressions for coefficients including finite-conductivity are the heuristic coefficient [19-211 
and the impedance wedge coefficient [22]. The problem with the first one is that it does not 
provide correct results for certain combinations of incident and diffracted ray orientations, nor 
does it when incidence is oblique. On the other hand, the impedance wedge coefficient (derived 
from Maxwell equations) has not been developed yet in a practical form for the case of oblique 
incidence, and takes about 2.5 times more computation time than the heuristic coefficient. 
Considering that the errors introduced by the use of the latter are not too consequential since 
they occur away from optical boundaries (where the diffracted field is less important), it has 
been chosen for the prediction. 

The dyadic heuristic diffraction coefficient can be found in [20] for the case of normal 
incidence. To deal with the case of oblique incidence (which occurs in the prediction), a 
sin /? factor is heuristically included in the denominator (p being the angle between the edge 
and the incident ray, as shown on Figure 1). Cross-polarization terms are neglected. These 
approximations are acceptable provided that p is not too far from ninety degrees. 

2.3. IMPULSE RESPONSE AND RECEIVED POWER 

Ray techniques allow to express the channel characteristics in terms of ray contributions, 
which are computed using the dyadic reflection and diffraction coefficients and the antenna 
patterns (including amplitude and phase). These can be written in a compact form, with the 
following assumptions: 

- a path between the transmitting and receiving antennas may include a finite number of 
reflections on walls (which are assumed plane and vertical), floor and ceiling (which are 
assumed plane and horizontal) and diffractions on vertical edges. The angle between the 
vertical walls may be arbitrary. 

- the antennas are located anywhere between the walls, floor and ceiling. Their orientations, 
patterns and polarization are arbitrary. 

- only the first-order diffraction term is considered (not the slope-diffraction term). When 
there are multiple diffractions in a path, it is assumed that no diffracting edge lies in the 
transition region of a previous diffraction. 
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Under the above assumptions, the most general expression for the received power PR, valid 
in all cases, is given by: 

(4) 

The equivalent baseband impulse response h(t) is written as: 

(6) 

where PT is the transmitted power, QR and gT are the gains of the receiving and transmitting 
antennas respectively, k is the wavenumber, and b(t) is a baseband impulse. Equation 6 may 
be recognized as Turin’s formulation [23] for the radio channel. The parameters Kn and rn 
represent the contribution due to the nth path: 

Kn 3 fT(&‘n, &?n) ’ (%a - fR(eR,, $Rn)&e-jkLn (7) 
rn 3 Ln/c (8) 

In the above equations, c is the velocity of light, fT(e~~, hn) and fR(e,, 4~~) are the 
pattern functions for the transmitting and receiving antennas (respectively), evaluated for 
the appropriate angles. The dyadic parameter cn is a product of reflection and diffraction 
coefficients. As an example, the writing of the parameter cn for a nth path which consists of 
three reflections and one difli-action is as such: 

cn = jp . jq’ * @’ . j&3’ (9) 

It is understood that the exact order and number of reflections and diffractions depends on 
the particular path, and each coefficient depends on the rays orientations, the material and 
the frequency. For the direct path (n = 0), cc reduces to unit value. The spatial attenuation 
factor A, depends on the total path length L, and the path lengths {rk} between each point 
of diffraction on the nth path: 

A, = 
1 

Ln IX20 rR 
(10) 

3. Ray ‘Ikacing Algorithm 

3.1. PRINCIPLES 

The step of elaborating an efficient method to compute the most significant paths between the 
transmitter and the receiver is crucial, as this determines for a great part the computation time 
necessary to get the results. To be efficient, the method should use a maximum of a priori 
information about the structure of the environment. In the present case, this information is 
contained in the assumption, formulated in the preceding section, that the walls are vertical and 
that the floor and the ceiling are horizontal. Most indoor environments have this overall regular 
pattern, except maybe at certain sites like staircases. Alternate method have been proposed 
for the case of UHF propagation and could possibly deal with more general geometries [ 111, 
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Figure 2. Projected ray paths for a complex site (Sj stand for diffraction sources). 

the resultant gain in flexibility being obtained at the price of computer efficiency. The method 
should depend also on the interaction mechanisms that are taken into account - in this case 
the reflection and diffraction mechanisms. 

The regular structure of the environment allows the separation of the problem of computing 
the paths in the three-dimensional space in two simpler problems, namely the computation of 
the projections of the paths in the horizontal plane (a 2D problem), and then on the vertical axis 
(a 1D problem). In particular, the computation of the diffracted paths is much more simpler 
in a horizontal cut where the edges reduce to points. This separation is possible because 1) 
the horizontal components of the paths remain unchanged after a reflection on the floor or the 
ceiling, 2) the vertical component remains unchanged after a reflection on a vertical wall or a 
diffraction on a vertical edge, and 3) the walls go from the floor to the ceiling. Properties 1) 
and 2) are easily shown using reflection and diffraction laws [22]. The approach is therefore to 
first compute all possible projections of the paths in the horizontal plane, and then to compute 
the vertical components, taking into account antennas and ceiling heights, the number of 
reflections on the floor and the ceiling that are considered and the total unfolded path length 
in the horizontal plane. The three-dimensional path is thus completely determined, and its 
contribution to the channel characteristic of interest may be computed using equation 7. 

Figure 2 shows a horizontal cut of a typical configuration of an indoor environment. The 
transmitter is located at the center, and two possible receiver positions are shown with some 
projected paths. The procedure to obtain all possible projected paths (including any number 
of reflections and ditfractions) between the transmitter and a receiver is as follow: all possible 
sub-paths are computed from the transmitter or a diffracting edge (source) to a receiver 
or another diffracting edge (destination). These sub-paths, which may include a number of 
reflections, are then linked to include diffractions on edges. 

The sub-paths between a source and a destination (including reflections) could be computed 
using a classic image method like in [3]. However, a direct application of this method would be 
inefficient because many images are invisible (since transmission through walls is considered 
negligible) and would be computed uselessly. The method proposed here is based on the 
fact that the visibility region of an image, in a two-dimensional space where transmission 
through segments (walls) can be omitted, is delimited by a polygon. That polygon can be 
determined from the visibility region (polygon) of an image of lower order, allowing a 
recursive computation which is explained next. 
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(a) TX is the source. (b) Diffracting edge is the source. 

Figure 3. First step of EVR computation process. 

The process starts with the source, whose visibility region is determined by splitting the 
surrounding region by half-lines originating from its position and intersecting the edges visible 
from it. The sub-paths whose destination is a diffracting edge, (without reflection) are found at 
the same time. This is illustrated on Figure 3 for a simplified configuration, where the source 
is either the transmitter or a diffracting edge. After the splitting is completed, each region, 
called elementary visibility region (EVR), is delimited by two half-lines and a wall. These 
regions correspond to the possible positions for a receiver having a direct sub-path between 
itself and the source. 

The visibility region of a first-order image is then computed from the EVR with the 
corresponding reflecting wall. The same splitting process is performed, replacing the source 
by the image and considering this time the region delimited by the reflected half-lines and 
the reflecting wall. The sub-paths whose destination is diffracting edge and including one 
reflection onto the wall are also found (Figure 4). The new EVRs (associated with the image) 
correspond to the possible positions for a receiver having a one-reflection sub-path between 
itself and the source. The process continues for higher-order images, until some threshold is 
reached. The exact definition of this threshold may change depending on the implementation. 
A trivial example would be to stop after a fixed number of reflections (image order). However, 
it is better to compute a reflection loss estimate for each EVR when the variations in the 
electrical properties of walls are important in the environment of interest. 

The sub-paths whose destination is the receiver are determined by checking which visibility 
regions include its position. It is thus advantageous to store EVRs in memory when more than 
one receiver position is considered, as in a path loss mapping computation. The sub-paths 
whose destination is a diffracting edge are determined during the EVR computation process, 
using efficiently the a priori information that a vertical diffracting edge is always at the 
boundary between two walls. 

3.2. IMPLEMENTATION 

Two applications of the above algorithm have been coded in C++. In the first, the path loss 
mapping (coverage) is generated for a specified position of the transmitting antenna and a 
specified height of the receiving antenna. For each position PC of the receiving antenna, a local 
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Figure 4. Second step of EVR computation process. 

average of the received power < PR > is computed using the following approximation: 

< PR > 
PT 

(11) 

In the second application, the channel baseband complex impulse response is computed for 
specified positions of the receiving and transmitting antennas, using equation 6 with a chosen 
pulse b(t). Both applications take a configuration file as input which contains information 
about position and electrical properties of walls, floor and ceiling, and the edges on which 
diffraction is considered. The EVRs associated with each source are first computed along with 
the sub-paths whose destination is a diffracting edge, as described above. Then a receiver 
position is specified and the sub-paths whose destination is the receiver are computed from 
the EVRs. This allows the computation of the three-dimensional paths and their contributions 
for this particular receiver position. When the receiver position is changed, the sub-paths 
whose destination is the receiver are computed from the same EVRs, thus avoiding useless 
recomputations. 

4. Results 

4.1. COVERAGEPREDICTION 

As an example of coverage prediction computation, the path loss mapping has been generated 
for the fictitious complex site of Figure 2 at 37.2 GHz. Site dimensions were selected to be 
10 m x 10 m, constitutive parameters were arbitrarily fixed at er = 3.5 and u = 10m7 S/m, 
for all walls, floor and ceiling, to obtain a reflection loss of about 10 dB at normal incidence. 
The transmitter is at center of the site and at a height of 2 m and the receiver is at a height 
of 1.75 m. Both transmitting and receiving antennas are omnidirectional vertically polarized 
dipoles with a cosine-shaped field pattern in the vertical plane. Local averages of the received 
power < PR > are computed for 2500 locations (for the receiving antenna) on an area of 
100 m*, which means a point for every 20 cm. Figure 5 shows the path loss mapping computed 
taking into account a maximum of one diffraction on exterior edge by path. The mapping is 
represented by a pseudocolor plot on part (a) and by a mesh surface on part (b). 
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(a) Pseudocolor representation. (b) Mesh surface representation. 

Figure 5. Path loss mapping for the fictitious site of Figure 2. 

4.2. WIDEBAND RESULTS 

To ascertain the validity of the model, comparisons between predicted and available measured 
impulse responses have been done for the site illustrated on Figure 6. This site consists in 
an empty simple parallelepipedic room and a more complex room which contained furniture 
such as tables and chairs. Only the important structures (Faraday cage, air-conditioner) were 
included for the prediction. As electrical properties of materials are not easily available at 37.2 
GHz, UHF values were used instead as shown on Table 1. The measurement system is shown 
on Figure 7 and more details are available in [ 131. A vertically polarized omnidirectional 
antenna and a 15 dB gain horn antenna with an approximate 3-dB beamwidth of 24* over the 
whole waveguide band (26-40 GHz) were used at the receiver and the transmitter respectively. 
An averaging over many orientations (in the horizontal plane) for the horn antenna was done 
by fitting a regression curve through the multiple measurement values obtained over many 
courses for each room to eliminate the effect of directivity, and both antennas were at 1.56 
m height. To represent these special conditions in the predictions, it has been decided to 
consider that both antennas are omnidirectional and to include no reflection on floor or ceiling 
(because of the horn antenna directivity). The impulse responses are computed using 5 ns- 
width gaussian pulses, which corresponds to the bandwidth used in the experimentation, and 
an averaging of 25 responses computed on a small region around each location is done to 
reduce variations due to fading effects. 

Figures 8 and 9 show the predicted and measured power delay profiles for specified 
locations of the transmitter and the receiver. The experimental profile is time-shifted and 
power-normalized to fit its first peak with the predicted first peak, since absolute received 
power and time delay were not measured. The validity of the prediction is thus appreciated 
by comparing the other peaks and the RMS delay spreads, the latter being shown on Table 2. 

As far as the delays are concerned, comparisons between predicted and measured curves 
show that most predicted and measured paths correspond. The second and third group of paths 
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External walls with windows I 

Figure 6. Site for measurements. 

Table 1. Electrical properties of specified surfaces used in the predic- 
tion. 

Surfaces Rel. permittivity. Conductivity (s/m) 

External Wall 
Internal Wall 
Faraday Cage 
Air Conditioner 
External Wall 
with Windows 
Floor (ciment tile) 
Ceiling (metallic tile) 

15 1O-s 
14 lo-’ 
1 10’ 
2 lo4 
8 ld 

1 0.005 
2 0.01 

are well predicted on figures 8(a) and 8(b). Figure 9(a) also shows good agreement for the path 
delays. In amplitude, the inaccuracies appears to be more important and may be attributed to 
the lack of precise information about material properties. Significant discrepancies between 

TRANSh%lTl’ER 
Direct. 

AIlkllM 
OMlidiL 
Antenna 

RECEIVER 

Figure 7. Impulse response measurement system. 
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Figure 9. Predicted and measured power delay profiles in the complex room. 

prediction and measurements are observed when the receiver lies in the shadow of the Faraday 
cage, as shown on Figure 9(b). This can be explained least in part by errors consecutive to the 
averaging over many measured responses. It should be noticed that the shortest path, which is 

Table 2. Measured and predicted RMS delay spread for 
specified TX and Rx locations. 

Txpos. Rxpos. Predicted (ns) Measured (ns) 

A C 22.0 30.0 
B C 22.5 20.1 
D E 18.8 19.9 
D F 19.8 24.7 



A Coverage Prediction Technique for Indoor Wireless Millimeter Waves System 267 

HP-83642A 
4OGHZ 

Synthesizer 

Figure 10. CW measurement system. 

a diffracted one, is far from being the strongest. This effect is accentuated by the presence of 
a metallic structure (Faraday cage) onto which lossless reflections can take place. 

4.3. NARROWBAND RESULTS 

Further validation of the model can be done by comparing experimental and predicted results 
in the narrowband case. CW measurements have been performed using the system [ 131 shown 
on Figure 10. Both antennas are vertically polarized, omnidirectional, and at 1.40 m height. 
A sample was taken at every 0.9 mm. The prediction included a maximum of one reflection 
on floor or ceiling and the signal level was computed for each 2 cm. For this result, the ray 
contributions are coherently added (equation 4) to observe small-scale fading, in contrast with 
coverage prediction computations where the signal power is locally averaged. Figure 11 shows 
the predicted and measured received signal level for the scenario shown on figure 6 where 
the transmitter is fixed at location G and the receiver follows the path R. It is observable that 
the two signals follow the same trend, although they do not agree on small scale fluctuations. 
This behavior was foreseeable since the predicted and measured samples do not coincide with 
sufficiently high precision, considering that the wavelength is only 8 mm. In this situation, the 
distribution functions for the two signals provide a good criterion for comparison. Figure 12 
shows the distribution functions for the two signal levels normalized by their respective RMS 
values. It can be seen that the distributions are in good agreement, especially for high signal 
levels. 

The CPU time required by this technique is strongly dependent on the number of walls, 
diffracting edges and obviously the results accuracy to reach. For the above result (complex 
room), which considers 20 walls (including floor and ceiling) and 6 diffracting edges, an 
average number of about 37000 paths were computed for each mapping point (receiver 
position), requiring about 137 seconds of CPU on a Personal DECstation 5000/20. However, 
if the number of computed paths is reduced to 1000, the CPU time does not exceed more 
than 3.3 seconds for each mapping point resulting in only 1 dB decrease in the prediction 
accuracy. This is sufficiently small to allow a practical application for this technique in real 
system engineering. The memory space requirements are only 2.7 Mb for the prediction using 
37000 paths. 

5. Conclusion 

An accurate and efficient prediction tool for the characterization of the indoor wireless mm- 
wave channel has been described. The model can predict the coverage for a given position 
of the transmitter and the impulse responses for given positions of the receiving antennas in 
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1 2 3 Tx-Rx4separLon (r$ 7 0 

Figure 1 I. Predicted and measured received signal levels in the complex room. 

Signal level / RMS signal level (dS) 

Figure 12. Predicted and measured distribution functions for the received signals. 

an user-specified environment. Reflection and diffraction phenomena are taken into account 
using ray techniques (GO and UTD). An efficient method for the computation of significant 
paths between the antennas has been elaborated. That 3D ray tracing algorithm uses as much as 
possible a priori information about the structure of the environment. Coverage maps have been 
generated for a fictitious complex configuration and site by site comparisons between predicted 
and measured impulse responses have demonstrated the validity of the model despite the lack of 
information about electrical properties of typical indoor materials at the frequencies of interest. 
Narrowband results show satisfactory agreement between prediction and measurements. 
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