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Summary. For every c~>0 we define ~-times self-decomposable probability 
measures on Banach spaces by random power series. We prove the Urbanik 
and integral representation for such measures and discuss some related limit 
problems. 

1. Introduction, Notation and Preliminaries 

The classical L6vy-HinSin theory of self-decomposable (s.d.) probability measures 
(p.m.'s) (cf. [14], pp. 195 and also [15], pp. 319) has been developed by many 
researchers. The main and very significant contributions to the subject are due 
to Urbanik [30-33]. His ideas and methods have been advanced in recent 
papers by Berg and Forst [2], Kumar  and Schreiber [11-13], Jajte [8], Jurek 
[9], Jurek and Vervaat [10], Sato [19,20] and the author [21-27]. In this 
framework we introduce a concept of e-times self-decomposable probability 
measures (s.d.p.m'.s) (c~>0) on a Banach space. Our definition is based on 
random power series and stands for a natural generalization of that of n-times 
s.d.p.m.'s (n=1,2, . . . ) .  Thus we are concerned with a continuous subclassifi- 
cation of infinitely divisible (i.d.) p.m'.s on a Banach space into decreasing 
classes L~ ( 0 < e <  oe) of a-times s.d.p.m'.s such that each L~ is closed under 
convolution operation, shifts, changes of scales and passages to weak limits. An 
alternative approach to classes L~ was given in [25] by interpolation of Levy 
measures corresponding to n-times s.d.p.m'.s on the space. 

Throughout  the paper we shall denote by X a real separable Banach space 
with the norm II'l[ and the topological dual space X*. We shall consider only 
Borel o--additive measures on X. Given c > 0  and a measure # let T~# denote a 
measure defined by T~#(E)=#(c-IE)(EcX). It is clear that the class of all 
p.m'.s are invariant under T~. In the sequel the convergence of p.m'.s will be 
understood in the weak sense. 
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Recall [22, 24] that a p.m. # on X is n-times s.d. ( n = 1 , 2  . . . .  ) if for any 
c, . . . .  ,% in the open interval (0, 1) there exist p.m'.s #~ . . . .  ,/z, such that 

]A=Zcj~*#l, #l=Tcz~l*#2,. . . , l~n_l=Yc,#n_l*[.In,  (1.1) 

where the asterisk * denotes the convolution operation of measures. 
Let L,(X)  denote the class of all n-times s.d.p.m'.s on X. The class of all 

completely s.d.p.m'.s on X is defined as the intersection of all L,(X)'s and 
denoted by Loo(X). In addition, we denote by Lo(X ) the class of all i.d.p,m'.s on 
X. It is known 1-22] that L~o(X) c L, + 1 (X) c L,(X)  c L 0(X) (n = 1, 2 . . . .  ). Further, 
for every I~eLo(X ) its characteristic functional (ch.f.)/i is of the form 

fi(y) =exp( i (y ,  x o ) -  1/2(y, Ry}+ j" K(x, y) M(dx)) 
x\{o} 

(1.2) 

(y~X*), where x o is a vector in X , R  a Gaussian covariance operator, M a 
Levy measure (a generalized Poisson exponent). The kernel K is given by 

K(x, y) = exp i (y, x )  - 1 - i (y, x )  1B1 (x) (1.3) 

( xeX ,  y~X*), where 1B1 denotes the indicator of the unit ball B1 in X. Since the 
triple [Xo, R, M] in (1.2) determines /z uniquely we shall write /~= [Xo, R, M]. 
In particular, if x o =0,  R =0  we shall denote [0, 0, M] simply by [M]. Recall 
[6,28,29] that the class of all Levy measures on X is a cone. Moreover, if 
M > N  and M is a Levy measure then so is N. This property of Levy measures 
will be repeatedly exploited later on. 

Proceeding successively, let us consider a particular case of (1.1). It is easy 
to check that for n = l  (1.1) holds if and only if 

oo 
I~= �9 T~ v 

k = O  

where c=-c 1 and V=#l.  More generally, we get the following proposition: 

1.1. Proposition. A p.m. /~ on X is n-times s.d. (n= 1,2,...) if and only if for 
every ce(O, 1) there exists a p.m. v such that 

u =  �9 ( r~ .v )  . . . .  (1 .4)  
k = O  

where the power is taken in the convolution sense, rk. . is the number of solutions 
of the equation x 1 + . . .  + x , =  k (n = 1, 2, . . . ,  k =0,  1, 2 . . . .  ) in non-negative integers 
and 

rk, . = (1.5) 

We precede the proof of Proposition 1.1 by proving several lemmas. 

1.2. Lemma. Let Z , Z  k ...... k, (k l , - . . ,k ,=O,  1,2,-.. ,  n = l , 2  . . . .  ) be i.i.d. X-valued 
random variables such that for some cl . . . . .  c,,~(O, 1) the series 
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c{' k~ (1.6) ""Cn Zk~ ..... k,, 
k l ,  . , . ,  k n =  0 

is convergent with probability 1. Then, it is absolutely convergent with probability 
1. 

Consequently, if v is a p.m. on X, ce(0,1), n = l , 2  . . . .  and the infinite 
convolution 

oo 

k*o (T~ v) ... .  (1.7) 

is convergent, then its limit does not depend on the order of convolution. 

Proof F r o m  results in [27] it follows that  the series (1.6) is convergent  with 
probabi l i ty  1 if and only if 

E log"(1 + [IZll)< oo. (1.8) 

Hence  we get 

Ckl '...ck~"llz< k, LI < oo (P.1), (1.9) 
k l , . . . , k n = O  " ' "  

which proves  the first s ta tement  of the Lemma .  To  prove  the second s ta tement  
it suffices to take v as the dis tr ibut ion of Z and c 1 = ... =c,=c .  

Given  ce(0,1)  let us denote  by Kc,,,(X) ( n = l , 2  . . . .  ) the class of all p.m'.s # 
on X such that  (1.4) holds for some p .m.v .  Fur ther ,  we put  

Ko(x)=  Kc,,(x) (n= 1,2,...). 
ce(0,1) 

1.3. L e m m a .  A p.m. # on X belongs to K~,,(X) (n=  1,2 .... ) if and only if there 
exist p.m'.s #~,..., #, such that 

# =  gcP*#l ,  ~1 = gc/Al*~2 . . . .  ,#n ~ = T~#, _ , . # , .  (1.10) 

In other words, #eK~,,(X) if and only if it is n-times c-decomposable (cf. [24J, 
pp. 7). 

Proof. Suppose  that  laeK~,,(X) and the decompos i t ion  (1.4) holds for some p.m. 
oo oo 

v. T h e n  (1.10) ho lds  wi th  p , = v ,  #n_l=g*oTckv= . . . .  , I~1 k~O(gckv)rk  .... 

(Remark ,  by L e m m a  1.2, that  the last infinite convolut ions  are convergent).  
Next  suppose  that  (1.10) holds. We shall p rove  that  #eKc, , (X).  
Obviously,  for n = l  (1.10) implies (1.4). Suppose  that  it is true for n = k - 1  

and assume that  g satisfies (1.10) for n=k.  Then  
ao oo 

 =v*0 . . . .  ' 

and hence 
oo oo 

p = O  m = O  

Since ro, k_ 1 + q , k -  1 + - . -  + rm, k- 1 = r,,,k we get 

oo 
r m  k �9 , eKc, k(X). 

m ~ 0  
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(Here we make rearrangement of infinite convolution of p.m'.s. Such a re- 
arrangement is justified by Lemma 1.2.). 

1.4. Corollary. For any n = 1, 2 .... and c6(O, 1) 

G,~ . . . .  ~(x), 

K.(X) ~ K.  _, (X), (1.11) 

L,(X) cK , (X)cLo(X) .  

Moreover, if #~K~,n(X) then for every p = l , 2  . . . .  #eKc~ ~(X ). 

Proof. From (1.10) we get inclusions (1.11). Again by (1.10) and by Proposition 
1.1 in [24] it follows that if # is n-times c-decomposable i.e, #~K~,,(X) then it 
is n-times cP-decomposable for every p = 1, 2,. . . .  

Suppose that #~Kc, I(X ) and f i (y)#0 for every ysX*,  Then there exists a 
unique p.m. v such that 

# =  T~#,v. 

Let us denote v by Rc#. Note, by (1.11), that K~(X) is contained in the domain 
of the transform R c 

1.5. Lemma, Let # be a p.m. in Lc, I(X ) and fz(y)=~O for every y~X*. Then, for 
every m = 1, 2,... 

m - - 1  

R~m#= k*O T~(R:p), (1.12) 

Proof. Since, for m = 1, 2 . . . . .  

#=k*o  T~k(R~#) 

p=0 \k=0 T~(Rc #) 

m-- 1 

L~u* ~*o L~(R~) 

and since/~(y)+0 for every ysX*  we get (1.12). 

1.6. Lemma. For any ce(O, 1) and n = l , 2  .. . .  

R~(K,+ ~ (X)) c K,(X). (1.13) 

Proof. Let # belong to K,+~(X) and c be an arbitrary number in (0,1). By 
(1.12) we get 

m - - 1  

Re# = k*o T~/m(RcI/~#) (m = 1, 2 . . . .  ). (1.14) 

Since, by Lemma 1.3, Rcl/m # belongs to Kc,/m,,,(X ) we infer, by (1.14), that Rc# 
belongs to Kcl/mn(X ). Hence and by Corollary 1.4 it follows that Re# belongs 
to K~j~n for any p, m=  1, 2 . . . . .  Consequently, Rr belongs to K~,=(X) for every 
ae(0, 1). Thus Rr which completes the proof. 
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Proof of Proposition 1.1. By virtue of (1.11) it suffices to prove the inclusion 

K,(X)cL~(X) (n=1 ,2  .. . .  ). (1.15) 

We shall prove (1.15) by induction. For  n =  1 (1.17) is evident. Suppose that 
it is true for n=k and assume that peKk+l(X). Given ee(0,1) we get, by 
Lemma 1.6, R~peKk(X ). Hence and by induction assumption it follows that 
Rd~eLk(X). Consequently, g e L  k+ x(X), which completes the proof. 

Remark. By virtue of Theorem 2.6 [11] it follows that for every #eL,(X) and 
ce(0, 1) the measure v in (1.4) is i.d. 

Proposition 1.1 suggests us the following interpolation of classes L,(X) (n 
=1 , 2  . . . .  ): 

For  every number e > 0 we put 

and 
k e(o:- l ) . . . (~-k+l) /k!  

k = 0  
(1.16) 

k = l , 2  . . . .  

(1.17) 

A p.m. p on X is said to be a-times s.d. /f for every c~(O, 1) there exists an 
i.d.p.m, gc,~ on the space such that 

where 

oD 
p=k*O (T~c,~) ..... (1.18) 

cr k -  1) (k=0, 1,2, .). 
rk'~ = k " (1.19) 

Let L~(X) denote the class of all a-times s.d.p.m'.s on X. 
It is easy to see that pEL~(X) if and only if for every cs(0, 1) there exist a 

p.m. v~Lo(X ) and a sequence Zo, Z~, Zz, ... of independent X-valued random 
variables with distributions v, v .... , v r-',=, ... respectively such that p is the distri- 
bution of the following random power series: 

• CkZk . (1.20) 
k=O 

The paper is divided into the following sections: In w we give basic 
concepts, introduction, notations and prelimilaries. In w we present some 
characterizations of e-times s.d.p.m'.s on X. In w the Urbanik representation 
of p.m'.s in L~(X) is given. Here we again emphasize the extreme point method 
stimulated by many results of Urbanik. In w we introduce the one - parame- 
ter semigroup J~ of operators on semi-finite measures. We prove that J~G is a 
Levy measure if and only if G is a Levy measure. Further, following [26] we 
define a-integral on p.m'.s and obtain a complete characterization of e-integra- 
ble p.m'.s on X. As a consequence we show that every a-times s.d.p.m, on X 
can be represented as an e-integral. Section 5 is devoted to fundamental 
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properties of classes L~(X). Section 6 contains a concluding remark concerning 
an improved definition of fractional derivatives of p.m'.s. Finally, in Appendix 
we prove a representation of a-times monotone functions. 

w 2. A Characterization of Measures in L~(X) 

In this Section we modify the classical definition of s.d.p.m'.s to the case of ,-  
times s.d.p.m'.s. Namely we replace the role of the operator T~ by T~,~ which is 
defined on the whole of Lo(X ) as follows: 

co ~x 

T~,,# = k*l (T~ #)lk[ (2,1) 

where 0 < c < l ,  0 < e < l  and #eLo(X ). Such an operator was introduced and 

studied in [26]. It should be noted that if 0 < e < l  then ~ ~ =1 and hence the 
k = l  N 

right-hand side of (2.1) is convergent for every #eLo(X ). Further, for e = 1 T~,~ is 
reduced to To. 

Recall [26] that if # is s.d. then it is T~,~-decomposable for any 0 < c < 1 and 
0 < e < l .  The same is true for the more general case. Namely, we get the 
following theorem: 

2.1. Theorem. An i.d.p.m. # on X is c~-times s.d., where 0 < e < l ,  if and only if 
for every 0 < c < 1  there exists a p.m. #~,~ in L-o(X ) such that 

# = Tr #~,=. (2.2) 

Proof. Suppose that #eL=(X) with 0 < e < 1. Then for every 0 < c < 1 there exists 
an i.d.p.m. #~,~ such that the equation (1.18) holds. By (1.18) and (2.1_) we get 

co co 

T~,~# , ' i  * tlck+~#c'~) 
k = 0  

m 

co ).~l"rm .... 
= , ( r ~ # c , ~  

which together with the fact that 

n = l  

implies the formula 

(m = 1, 2,.. .) (2.3) 

co 
r m  

T c , ~ =  �9 (Tc~#c,~) , .  (2.4) 
m = l  

Hence and by (1.18) we get (2.2). 
Conversely, suppose that for every c in (0, 1) the decomposition (2.2) holds 

for some p.m. #c,~eLo(X). Let # = Ix0, R, MJ. Then we get the formula 
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which, by (2.2), implies that  ~ (--1)k ( k ) T ~ M  is a Levy measure and 
k=O 

k=O 

Further ,  since 

and 

(2.5) 

(2.6) 

i rk ,~Xk=(1- -X)  -~ (0<X<I) (2.7) 
k=0 

t -  ) r,,~ = (2.8) 
,=o m--n m = l , 2 , . . .  

it follows, by (2.6), that  
co 

# = , =  0 (Tr , (2.9) 

which shows that  #~L~(X). Thus  the T h e o r e m  is complete ly  proved.  

2.2. Corollary.  Suppose that #~Lo(X ) and cq, o~ 2 . . . .  is a sequence of numbers 
from the interval (0, 1]. Then #eL~(X), where c t = %  + % + . . . ,  if and only if for 
every ce(O, 1) there exists a sequence #1, #2 . . . .  o f  p.m'.s in Lo(X ) such that 

# = T~,~#*# 1 , # 1 =  T~,~#a*#2 . . . . .  (2.10) 

Proof Suppose  first that  ~ < o o  and #eL~(X). Then,  for every ce(0,1)  there 
exists a p.m. #c,~ in Lo(X ) such that  (1.18) holds. Define #o=#c,~ and 

oo __ rk 
# , - - k , o ( T ~ # , _ , )  ' ,, ( n = l , 2 ,  ...). (2,11) 

By virtue of  T h e o r e m  2.1 it follows that  p.m'.s #1, #2,- . .  satisfy (2.10). 
To  prove  " i f"  par t  of  the Coro l la ry  one m a y  assume, wi thout  loss of 

generality, that  0 <  ~ <  1. G iven  0 < c <  1 let #1, #2,--- be a sequence of p.m'.s in 
Lo(X ) satisfying (2.10). Then  it is easy to check that  

# = T~,s,#,#, ,  (2.12) 

where  s , = c q + . . . + ~ n ,  n = l , 2  . . . . .  Let t ing n + c ~  we infer, by a simple reason- 
ing, that  T~,,,# converges to T~,~# and #n converges to some p.m. #c,~ and hence 
(2.2) holds. Thus  the Cor ro l l a ry  is p roved  for the case ~ <  c~. 

To  prove  the Corol la ry  for the case ~ = oo it suffices to observe,  by virtue of 
the case ~ < o% that  for any 0 < 7 < fl < oo we get the inclusion 

L~(X) ~ L~(X) (2.13) 

which will be p roved  in T h e o r e m  5.1. Thus  the Corol la ry  is proved.  
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2.3. Corollary. An i.d.p.m. # =  [Xo, R, M] belongs to L~(X), where 0 < ~ <  oo, if 
and only if 

A~M(E).= ~ ( - 1 )  k (~)TckM(E)>=O (2.14) 
k = 0  

for any 0 < c < 1 and Borel subset E of X separated from O. 

Proof. By virtue of Theorem 2.1 in [22] and Corollary 2.2 it suffices to prove 
the Corollary for the case 0 < c~< 1. This, however, is an easy consequence of 
(2.2) and (2.5). Thus the Corollary is fully proved. 

w 3. The Urbanik Representation 

In this Section we prove the Urbanik representation for a-times s.d.p.m'.s on X. 
The method of the proof is based on the fundamental work [33] by Urbanik 
and analogous to that in [22]. 

For every subset E of X we put "c(E)={tx:xEE, t>0}.  It is clear that the 
set ~(E) is invariant i.e. z(z(E))=~(E). 

The following lemma is an analogue of Lemma 3.4 [22] and its proof will 
be omitted. 

3.1. Lemma. Let M be a Levy measure corresponding to a p.m. I~L~(X) (e>0). 

Then there exists a decomposition M =  ~ Mk, where every M k ( k = l , 2  . . . .  ) is a 
k = l  

Levy measure corresponding to a p.m. in L~(X), M k are concentrated on disjoint 
sets z(Ek), O~E k and E k are compact. 

This Lemma reduces our problem of examining Levy measures correspond- 
ing to p.m'.s in L~(X) to the case of measures concentrated on -c(E), where E is 
compact and 0r 

Let ~ be a weight function on X in the Urbanik sense [33]. Let f(E) 
denote a compactification of ~(E) where E is a compact subset of X and 0r 
In what follows the set ~(E) will be defined as ('c(E)c~S) x [ - o c ,  oe] with the 
product topology, where S denotes the unit sphere in X. Then the mapping 
e-tx~--~(x,t) is an embedding of z(E) into a dense subset of ~(E) and the 
function ~b as well as the norm II "11 can be extended from r(E) onto ~-(E) by 
continuity (cf. [22]). 

Given a finite Borel measure N on ~-(E) we put 

N(du) 
M( U) f (U ~ ~-(E)). (3.1) ~(u) 

For 0 < c < l  and c~>0 define A~M in the same manner as in (2.14). Further, let 
Ha(E ) denote the class of all finite measures N on ~-(E) for which the corre- 
sponding measures M defined by (3.1) fulfil the condition that for every 
0 < c < l  the measures A~M are non-negative. Let P~(E) be the subset of Ha(E ) 
consisting of p.m'.s. The set P~(E) is convex and compact. Moreover, its extreme 
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points must be concentrated on orbits of elements of f(E). Obviously, all 
measures @ze~(E)\z(E), are extreme points of P~(E) and its other extreme 
points are concentrated on sets ~({x}), where xez(E). 

Let us fix xev(E) with Llxl[=l and let N be an extreme point of P~(E) 
concentrated on "c({x}). Define, for beR 1, 

gs(b) = M({e-'x: t < b}) (3.2) 

where M is defined by (3.1). Then, by Corollary 2.3 it follows that for every 
t>0 ,  c=e -t and for every set U of the form U={e-~x: a<t<b} we get the 
formula 

Ai g~,(b ) -  Ai gN(a ) = A~ M( U) > O, (3.3) 

where the fractional difference operator A~ is defined by (A.4) in Appendix. 
Hence it follows that gu is s-times monotone (see Appendix for definition of c~- 
times monotone functions). By Theorem A.2 it follows that there exists a unique 
non-negative left-continuous monotone non-decreasing function PN on R ~ such 
that 

gN(t)= U PN(t) (3.4) 

where U is the integral of fractional order ~ >0  defined by (A.5) which together 
with (3.1), (3.2) and (3.3) implies that for any a<b 

b 

N({e 'x" a<t  <b})=~ ~(e-'x)U-1Pu(t)dt. (3.5) 
a 

Consequently, we have 

�9 ( e - 'x )  1 ~- ~ PN(O dt = 1. ( 3 . 6 )  
- 0 0  

Conversely, every non-negative left-continuous monotone non-decreasing 
function Pu normalized by the condition (3.6) determines, by (3.5), a p.m. N 
concentrated on ~({x}). Moreover, by Theorem A.2 the corresponding func- 
tion gu defined by (3.4) is s-times monotone which shows that NeP~(E). Hence 
we conclude that a measure N in P~(E) is an extreme point if and only if the 
corresponding function Pu cannot be decomposed into a non-trivial convex 
combination of two functions P?~, and PN2 with the stated properties. But this is 
the case if and only if Pu(t)=O for t<t  o and Pu(t)=v for t>to, where to and v 
are some constants. By (3.5) we get the formula 

b 

N({e- 'x:  a < t < b})= v S ~b (e- '  x) 1(,o, oo)(t)(t- to) a- 1 dr. (3.7) 
a 

The constant v is determined by (3.6). Namely, 

oo 

v -  1 = ~ 4)(e-'x)(t - - t o )  ~ -  ~ d t .  (3.8) 
tO 
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Conversely, one can prove that for every tour  I the measure N defined by (3.7) 
is an extreme point of P~(E) concentrated on z({x}). 

Let z be an arbitrary element of z(E). Substituting x=z/llzll and to= 
-logllz[I into formula (3.7) and (3.8), we get all extreme points N~ of P~(E) 
concentrated on z(E) as follows: 

co 

N~(U)=v~(z) S lv(e-tz)  ~b(e-tz) t~-I dt, (3.9) 
0 

where U is a Borel subset of z(E) and 

co 

v21 (z) = ~ ~ ( e - ' z )  t ~-2 dr. (3.10) 
0 

It should be noted, by definition of a weight function (cf. [33]), that the right- 
hand side of (3.10) is always finite. 

Now remark that every element of Ha(E ) is of the form tN 1 with NIeP~(E) 
and t>0.  Further, if a measure M concentrated on ~(E) is a Levy measure 
corresponding to a p.m. in L~(X) then the measure N associated with M in 
(3.1) belongs to Ha(E ). In this case, by Krein-Milman-Choquet theorem (see [5] 
and [18], Chap. 3), there exists a finite measure m on ~(E) such that 

I f (x)  M(dx)= ~ v~(z) ~ f (e-rz)  f f-~dtm(dz) (3.11) 
~(E) z(E) 0 

for every M-integrable function f on z(E). Hence and by Lemma 3.1 and by 
the same arguments as in [22] it follows that for every Levy measure M 
corresponding to a p.m. in L~(X) there exists a finite measure m on X such 
that m({0})=0 and 

co 

f (x)  M(dx) = ~ v~(z) ~ f ( e - ' z )  t ~-1 dt m(dz) (3.12) 
X X 0 

for every M-integrable function f on X, which together with (1.2) yields the 
following theorem: 

3.2. Theorem (The Urbanik representation). Let ~ be a weight function on X 
(in Urbanik's sense [-33]). A p.m. # on X is s-times s.d. (~z>0)/f and only if there 
exist a finite measure m on X vanishing at O, a covariance operator R and an 
element xo~X such that 

/2(y) = exp(i (y, Xo) - 1/2(y, R y )  

+ S v~(x) ~ K(e- tx ,  y)t~-l dtm(dx)) (3.13) 
X 0 

(yeX*), where v~(x) is defined by (3.10) and the kernel K is given by (1.3). 

w 4. The Integral Representation 

Consider a Levy measure M corresponding to a p.m. in L~(X). By virtue of 
(3.12) we get the formula 
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M(E) = ~ ~ l~(e- tx) t  ~- l dt v=(x) m(dx) (4.1) 
X 0 

( E c X \ { 0 } ) ,  where m is a finite measure on X vanishing at 0 and v=(x) is given 
by (3.10). 

Putting G(dx)=F(cQv~(x)m(dx) and taking into account (4.1) we get a 
measure G which is finite outside every neigh-bourhood of 0 and 

M(E) = 1/r(~) S J 1E(e-tx) t~- ldt  G(dx) (4.2) 
X 0 

(EcXA{0}).  Moreover, M({0})=0 and since M(B'0< oo it follows that 

log ~ LIxLI G(dx)< oo. (4.3) 
B] 

Let G~(X) (~>0) denote the class of all measures G on X such that G are 
finite outside every neighbourhood of 0, G({0})=0 and the condition (4.3) is 
satisfied. 

Following [25] we introduce an operator J~(c~>0) from G~(X) into Go(X ) 
by 

J~ G(E)= 1/r(~) S S l e ( e - t x ) t~ - i d t  G(dx), (4.4) 
X 0 

where G~G~(X) and E c X \ { 0 } .  Recall ([25], Theorems 2.2 and 2.9) that J~ is 
one-to-one and 

J~J~ G = J~+ p G (4.5) 

for any c~,fl>0 and GeG~+~(X). 
It is natural to ask whether J~ and its converse transform Levy measures 

into themselves? In what follows we shall give an affirmative answer to this 
question. 

The following theorem was proved by Jurek and Vervaat in [10]: 

4.1. Theorem. A p.m. # on X is s.d. if and only if there exists an X-valued 
process Y(t) with independent and stationary increments such that Y(0)=0 (P.1) 

and I x is the distribution of the pathwise Laplace-Stieltjes integral S e -t Y(dt). 
0 

Suppose that IX and Y(t) are the same as above with Levy measures M and 
Gt, respectively. By Theorem 4.1 and by a simple computation it follows that 
M = j I G 1 .  Hence and by the fact that j1 is one-to-one it follows that if 
GeGI(X ) and if one of G and JIG is a Levy measure then the other is also a 
Levy measure. Moreover, by iterating the operator j1 we get 

4.2. Corollary. For any n = 1 , 2  . . . .  and GeG,(X)J"G is a Levy measure if and 
only if G is a Levy measure. 

The more general case is also true. Namely, we get 

4.3. Theorem. For any c~>0 and GeG~(X)J~G is a Levy measure if and only if 
G is a Levy measure. 
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Proof. Define two auxiliary operators J~ and J~ as follows: 

1 

J; G(E) = I/iV(a) ~ S l~(e-tx) t a-1 dt G(dx) 
X O  

and 

(4.6) 

and for n = 1, 2 . . . .  

Case 1 : c~ > 1 and G is a Levy measure. In this case we get the inequalities: 

J~G < 1/F(e)J~ G (4.8) 
and 

J~ G < [a] !/F(c 0 j~a] +1 G (4.9) 

where [~] is the integer part of a. Further, by Corollary 4.2 it follows that J1G 
and jt~+ 1G are Levy measures, which by (4.6) and (4.7) implies that J~G and 
J~zal+lG are Levy measures. Hence and by (4.8) and (4.9) it follows that JaG is a 
Levy measure. 

Case 2:c~>1 and JaG is a Levy measure. By virtue of (4.6) and (4.7) we get the 
inequalities 

[a] !/f(a) J~ a]+l G <J~G, (4.10) 
1 ~ a 1/r(e) J2 G = J2 G (4.11) 

J~+ t G <J"(JzG ). (4.12) 

Further, since JaG is a Levy measure it follows that J~ and J~G are Levy 
measures, which by (4.10) and (4.11) implies that J~I+IG and j I G  are Levy 
measures. On the other hand, by assumption that G(B])=0 it follows that 
J~G(B'O=O. Hence and by Case 1 we infer that for every ha - l ,2  .. . .  J"(J~G) is a 
Levy measure, which by (4.12) implies that J~+IG is a Levy measure. Thus 
j~al+lG and J~2al+lG are Levy measures. Hence j[a~+ 1 G is a Levy measure and 
by Corollary 4.2 we conclude that G is a Levy measure. 

Case3: 0<c~< 1. 

Since for every n = l , 2  . . . .  Ja+nG=J"(JaG) it follows, by Corollary 4.2 and 
Cases 1 and 2, that if one of G and JaG is a Levy measure then the other is 
also a Levy measure. 

Finally, combining Cases 1, 2 and 3, the proof of the Theorem is com- 
pleted. 

Consider a p.m. #=(x0 ,  R, M] in La(X ). By (4.2), (4.4) and Theorem 4.3 we 
get the following theorem: 

J ~ G = J a G - J ~ G  (4.7) 

(aeaa(x) ,  E = x \{0)) .  
Let G be a measure in Ga(X ). Since JaG is a Levy measure for any finite G one 
may assume, without loss of generality, that G(B'~)= 0. Consider the following 
cases: 
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4.4. Theorem. Every e-times s.d.p.m. # on X is of the unique form 

i~= [Xo, R, J~G] (4.13) 

where x o ~ X  , R is a Gaussian covariance operator and G a Levy measure in 
~ ~(x). 

Conversely, for any x o, R and G as above the formula (4.13) defines an e- 
times s.d.p.m, on X.  

We now proceed to give an integral representation for measures in L~(X). 
Using the same terminology as in [26] we say that/~ is a simple Poisson p.m. if 
#= [G ] ,  where G is supported by a finite subset of X\{0}. Obviously such a 
measure G is a Levy measure and moreover for every e > 0  J~G is a Levy 
measure. 

For every simple Poisson p.m./1= [G] we put 

P #  = [J~G]. (4.14) 

Further, a p.m. v on X is said to be e-integrable if there exists a sequence {v,} of 
simple Poisson p.m'.s such that for some point x ~ X  v,*6 x converges to v and 
P v , . 6  x converges to some p.m., say 1 %  The limit measure Uv depends on v 
and e only and will be called e-integral of v. Such a concept was introduced in 
[26]. Further, we obtained in [263 a characterization of e-integrable p.m'.s on 
X under some geometric conditions. Our further aim is to prove a complete 
characterization of e-integrable p.m'.s on X. 

The following theorem was proved in [26]: 

4.5. Theorem. A p.m. v= [Xo, R, G] on X is e-integrable if  and only if J~G is a 
Levy measure. 

Now, by Theorem 4.3 it follows that for v=[xo ,  R ,G ] J~G is a Levy 
measure if and only if G~G~(X). Furthermore, by Lemma 2.5 in [26] it follows 
that G~G~(X) if and only if 

log~(1 + Ilxll)v(dx)< oo. (4.15) 
X 

Hence and by Theorem 4.5 we get the following 

4.6. Theorem. An i.d.p.m, v on X is e-integrable (e>0) if and only if  the 
condition (4.15) is satisfied. 

Proceeding successively, if v = [x o, R, G] is e-integrable then 

U v = [ X o , 2 - ~ R , J ~ G ]  (4.16) 

(cf. [26], Lemma 2.1) which together with Theorem 4.4 implies the following 
integral representation of measures in L~(X): 

4.7. Theorem. An i.d.p.m. /~ on X is a-times s.d. if and only if there exists a 
unique i.d.p.m, v such that 

# = 1 %  (4.17) 
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As a consequence of the above Theorem we get 

4.8. Corollary. The set {#=U[G]" G is concentrated on a finite subset of X 
\{0}} is dense in L~(X). 

w 5. The Continuity and Monotonieity of L~(X) 

The aim of this Section is to prove some fundamental properties of the classes 
L~(X). Namely, we get the following theorem: 

5.1. Theorem. (i) Every L~(X) (O<_~<_ co) is closed under convolution operation, 
shifts, changes of scales and passages to weak limit. 

(ii) For any 0 <= 7 < fl < oo 

Lp(X) if= L,~(X), (4.18) 

La (X) = f-~<# L, (X) (4.19) 

and 
L~(X)= ~ L~(X) (4.20) 

where the bar denotes the closure in the weak topology. 

Proof. (i) It follows directly from definition of L~(X). 
(ii) Let # =  [Xo, R, M] belong to L~(X). Without loss of generality one may 

assume that 0 < 7 < f i <  0% Xo=0 and R=0 .  Then, for every c~(0, 1) there exists 
an i.d.p.m. #c,p = [M~,~] such that 

M =  ~ rk,#TckM~, p. 
k = 0  

oo 
Since, rk,~_~<rk, ~ (k=0,1,2  . . . .  ) we infer that ~ rk,#_~T~Mc, ~ is a Levy mea- 
sure. Putting k= 0 

] #c,~= ,~_~ kMc,~ 
k = O  

and taking into account the fact that r,~,#= ~ rk,~_~rp, 7 (m=0, 1,2,...) we get 
k + p = m  

oo 

#=k.o(G#, , , )  .... ~L,(X), 

which implies the inclusion (2.13). 
Next we shall prove that the inclusion (2.13) is strict. Indeed, let v= [3~] be 

the Poisson measure on R 1 and #=I~v. Then #eL~(R ~) but #r Con- 
trary to this let us assume that MEL#(R~). By Theorem 4.7 we should get a p.m. 
z such that p=I#z. Hence v=I~-~'c~L#_~(RZ). By Corollary 2.3 it follows that 
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N : =  ~o~ ( - 1 )  k /  - x|fi~Y) T~61 should be a non-negative measure and hence 
k = O  k t'~ l 

N({c} )=- ( /3 -7 )>0 .  This contradiction shows that #r Now consider 
R 1 as a subspace of X we conclude, by the above arguments, that (4.18) holds. 

Next suppose that # =  [,x o ,R ,M]  belongs to LT(X ) for every 0<7</? .  By 
Corrollary 2.3 it follows that A~M(E)>O for any 0 < c < 1  and Borel subset E of 
X separated from 0, where A~M(E) is defined by (2.14). Letting 7,,~fl we get the 
relation A~M(E)>=O which again by Corollary 2.3 implies that #EL,(X).  Thus 

L~(X)cL~(X).  Since, by (4.18) the converse inclusion also holds we get the 
~,<//  

equality (4.19). 
Finally, let I~=U[G]=[J~G] where G is concentrated on a finite subset of 

X\{0}. Then the relation # =  lim [,J~+I/"G] holds. Hence and by Corollary 4.8 
t / ~ o o  

it follows that L~(X)c  ~ Ly(X), which by (4,18) implies (4.20). Thus the Theo- 
rem is fully proved. 7>~ 

w 6. Concluding Remark 

The definition of fractional differentiation on p.m'.s given in [-26] can be 
improved as follows: A p.m. # in L~(X) (e > O) is said to be e-differentiable if the 
following limit exists 

D~#.- =lira #t(f (6.1) 

where t=-1ogc and #c,~ is given by (1.12). The limit measure D~# is called e- 
derivative of #. The problem of characterization of  e-differentiable p.m'.s on X is 
open. A partial solution of this problem is given in [26]. We conjecture that 
every a-times s.d.p.m, on X is e-differentiable. Further, in the same way as in 
[-26] one can prove the following theorem: 

6.1. Theorem. A p.m. # on X is stable if and only if it is the solution of the 
following fractional differential equation: 

J =D~# * fix (6.2) 

for some e, f i>0  and x~X.  In particular, # is Gaussian if and only if it satisfies 
(6.2) for fi = 2L 

Appendix 

For every e > 0  we define e-times monotone functions on R 1 by their fractional 
differences. Such a concept seems to be first introduced and studied by Wil- 
liamson [-35] but his approach was the fractional differentiation. Our method is 
based on papers [-4,16,34] by Marchaud, Butzer and Wetsphal. The case cr 
---1, 2 . . . .  was treated in [22] with applications to multiply s.d.p.m'.s. 
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Given a function f on R 1 and non-negative numbers t, t~ . . . . .  t, we put 

A~f (x) = A~ f (x)= f {x) -  f ( x -  t) (A.1) 
and 

A~ ...... ~,f(x) = A,1.. .A,,f(x) (A.2) 

(xeRa). In particular, for t I = ... = t , = t  we get 

k = 0  

Similarly, for every c~ > 0 we put 

k = 0  

Further, following [4, 16,34] we define integral and derivative of fractional 
order c~ > 0 respectively by 

I~f(x)=-l/F(e) i ( x - u ) ~ - l f ( u ) d u  (A.5) 
-co  

and 
D~ f (x) = s - l i r a  t -~ A~ f (x) (A.6) 

t '~0 

(x~R1). 
Recall [22] that f is n-times monotone (n= 1,2 . . . .  ) i f  f ( - o o ) = 0  and for any 

x >  y and t~ .. . .  , t , > 0  
At ...... ~,f(x)>=At ...... t,,f(Y). (A.7) 

Further, for every n-times monotone  function f on R 1 there exists a unique 
non-negative left-continuous monotone  non-decreasing function q such that 

f ( x )  = 1/(n - 1)! i (x - u)"- 1 q(u)  d u  = I " q ( x )  
- c o  

(A.8) 

(see [22], Proposition 4.1). 
The following theorem gives an equivalent definition of n-times monotone  

functions: 

A.1. Theorem. A function f is n-times monotone (n=1 ,2 , . . . )  if and only if 
f ( - o o ) = 0  and for every t > 0  A'~f(x) is a monotone non-decreasing function in x. 

Proof Let K,  denote the class of all n-times monotone  functions on R 1 and H ,  
the class of all functions f such that for every t > 0  A~f(x) is monotone non- 
decreasing in x. It is evident that K,  c H , .  Hence to prove the Theorem it 
suffices to show that 

H, c K , .  (A.9) 

We shall prove (A.9) by induction. The case n =  1 is clear. Suppose that (A.9) 
holds for some n = k. We will show it for n = k + 1. 
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Accordingly, let f belong to  Hk+ 1 and t>0 .  It is easy to check that for any 
x~R  1 and n , m = l , 2  . . . .  

"("-~) ( n + j - 1 )  
A~t f (x )=  ~ A t f ( x - j t )  

j=o ', J 
which implies that 

(A.10) 

At/mzl~ f (x ) ~ At/,,A~ f (y ) (A.11) 

for any x > y and m = 1, 2,. . . .  Consequently, we get 

Atp/qAktf(x) > Atp/qAff(y) (A.12) 

for any p , q = l , 2  . . . .  , x > y  and t>0 .  Hence for any t, tk+~>0 A,k+lA~f(x) is 
monotone non-decreasing in x, which means that A,~+,f(x) belongs to Hg. By 
induction assumption it follows that for any t a, ..., tk+ 1 >0  A, ...... ,~ A,k+ ~f(x) is 
monotone non-decreasing in x. Thus f belongs to Kk+ 1 which proves (A.9) and 
completes the proof of the Theorem. 

The above Theorem enables us to generalize the concept of n-times mo- 
notone function to the fractional case. Namely, a function f is said to be e-times 
monotone (e>0)  /f f ( - o v ) = 0  and for every t > 0  A~f(x) is monotone non- 
decreasing in x. 

It is the same as in the integer case we get the following theorem: 

A.2. Theorem. For every e-times (c~>0) monotone function f there exists a 
unique non-negative left-continuous monotone non-decreasing function p on R ~ 
such that 

f ( x )=Up(x )  (xER1). (1.13) 

Conversely, for every above-mentioned function p such that Pp(x)<oo 
(x~R 1) the .formula (A.13) defines an e-times monotone function. 

Proof The proof of the second part of the Theorem is easy and will be 
omitted. We shall prove the first party by considering the following steps: 

Step 1 :0  < a < 1. It is clear that if f is e-times monotone then for any x > y and 
t > 0  

f (x) - f ( y ) >  c~(f (x - t) - f ( y  - t)). (1.14) 

Therefore f is continuous. Moreover, it is not hard to check that (A.14) implies 
that f is absolutely continuous on every half-line ( - ~ , a J  (a~R1). Con- 
sequently, there exists a non-negative function q such that 

and for any x > y 

f ( x ) =  i q(t)dt (xeR 1) (A.15) 
- - G O  

q(x)>=eq(y). (1.16) 
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Consequently, for every xeR ~ I~-~q(x)< o9. Moreover, since for t > 0  

and 

lim t -  ~ 

t ~ O +  O<_k<_X--U 
t 

t-~Atf(x) = i t -~ ~ ( - 1 )  k ( ~ ) l (  . . . . .  kt,(u)q(u)du 
- o e  k=O 

-o~  O<_k<_X-U 
t 

(--1) k ( ~ ) =  l im(x-u) -~n~ ~ (-1) k (~):(x-u)-~/F(1-oO 

we get the formula 

D"f(x)= lim t-~A~f(x)=Ii-~q(x) (A.17) 
t ~ 0 +  

which implies that D~f(x) is a non-negative left-continuous monotone non- 
decreasing function. Now putting q(x)= D~f(x) we get 

f (x)-PD~f(x)=Uq(x)  (xeR1). (A.18) 

Step 2. c~ = n + fi where 0 < fl < 1 and n = 1, 2 . . . . .  Let f be ~-times monotone. It 
is obvious that for 0 < 7 < ~  f is 7-times monotone. Moreover, by (A.10) it 
follows that for any t>0 ,  x~R ~ and m = 1 , 2  ....  

. ~ "(m-1)(n+J - 1 )  
AmtAt f(x)= Z A~+af(x-jt) 

j=O J 

which implies that for x > y 

A~mA~ f (x) > A~mAt f (y). (A.19) 

Hence and by Step 1 we get the relation 

lim (t/m)-P A~mA~ f (x)= D~ A~ f (x) 
m ~ o o  

= A~D~f(x) >= ATDPf(y). (A.20) 

Consequently, by Theorem A.1, D~f(x) is n-times monotone and by (A.8) it 
follows that 

D'~ f(x)=I"p(x) (x~R 1) (A.21) 

for some left-continuous monotone non-decreasing function p, which by a 
simple reasoning implies that (A.13) holds for c~ = n -  ft. 

Finally combining Steps 1, 2 and (A.8) we infer that for every e > 0  the 
formula (A.13) holds. It is clear that the function p in (A.13) with the stated 
properties is unique which completes the proof of the theorem. 
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