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Abstract. Ultrasensitive absorption spectroscopy of NO 2 was performed with a tunable 
lead-salt diode laser (TDL) using a single-tone high-frequency modulation (FM) technique. 
With a detection bandwidth of 200 kHz, an optical density of 2.7 × 10-5 was detectable at 
SNR of 1. The detectable optical density could be further improved by reducing the 
detection bandwidth in agreement with the A ~ f  relationship, reaching 2.5 × 10 - 6  at a 
detection bandwidth of 1.56kHz. Normalized to 1 Hz bandwidth, the demonstrated 
performance would then correspond to a detectable optical density of 5.9 x 10 -s. This 
detection limit agrees well with the calculated "quantum limited" performance based on the 
measured laser power, modulation index, noise figure of the electronic components, and 
other parameters of the apparatus. These measurements and calculations show that by 
implementation of the FM technique, the sensitivity of the present TDL absorption 
spectrometers (TDLAS) can be improved by at least a factor of 10 and possibly even of 100. 
Such a sensitivity improvement would greatly extend the applicability of TDLAS for trace 
gas analysis, especially in atmospheric monitoring. 

PACS: 07.65 

Tunable diode laser absorption spectroscopy 
(TDLAS) has become a powerful technique for trace 
gas analysis in industrial and environmental applica- 
tions [-1, 2]. It is technique of choice whereve~ there is 
a need for sensitive, highly specific, or rapid measure- 
ments of trace gases. In atmospheric science, TDLAS 
has been used for the measurement of NO, NO2, N 2 0  , 
HNO3, H20, H202, HzCO, CO, CH4, SO2, HC1, and 
HF. Potentially, most small molecules can be mea- 
sured, provided that they possess resolved Doppler 
broadened rotation-vibration spectra in the wave- 
length region between 3 and 30 gm [3], and that the 
sensitivity of TDLAS is sufficient for the given 
application. 

Essentially, two techniques have been applied to 
achieve the highest TDLAS sensitivity: averaging of 
fast scans over an absorption line [-4, 5], and harmonic 
("derivative") detection techniques [6-8]. Both tech- 
niques use low frequency modulation of the laser wave- 
length of the order of several kHz. The best perfor- 
mance of such TDLAS instruments in terms of sensi- 
tivity at a detection bandwidth estimated from pub- 
lished data, is indicated in Table 1. Since some of the 
listed papers lack a clear definition of the detection 
bandwidth and the detection limit, the detectable 
optical density at SNR (signal to noise ratio) of 1 may 
be in error by a factor of 6. Despite this uncertainty, the 
data illustrate the state of the art. 
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Table 1. Optical density detectable at a SNR of 1, and estimated detection bandwidth for 
derivative and fast scan techniques using lead-salt diode lasers 

Author Technique Det. limit Af  Ref. 

Schiff et al. 2f, scanning 1 x 10- 5 0.33 Hz [2] 
Cassidy and Reid avg. fast scan 1 x 10-5 3.2 Hz [4] 
Silver and Stanton avg. fast scan 1 x 10 3 1.56kHz I-5] 
Sachse et al. 2f, w/o scanning 4.5 x 10 -s 3 Hz [6] 
Fried et al. 2f, scanning 1 x 10 -s 1 Hz [7] 
Reid et al. 2f scanning 6.4 x 10 -6 0.12 Hz [8] 

P. Werle et al. 

The two techniques have achieved comparable 
detection limits corresponding to a detectable optical 
density of about 1 x 10-5 with a detection bandwidth 
of 1 Hz. In terms of mixing ratios, such detectable 
optical density corresponds to detection limits of 
tenths of ppbv (1 ppbv= 1 x 10 -9 volume fraction) for 
strongly and moderately absorbing molecules when 
multi-reflection cells with path lengths on the order of 
100m are employed. Weakly absorbing species or 
species with still lower mixing ratios could not be 
measured, although there are many applications where 
such measurements are highly desirable. 

Fundamentally, the ultimate detectable optical 
density of each absorption technique is limited by the 

photon statistics, i.e. it cannot be better than Vn/n, 
where n is the number of photons incident at the ideal 
detector. Taking into account the power emitted by the 
commercially available lead-salt diode lasers and the 
quantum efficiency of the common HgCdTe detectors, 
the performance of the TDL absorption spectrometers 
is much worse than the performance limited by the 
fundamental signal shot noise. Our analysis of the 
noise frequency spectrum of a lead-salt diode laser [9] 
and noise measurements on other lasers [10], suggests 
that 1If  noise is responsible for the poor performance 
of the present TDLAS techniques using low frequency 
modulation schemes. The noise analysis also indicated 
that a shot noise ("quantum") limited performance 
could possibly be achieved with a high frequency- 
modulation (FM) technique. The purpose of this paper 
is to demonstrate this possibility, 

The paper will report on the ultrasensitive absorp- 
tion spectroscopy of NO2 by a single tone FM 
technique with a M B E  lead-salt diode laser. In the first 
section of the paper we briefly review the principles of 
the FM technique and present a detailed formal 
description which will be used in the calculation of the 
FM sensitivity needed for comparison with the mea- 
sured one. The second section reports on the experi- 
mental determination of the FM sensitivity when 
measuring low partial pressures of NO2. In the third 
section, the measured sensitivity is compared with that 
calculated. The quite good agreement of the measured 

and calculated signal to noise ratios indicates that the 
sensitivity achieved corresponds to the "quantum" 
limited performance. Finally, our results are sum- 
marized and presented as points in a sensitivity versus 
bandwidth domain. This presentation allows an easy 
comparison of our FM-TDLAS performance with the 
performance of conventional TDLAS spectroscopy 
and with some recent FM results. 

1. FM Spectroscopy 

The use of the FM technique [11] in combination with 
semiconductor diode lasers is particularly attractive, 
since these lasers can be directly frequency modulated 
by the laser injection current [12-14] without using 
less efficient and expensive external modulators. The 
laser carrier frequency is modulated directly with a 
discrete rf frequency added to the laser current by a 
bias T. The rf energy is transferred into sidebands, and 
instead of a single emission line the frequency spectrum 
of the laser output consists of several equally spaced 
sidebands at integer multiples of the modulation 
frequency around the carrier. The amplitude distri- 
bution of the sidebands depends on the FM modula- 
tion index fl, which is a measure of the power 
available in the sidebands. A formal description of the 
FM signals can be derived from the expression for the 
electrical laser field 

E(t) = Eo[-I + M- sin(Cnrft + ~p)] 

x exp [i(c~J + ft. sin COrft)] , (1) 

where tlle exponent describes the frequency modula- 
tion of the carrier co~ with frequency corf and FM 
modulation index ft. The pre-exponential factor takes 
into account the influence of the amplitude modula- 
tion index M. Equation (1) can be more conveniently 
expressed as 

+ o o  

E(t)=Eo(t) 2 rnexp(inCOrft) (2) 
n = - o ~  

with 

Eo( t ) = E o exp(ic~j) 
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and 
+ 1  

r. = r.(fi, M,  to) = Z akJ . -  k(fl) 
k = - I  

ao=  1; a+l  = +_M/2i exp(+ito).  

Taking into account the sideband absorptions 6. 
and phase shifts ¢ .  at harmonics of the modulation 
frequency noorf with n=0 ,  _+ 1, + 2  .. . .  (2) can b e  
transformed into 

F4t)= Eo(t) Z 
n = -oo 

x exp (imorft) exp( - 8. - i~b.) (3) 

with ~o. =o~  + nOrf. In this transformation, the nota- 
tion of Bjorklund for 6., ¢ .  for an assumed Lorentzian 
lineshape is used [15]: 

8. = 6(a~.) = 6p~.k/[-I + R(co.)2], (3a) 

fro n = ff)( (D n) = (~ peak R ( O,) n) / [ l "~ R((Dn)2"] , ( 3 b )  

R(co.) = ( ~ -  o.)/F~/2 ; 6p~.k = eL~2, (3c) 

where R is the sideband detuning from the molecular 
center frequency ~2 and F1/2 is the line half width at half 
maximum (HWHM). The term eL corresponds to the 
optical density of the investigated gas with Beer's law 
peak absorption coefficient e and an absorber path- 
length of L. Assuming a square law detector response 
the electric field E(t) gives rise to a detector current irf(t) 
according to: 

+oo 

/ i f ( t )  = i 0 E rnr*n, 
rJ~ n' = -- oo 

x exp [i(n - n ' ) ~ % t -  6. - 3., - i¢.  + i¢. ,] .  (4) 

Narrow band detection and demodulation at the 
modulation frequency ore limits the allowed values for 
n for demodulation to n' = n_+ 1 : 

/if(t) = ioZ exp (iO)rft) + ioZ* exp(-iCOrft), 
+ (5) 

Z =  ~ r . r . * + ~ e x p ( - 3 . - 6 . + l - i ~ b . + i ¢ . + O .  
n = --oo 

Using A = 2 Re {Z} (quadrature) and 
D = -  2 Ira{Z} (in phase), the final equation for the 
interesting frequency components at COrf at the mixer 
input port can be written as: 

irf(t) ---- ioA(fl, M,  W) coS(°rft) -b ioD(fl, M,  to) sin(COrft ) . (6) 

The above equation is valid for arbitrary frequency 
modulation index fl, amplitude modulation index M 
and A M / F M  phaseshift ~p. The full expressions for the 
in phase and quadrature components of the signal at 
any A M / F M  phaseshift are quite cumbersome but it is 
useful to analyze the particular case of an A M / F M  
phaseshift of to--7r/2. The reason for this will become 

obvious later. The coefficients then reduce to: 
+ m  

A(fl, M, ~/2) = 2 Y, (J. + l J .  + K.) 
n ~  -oo  

x e x p ( - 8 . + ~ - 8 . ) c o s ( ¢ . + l  -q~.), (7a) 
+co 

D(fl, M,7c/2)=2 ~ ( J . + t J . + K . )  
n=--O0 

x e x p ( -  8. + t - 8.) sin(q~. + ~ - ~b.), (7b) 

K .  = M/2 (J . J .  + J .  + a J .  + 1 + J .J .  + 2 "~ Jn - 1Jn + l )  

+ (M/2)z(Jn-  1J. + Jn + 1J. + 2 

~- J n -  I J n + 2  -[- Jn+ 1Jn) • (7c) 

In the absence of any absorption Cn + 1 -- ¢.  ~ 0 and 
- 8 . + 1 - 8 .  ~ -  26', where 6' is the broadband back- 
ground absorption. This yields D ~ 0  and A ' ~ S K . ,  
using the symmetry characteristics of the Bessel func- 
tions, J_n( f l )=(-1)"J . ( f l ) .  The term K. describes the 
residual amplitude modulation (RAM) which always 
accompanys the pure frequency modulation when a 
semiconductor diode laser is directly modulated by the 
injection current. The F M / A M  index ratio is a laser 
intrinsic parameter and depends on the laser structure 
[16]. The RAM manifests itself as a constant signal 
offset. The phase sensitive detection of the in-phase 
signal component D(fl, M,z~/2) will have a zero 
baseline, while the quadrature component A(fi, M,  ~/2) 
will have an offset proportional to the amplitude 
modulation. With a local oscillator signal at the mixer 
LO port proportional to sin(c0rft + 0), it is possible to 
select either the quadrature or the in-phase signal 
component at the low pass filtered mixer I F  output by 
appropriate adjustment of the detection phase O" 

iiF(t) ~ A(fi, M,  ~p) cos O + D(fl, M,  to) sin O. (8) 

RAM-zer0ing by proper adjustment of the phase 
sensitive detection circuitry (O =re/2) is an effective 
method to prevent the P M P A  input from being 
overloaded under high amplification conditions dur- 
ing sensitive measurements. 

To obtain insight into these relations it is useful to 
analyze the limit of low absorption and phase- 
shift [ exp( -3 .+~  - 3 . ) ~  1 - 8 . +  1 - 6 . ;  sin(C.+1 - ¢ . )  
~'~'(~bn+ 1 -  q~n); COS((])n+ 1 -  q ~ n ) ~  1 ; ( ~ n ~  1; ¢ . 4  1] under 
low modulation conditions fl < 1, M ~ fl with Jo(fl) -= 1 
and J+ t(f l)=fl/2 while higher order Bessel functions 
can be neglected and the sums (7a, b) are limited to 
values of n = - 1 and n = 0. Equation (6) can then be re- 
written in the following form: 

i(t) = io( fi - A8 COSOrft + ft. A ¢ sin ~orft), 

A 8 = 8 - 1 - - 8 1 ,  

A~=q~l+qS_t--2q~ o, 

(9) 

(9a) 

(9b) 
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where the expressions for 6. and q~. are given by (3), A6 
is the difference in absorption experienced by the upper 
and lower sideband, and A ¢ is the difference between 
twice the carrier phaseshift and the sum of the sideband 
phase shift. 

2. Experimental Results 

The absorption spectroscopy of NO2 was made with a 
FM-TDLAS instrument designed for field monitoring 
of trace gases in the atmosphere. A detailed description 
of the instrument will be given elsewhere. The measure- 
ments were made with the basic experimental setup 
shown in Fig. l. A MBE lead-salt diode laser 
(Fraunhofer-Institute for Metrology, Freiburg) was 
mounted in a liquid nitrogen cooled dewar and driven 
by a current from a power supply (modified Laser 
Control Module, SP5820, Spectra Physics). The 
if-power was generated by a if-oscillator (SMG, Rohde 
and Schwarz), attenuated by an adjustable 
if-attenuator and coupled into the laser via a bias T. 
The laser beam was collimated by a 15 mm diameter 
90 ° off-axis paraboloid mirror, passed through a 30 cm 
sample cell with variable NO2 partial pressure, and 
was finally focussed by another 90 ° off-axis paraboloid 
mirror onto a photovoltaic HgCdTe detector with a 
cutoff frequency of 200MHz (Societe Anonyme de 
Telecommunications, Paris). The detector element had 
a diameter of 0.5ram and was cooled by liquid 
nitrogen. The detector was biased for optimum signal 
to noise ratio at the required response frequency of 100 
to 120 MHz. 

The rf beat signal measured by the detector was 
amplified by 60 dB, filtered by a high pass filter and fed 
into a double balanced rf-mixer input. The local 

Laser 
/ ~  Phaseshifter Mixer ~k- ) + - -  

CFP BS 
High Pass MCT l 

Sample Cell 

PMPA 
Fig. 1. Basic experimental FM setup 

oscillator input of the if-mixer obtained the if-power 
from the if-generator after the rf phase angle had been 
adjusted with a variable phase shifter. The output of 
the if-mixer was amplified by another 40 dB by a post- 
mixer preamplifier (PMPA) and filtered by an adjust- 
able bandwidth filter (Krohn-Hite 3550). The result- 
ing signal was digitized, stored on a digital oscilloscope 
(Tektronix 2430A), and transferred via an IEEE inter- 
face into a computer. 

The first and most important prerequisite for 
sensitive FM spectroscopy is a single mode laser 
emission with power output as high as possible. 
Therefore, the laser mode structure was characterized 
by a 1/4 m grating monochromator (Jarrell Ash) as a 
function of driving current and operating temperature. 
Apart from the near-threshold region around 240 mA 
at 85 K, a narrow single mode emission region was 
found at a driving current of 950 mA and a temperature 
of 95 K. Under these conditions the laser emitted at 
6.25 gm coinciding with several absorption lines of 
NO2. The laser power incident on the HgCdTe 
detector after passing through the absorption cell was 
determined by a pyroelectric detector with internal 
calibration (RS 5900, Laser Precision) and was found 
to be 1450 ~tW. This value agreed within a few percent 
with the signal obtained by the HgCdTe detector when 
the spectral sensitivity specified by the manufacturer 
was taken into account. With this incident power the 
signal noise of the HgCdTe photovoltaic detector at 
frequencies above 100 MHz was proportional to the 

square root of the laser power (~ ~/P), indicating that 
the signal shot noise dominated other noise sources 
E9-1. 

The emission spectrum of the laser with the modu- 
lation sidebands was observed directly using a scanning 
confocal Fabry-Perot interferometer (Burleigh, Fi- 
nesse 125, FSR 3GHz). The spectra, observed with 
increasing modulation indices, are shown in Fig. 2, and 
they display two notable features. The observed line- 
width of the laser emission was limited by the resolution 
of the Fabry-Perot etalon and found to be around 
30 MHz. The emission broadening due to the high 
frequency noise in the laser current supply must have 
been smaller than that, thus the condition of resolved 
sidebands was fulfilled. Another notable feature is the 
almost identical amplitude of the sidebands, indicating 
extremely low amplitude modulation. A pronounced 
contribution of AM to the FM would otherwise 
manifest itself as an obvious asymmetry in the ampli- 
tude of the sidebands. From the observed small 
asymmetry of the sideband amplitudes, the ratio of 
FM/AM modulation indices M/fi can be derived to be 
less than 0.01. Such a low ratio of FM/AM modulation 
indices is a prerequisite for high sensitivity FM absorp- 
tion measurements [17, 20]. 
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Fig. 2. Spectra of the diode laser emission modulated with 
increasing rf-power. The spectra were recorded with a scanning 
Fabry-Perot interferometer 

The frequency modulation index fi can be deter- 
mined directly from the carrier to side band amplitude 
ratio, as displayed in the Fabry-Perot spectra in Fig. 2. 
This procedure requires a careful adjustment of the 
Fabry-Perot interferometer and is impractical for 
everyday use. Therefore, a simpler indirect procedure 
has been tested and compared with the direct deter- 
mination. In this procedure the laser was scanned over 
the NO2 absorption line and the optical density was 
observed directly with the frequency modulation off 
and on. The amplitude ratio of the measured optical 
densities with the frequency modulation on and off 
equals the ratio of the Bessel functions, d~(fl)/dg(fl = 0), 
and from this the modulation index fl can be estimated. 
The direct determination of fl by the Fabry-Perot 
interferometer and the indirect determihation agreed 
within a few percent. 

The FM absorption spectrum of NO 2 was re- 
corded by tuning the laser over the absorption line 
with a small current ramp superimposed on the laser 
driving current. Depending on the adjusted phase 
angle, the resulting spectrum is a mixture of an 
absorption and dispersion spectrum. Figure 3 shows 
three scanning spectra of a NO2 absorption line taken 
with different phase angles between the optical and the 
local oscillator signals. In the middle spectrum, the 
phase angle was adjusted to minimize the 
RAM-induced signal offset. This optimum phase angle 

= - 9 0  ° 

Laser  F r e q u e n c y  

Fig. 3. Appropriate selection of the detection phase allows RAM 
hulling and the detection of in phase or quadrature signals 

adjustment was designated as O °. The top and the 
bottom spectra were taken with phase angles changed 
by +90 ° . The RAM-induced zero offset reached 
maximum values at _+90 ° phase angle, indicating a 
phase shift ~p of n/2 between the amplitude and 
frequency modulation. This result agrees well with the 
AM-FM phase shift measured on GaA1As diode lasers 
[18, 19], and is also consistent with the measurement 
on lead-salt diode lasers of Gehrtz et al. [14]. The 
absence of a sloping background indicates that the 
phase shift between the amplitude and the frequency 
modulation does not change substantially with the 
scanning of the laser frequency over at least 4 line- 
widths. Even scans over several absorption lines did 
not show a significant change in FM signal lineshape 
with our laser. The same result have been obtained with 
a B H  laser by Silver and Stanton [20]. These findings 
differ from the observation by Cooper and Warren 
[17], who reported a significant change of the phase 
shift between the AM and FM when scanning a mesa 
stripe laser. This phase change would prevent an 
effective zeroing of the signal offset by the phase angle 
adjustment, and it contributed strongly to the conclu- 
sion by Cooper et al. [17] that the single tone FM 
technique is inferior to the two tone technique. 

To demonstrate "quantum limited" performance, 
the modulation index fl was adjusted for a maximum 
FM signal amplitude to fl = 1.1, which agrees well with 
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Fig. 4. FM signal at 200 kHz detection 
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Fig. 5. Same signal as Fig. 4 but successive reduction of the optical 
density and signal to noise ratio SNR by evacuating the sample 
cell 

calculated values for a maximum FM signal [21]. The 
modulation frequency was set at 111 MHz, which was 
found to be the beginning of the white shot noise 
plateau. At lower frequencies an increase in noise was 
observed due to the increasing influence of l / f  noise 
(excess noise) contributions, while at higher modula- 
tion frequencies the signal decreased because of the 
lower detector frequency response. 

The absorption cell was filled with NO 2 and its 
optical density was determined directly to be 
5.5 × 10 -3. The corresponding FM signal is shown in 
Fig. 4 and it has a peak to peak value of 13.3 V. The 
noise was recorded with the current ramp turned off 
and it is shown with an expanded y scale in the upper 
right hand corner of Fig. 4. The rms noise value was 
calculated independently from the digitized signal and 
determined by a lock-in amplifier (Ithaco 399) with 
analog noise option. The two determinations agreed to 
within 5%. With rms noise of 64 mV, a signal to noise 
ratio of 208 was achieved at a low pass filter bandwidth 
of 200 kHz. The achieved SNR corresponded to the 
detectable optical density of 2.65 x 10- 5. By inserting a 
neutral density (ND 0.33) filter in the optical path, the 
measured rms noise decreased by about 3 dB, indicat- 
ing that the performance of the instrument was indeed 
"quantum limited" [9]. This method can be used as a 
fast and effective test of "quantum limited" perfor- 
mance. In the case of sensitivity limitations due to low 
frequency noise, a noise reduction of about 6 dB can be 
expected. 

Without changing the experimental parameters, 
the absorption cell was evacuated until a signal to 
noise ratio of 4 was achieved. The FM spectra obtained 
during the evacuation are shown in, Fig. 5. The NOz 
pressure was then kept constant at a value correspond- 
ing to an optical density of 1.1 x 10 -4, and the FM 
spectra were averaged to improve the SNR. Figure 6 
shows a single spectrum and the spectra obtained by 
averaging 32 and 128 spectra. By averaging 128 
spectra, the SNR improved to 44 at the original optical 
density of 1.1 x 10 -4. That corresponds to a detectable 
optical density of 2.5 × 10  - 6  at a SNR of 1 and an 
effective detection bandwidth of 1.56 kHz. It is worth 
noting that no etalon or other structure is visible in the 
averaged spectra that could interfere with any sensitiv- 
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ity gains by further averaging. Further bandwidth 
reduction was not within the scope of this experiment. 
However, Fig. 6 indicates that an optical density of 
10 .6 may be detectable by further averaging. 

The noise amplitude should be inversely propor- 
tional to the square root of the number of averaged 
spectra, n, if the noise is caused by random fluctuations 
of photons or charge carriers. In Fig. 7 the experi- 
mental rms noise values are shown as a function of the 
square root of the number of averaged spectra or, as a 
function of the effective detection bandwidth, Af .  The 

experimental values strictly follow the A ~  relation- 
ship in the effective bandwidth range from 200 to 
1.56 kHz. Extrapolating this relationship to the com- 
monly used bandwidth of 1 Hz, the ultimate sensitivity 
of our FM absorption spectrometer would correspond 
t o :  

Det. Lim.m,,s= a/(SNR . . . .  A ~ ) =  5.9 × 10 -s . (10) 

It is at present not clear whether this ultimate 
detection limit can be achieved solely by further 
spectra averaging. With the sensitivity increased by 
another order of magnitude interfering structures such 
as etalon fringes may appear which are not visible at 
the 10 -6 level but which may dominate the averaged 
spectrum at the 10 .7 level [22]. On the other hand 

means are available to cope with interfering etalon 
fringes [22, 23] and, consequently, optical densities 
below 10 -6 should be detectable in practice. 

3. Sensitivity Calculation 

In this section the measured detection limit of our FM 
absorption spectrometer will be compared with a 
calculated "quantum limited" detection limit. 

Under proper phase adjustment for the zero 
baseline component D(fl, M ,  n/2), the quadrature com- 
ponent of (6) gives an expression for the photocurrent 
fit) generated by the incident light with wavelength 2 
and power Po upon a photodetector with quantum 
efficiency ~: 

i(t) = ioD(fl, M ,  n/2) cos (Orft , (11) 

io = (e~2/hc)Po , (11 a) 

where e is the electron charge, h Plancks constant, and 
c the speed of light. Combining (11) and (11a), and 
calculating the resulting signal power yields: 

i 2 = ½ e2q2(Po2/hc)2D(fl, M ,  7c/2) 2 . (12) 

The noise power under "quantum limited" con- 
ditions is dominated by the shot noise term [9] but 
with the available incident power the thermal noise 



106 P. Werle et al. 

contribution, though smaller, has also to be taken into 
account: 

i~ = 2e2tl( P o2 /hc)A f + 4k T / ReffA f ,  (13) 

where k is Boltzmans constant, Reff the effective noise 
resistance at temperature T, and A f  the system detec- 
tion bandwidth. 

The mean signal current and the rms noise current 
were calculated from the parameters listed in Table 2. 
Most of the parameters were measured. The detector 
quantum efficiency and the preamplifier noise figure 
were taken from the manufacturers' specifications. The 
detection bandwidth was adjusted by an electronic 
filter (Krohn Hite). The calculated mean signal current 
is 7.5 x 10- 6 A and the rms noise current is 2 x 10- 8 A, 
resulting in a signal to noise ratio at the input of the 
first amplifier, SNRrti ,  of 375. Due to the amplifier noise 
figure, F, of 1.7 in the 50 Ohm system the calculated 
signal to noise ratio degrades at the low pass filtered 
PMPA output of the detection system to  SNRr t  o = 220 
with an error of about 3 % due to error propagation. 
The calculated SNR is in good agreement with the 
measured SNR value of 208 with an estimated error of 
3%. The predicted detectable optical density is then: 

Det.Lim.c,]~ = ~/(SNR~alc A[/~) = 5.6 x 10-8 (17) 

at SNR of 1 and an effective detection bandwidth of 
1 Hz. The calculated signal voltage is 18.7V and the 
rms noise voltage is 85mV. The measured signal 
voltage (13.3V) and noise (64mV) are about 30% 
below the calculated values, which is caused by 
impedance mismatch in the detector-preamplifier 
combination. 

Although the measured and calculated SNR differ 
by only 6%, a few additional refinements could further 
improve the agreement. Photovoltaic detectors have to 
be biased to achieve a high frequency response which is 
necessary for FM technique, however, the p-n junction 
when biased is known to generate additional shot noise 
and this should be taken into account. Although the 
modulation frequency of 111 MHz was far from the 

Table 2. Set of parameters used for sensitivity calculations 

t/ =67% 
Po = 1450 ~tW 
2 = 6.25 ~tm 
A 6 = ~L/2 = 0.0025 
/~ =1.1 
A f = 200 kHz 
T =298K 
R = 180 Ohm 
F =4.6dB 
G =94dB 

Detector quantum efficiency 
Measured laser power on detector 
Measured laser wavelength 
Measured absorption 
Measured FM modulation index 
Detection bandwidth 
Preamplifier temperature 
Preamplifier input resistance 
Preamplifier noise figure 
Measured overall amplifier gain 

- 3 dB cutofffrequency of the detector at 200 MHz, the 
detector signal is still slightly attenuated. Added 
corrections for bias noise, detector frequency response 
and thermal detector noise all increase the calculated 
noise and so reduce further the calculated SNR value. 

4. Discussion 

The results of this work are summarized in Fig. 8 in 
terms of detectable optical density at a given detection 
bandwidth. The lower line represents the calculated 
optical density detectable by our FM absorption 

spectrometer, and its theoretically expected V ~  
dependence on the effective detection bandwidth. The 
line was constructed from the calculated detection 
limit of 5.6 x 10- 8 with SNR of 1 at 1 Hz detection 
bandwidth and a laser power of 1450 pW. The validity 
of the theoretical noise versus bandwidth relationship 
was verified between 200 and 1.56kHz. The optical 
densities of NO2 measured during the cell evacuation 
are represented by the circles on the vertical line. The 
numbers in brackets show the measured SNR of the 
individual FM absorption spectra. Further evacuation 
of the absorption cell would yield a FM spectrum with 
SNR of 1 corresponding to a detectable optical density 
of 2.7 × 10- s at a detection bandwidth of 200 kHz. This 
values represented by a full circle on the calculated line 
(SNR = 1, P= 1450 ~tW), showing that the cell evacu- 
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Fig. 8. Spectroscopic map of minimum detectable optical density 
versus detection bandwidth. The values in brackets are the signal 
to noise ratios of the measurements from Figs. 5 and 6. The lines 
of constant SNR correspond to the detection limit of conven- 
tional low frequency TDLAS and to the calculated "quantum 
limited" optical density detectable by our FM system 
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ation is in excellent agreement with the calculated 
"quantum limited" sensitivity. The points connected 
by the horizontal line represent the improvement in 
SNR achieved by averaging an increasing number of 
individual spectra with an optical density of 1.1 x 10- 4. 
Evacuation of the absorption cell would give averaged 
FM spectra with a SNR of 1 at an effective detection 
bandwidth of 1.56 kHz corresponding to a detectable 
optical density of 2.5 x 10 -6. This demonstrated per- 
formance is denoted by a full circle. The absence of any 
etalon structure in the averaged spectra indicates that 
optical densities of 1 x 10-6 and below may be readily 
detectable. 

Recently, Cooper and Carlisle [22] achieved the 
near "quantum limited" FM-TDLAS performance 
when measuring absorption spectra of NO in a 15 cm 
long absorption cell. They reported a detection limit 
(SNR= 1) of 1.8 x 10 -7 and 2.4 x 10 .7 with a 2.44 Hz 
detection bandwidth by a single and two tone FM 
technique, respectively. Although the two tone FM 
technique was expected to perform better than the 
single tone [17, 21], the difference between the perfor- 
mance of both techniques was marginal in respect to 
the improvements compared with the conventional 
TDLAS techniques. The performance reported by 
Cooper and Carlisle [22] is indicated by an asterisk in 
the left lower corner of Fig. 8. Taking the lower power 
of their laser into acount (650 gW), their data agree well 
with the performance of our FM-TDLAS. It is worth 
mentioning that despite the use of off-axis paraboloid 
mirrors, we observed no pronounced etalons at the 
1 x 10 -5 level of optical density in our instrument. 
Optical fringes at this level prompted Cooper and 
Carlisle [22] to use additional signal filtering. 

The FM results of Cooper [22] agree excellently 
with the extrapolation of our data to lower effective 
detection bandwidths. It is worth noting that similar 
results were obtained with diode lasers from a different 
manufacturer. This similarity indicates that the re- 
cently reported frequency dependence of the laser noise 
[9] may be universally applicable to all single mode 
lead-salt diode lasers. 

In the upper left hand corner of Fig. 8 the perfor- 
mance of several TDLAS instruments of conventional 
design are represented. The data are taken from 
Table 1 and the points can be connected roughly by a 
straight line which shows the theoretical bandwidth 
dependence. Our experimental points show clearly 
that by the implementation of the FM technique, the 
TDLAS detection limits can be improved by approxi- 
mately two orders of magnitude, at least at effective 
detection bandwidths above 1 kHz. The improvement 
in the detection limits by two orders of magnitude is in 
excellent agreement with the expected noise reduction 
of 40 dB when applying high instead of low frequency 

modulation [9]. It is also consistent with the results 
reported by Cooper and Carlisle [22]. 

5. Conclusions 

The results of this work and the work of Cooper and 
Carlisle [22] indicate that, by implementation of the 
FM technique, the detectable optical density of the 
TDLAS instruments can be improved by approxi- 
mately two orders of magnitude at a given detection 
bandwidth. So far the capabilities of the FM technique 
have been demonstrated only with a short absorption 
cell instead of the multiple reflection cell commonly 
used in high sensitivity trace gas TDLAS monitors. In 
practical terms, the demonstrated improvement means 
that FM-TDLAS instruments can achieve the same 
trace gas detection limits with a single pass instead of 
multipass cell leading to a simpler and more rugged 
optical setup. The introduction of the FM technique 
could stimulate the development of cheaper TDLAS 
monitoring instruments. 

According to Fig. 8, the same optical density can be 
detected about 104 faster by the FM technique than by 
the conventional TDLAS techniques. In practical 
terms the implementation of the FM technique enables 
trace gas measurements to be made with a frequency 
far greater than 10 Hz. The practical measuring speed 
of the TDLAS instrument will then be limited by the 
exchange of the air in the absorption cell. By minimiz- 
ing the cell volume, and maximizing the sample flow 
the gas exchange frequency could possibly be en- 
hanced to 1-10Hz. Such fast measurements will be 
very useful for airborne applications and they are a 
prerequisite of flux measurements by eddy-correla- 
tion technique [24]. 

However, for monitoring of trace gases at even 
lower mixing ratios than have been measured before, 
the use of multiple reflection cells will remain indis- 
pensable. In this case the sensitivity improvement by 
the FM technique will be partly offset by the attenuation 
of the laser power due to reflective losses in such cells. 
The multiple reflection cells can additionally degrade 
the FM-TDLAS performance by formation of etalons 
[1]. The improvement of the TDLAS detection limits 
that can be achieved practically with multiple reflec- 
tion cells is now being investigated in this laboratory. 
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