
On the Spatial Analyticity of Solutions 
of the Navier-Stokes Equations 

CHARLES KAHANE 

Communicated by J. SERRIN 

Introduction 

The regularity of weak solutions of the Navier-Stokes equations has been in- 
vestigated by a number of writers. In particular, SERRIrq [8] showed that under 
rather moderate assumptions, weak solutions in the case of a conservative external 
force are C OO in the space variables. He further conjectured that these solutions 
are actually analytic in the space variables and it is the purpose of this paper to 
demonstrate this. 

As a consequence of the analyticity, unique continuation properties for solu- 
tions of the Navier-Stokes equations will follow. Recently, DYER & EDMUNDS [2] 
have obtained such properties directly without recourse to analyticity. 

Although the analyticity in space and time does not appear to be valid in 
general, MASOOA [7] has established it in an interesting special context. He con- 
siders solutions of the Navier-Stokes equations which satisfy the condition of 
adherence on a spatial boundary with the external force analytic. In turn, he 
obtains a corresponding unique continuation property as a corollary of his 
result. 

Our proof of the spatial analyticity leans heavily on certain representation 
formulas employed by SERRIN in [8]. We shall make use of these formulas to 
estimate the successive spatial derivatives of the weak solutions of the Navier- 
Stokes equations that we will consider. This method of establishing analyticity 
was developed by GEVREY [5] and has been most recently used to great advantage 
by FRIEDMAN [4]. 

The arrangement of the paper is as follows. In Section 1 we state our principal 
result; its proof is given in Section 4. Sections 2 and 3 contain preliminary material 
needed for the proof. 

The author wishes to thank Professor JAMES SERRIN for his interest in this 
work, as well as Professor EUGENE FABES for several helpful discussions. 

1. The Main Theorem 

We will consider solutions of the Navier-Stokes equations 

v t - A o + v. grad v = f -  grad p 

div v = 0 
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is some open region R of space-time. Here v =v(x, t) denotes the velocity vector 
and p the pressure. By a weak solution of these equations in R, we will mean a 
vector v which is weakly divergence-free and which satisfies the condition 

SS [(v, qbt)+(v, A ~b) + (v, v. grad ~b)] dx  d t =  - ~  ( f ,  fb) dx  dt  

for all Coo, divergence-free vectors ~b with compact support in R. 

For such weak solutions SERRI~ has obtained a regularity theorem under the 
assumption that v and v~ belong to certain Lebesgue spaces. These are the spaces, 
denoted by Lr'~(R), consisting of all functions g(x, t) for which the norm 

T2 II ll, =( I (I I t)j' d 
\ T l  G 

is finite, G x(T1, T2) being an arbitrary cylinder with compact closure in R. 
SERRIN'S regularity theorem may then be stated as follows: 

Theorem 1.1. (SERRIN [8]). Let v be a weak solution of the Navier-Stokes equa- 
tions with veL  2" oo (R) and vxeL 2' 2 (R). Assume that the external force f e L  I' 1 (R) 
and is conservative. Suppose further that w L ' " (  R) where 

n 2 
- - + - - < 1 ,  

r s 

n denoting the dimension in the space variables. Then v is of class C ~ in the space 
variables, and each derivative is bounded in compact subregions of R. 

Our objective will be to establish 

Theorem 1.2. Under the same assumptions as in Theorem 1.1 the solution v is 
analytic in the space variables. 

We remark that the solutions to the initial value problem constructed by 
KISELEV and LAt>VZUENSI<AYA [6] for n = 2 and n = 3 wi th f  conservative, satisfy the 
hypotheses of Theorem 1.2; and so it will follow from this theorem that they are 
spatially analytic. 

In the case of a non-conservative external force f ( x ,  t), the conclusion of 
Theorem 1.2 still applies if we assume t h a t f  is spatially analytic in the sense that 
the k th order derivatives, a~f(x, t), o f f  satisfy estimates of the form 

[a k f ( x ,  t) l~const  kk(const.) k (k=0,  1, 2 . . . .  ) 

in any subset having compact closure in R. 

In the proof of Theorem 1.1 a key role is played by a pair of representation 
formulas. These formulas will also serve as the foundation of the proof of Theo- 
rem 1.2 and we wish to quote them here. 

The first of these is formally a consequence of the vorticity equation. In the 
three dimensional case, letting to =curl v and considering any cylinder G x (T l, T2) 
having compact closure in R, G being a domain in E 3, the formula in question is 

t 

(1.I) to(x, t )=  ~ ~(grad~,h(x-y,  t - x ) ,  Q(v(y, z), to(y, x))) dy  d~ + b(x, t) 
TI G 

26 Arch.  Rat ional  Mech. Anal. ,  Vol. 33 
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for (x, t)~G • (T 1, T2). Here h(x, t) denotes the heat kernel: 

t)= ~'const. t-~e -'x.~/'' t > 0  h(x, 
t<O, 

Q(v, o~) is a bilinear vector funtion of v and o~, and b(x, t) is a solution of the heat 
equation in G x(T1, T2). The common hypotheses of Theorems 1.1 and 1.2 are 
enough to assure the validity of (1.1). 

Together with (1.1) use will also be made of the formula for recovering the 
vector v from its curl, o~: 

(1.2) v(x, t )= Sgrad (Ix-yl) -x) x co(y, t )dy+a(x,  t), 
G 

where for fixed te(T~, T2), a(x, t) is a harmonic function in x for xeG. 
In the higher dimensional case formulas similar to (1.1) and (1.2) are given in 

[8], with co replaced by an appropriate tensor. 
Our point of departure in proving Theorem 1.2 will be the representation 

formulas (1.1) and (1.2). In fact, we will assume that v and 09 are solutions of (1.1) 
and (1.2) in the cylinder G x (/'1, T2), and we will further suppose that they are 
bounded in this cylinder as is assured by Theorem 1.1. It then follows from (1.2) 
that a(x, t) is also bounded over this cylinder. Hence the successive derivatives, 
a~a(x, t), of the harmonic function a(x, t) will satisfy estimates of the form 

(1.3) 10~ a(x, t) I <const. kk(const.) k, 

when (x, t) is restricted to a subset with compact closure in G x(T~,/'2). Since 
the function b(x, t) on the right of (1.1) is a solution of the heat equation in 
G x (7"1, T2), its spatial derivatives will also satisfy estimates of the same type. 

The main features of the situation just described are contained in the hypo- 
theses of Theorem 1.3 below. Hence we will be able to regard Theorem 1.2 as a 
consequence of Theorem 1.3. 

Theorem 1.3. Let u(x, t)=(ul (x, t) .... , urn(x, t)) be a bounded solution of 
t 

u(x,t)= ~ ~ ~ ( x - y , t - z ) f ( u ( y , z ) ) d y d z  
T1 I~I<L 

(1.4) + j ~(x-y)g(u(y,t))dy+~o(x,t) 
lYI<L 

in the cylinder [Ixl <L] x(T1, T2). Here d ( x ,  t) and ~(x) are m xm matrices, the 
entries of d ( x ,  t) being constant multiplies of first order spatial derivatives of the 
heat kernel 

h(x,t)={(4~t)-n/2 e-1Xl2/4' t>O 
0 t__<0, 

while those of ~(x) are constant multiples of first order derivatives of the potential 
kernel 

. fconst, lxl -"+2 n > 2  (x) P 
. I  

~ const, log I x I n = 2. 

Finally, f and g denote entire analytic mappings from E" into Em. 
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Assume now that tp(x, t)=(tpl(x,  t) . . . . .  q)m(X, t))  is analytic in x in the sense 
that f o r  any subset H with compact closure in [Ixl<L] x ( T .  T2), there exist 
constants .4 and a so that ~ 

(1.5) I O k tpj(x, t) l < A k k a k ( j  = 1, 2 . . . .  , m) 

.for (x, t ) e H ,  k =0, 1, 2 . . . . .  Then u(x, t)  is analytic in x, in the same sense. 

2. Preliminaries on Analytic Functions 

In this section we will describe the class of real analytic functions that we will 
be dealing with. 

It will be convenient to introduce the following norm and semi-norm for 
functions ~p (x) defined in the ball [ x I < r: 

I e (x) I, = sup I tp (x) I 
I x l < r  

and 

I q,(x)l~")= sup (l~o(x)-~o(~)l) 
Ixl<r, I~1<, IX--X[ ~ 

We note the following self-evident properties: 

(2.1) I e (x) O (x) I, -<_ I e (x) I, I O (x) I, 

and 

(2.2) 

(0</~<1).  

l e(x)  if(x)I~")____ I e (x)I, I~(x)I~ ") + I e(x)I~")1 if(x)I,. 

Let ~ denote the multi-index (=1 ... .  , =,). We shall use the notations 

o:q,(x)=( \Oxp Ox~,"/ e(x), 

0~ ! m0Cl!...0Cn ! , I = l = l = l l + . . . + l ~ z , I  

26* 

and 
X = : X 1 =t  . . . X n  ~n . 

We will be concerned with the class of real analytic functions ~p (x) defined in 
Ix[< r whose derivatives satisfy inequalities of the form 

I G  = ~o (x)I,_<- AI oel I~'l -a pl=l al=l 

(2.3) ID;  e (x)I~ " ) <  ,4-1 =1 I=1 +" pl,,I al,,I + t 

Here, when ~=0,  ]al I=1-~ and I~l I=1+" are to be interpreted as 1. In fact, in this 
section it will be convenient to adopt the convention: k p = 1 when k =0. 

With t~ and v suitably restricted, the class of functions defined by (2.3) has a 
certain closure property under multiplication which is stated in Corollary 2.1 
below. To establish this property we require the following. 

Lemma 2.1. Let {s=} and {t=} be multi-sequences and suppose that 

Is=l~Sl=l I=t+~ and It=l-<Tl~l I=l+'. 
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Then i f  either 6 or e < - � 8 9  

JZ # ~ . 7 1 .  s#tv <2STIot l  I~l+ma~tf''~ , 

where 2 depends only on ~ and ~. 

Prool. We may assume S = T =  1. Applying Stirling's formula 

a -1 k! k - * e k < k ~ < a  k!  k - * e  k, 

we find that 

#+~r=~.~v. s#t' --bYr < V ~t I//ll#l+nlellrl+' 

< a 2 e l , l ~ !  ~ I/~ltlrlt - #+~=, /~!r! I/~l-~+~Irl-*+' 
I~I 

= a 2 e l , l o t ! ~  j - ~ + 6 ( l ~ l _ j ) - , + ,  ~ j ! ( l~ l - - j ) !  
j'=o #+y=~ fl!~! 

IPl =J 

The last sum on the right can be evaluated by making use of the multinormal 
theorem to expand each power in the identity 

(xi  + ... + x,)S(x~ + ... +x, )  I'l -J=(x~ + ... +x , )  t~l, 

which yields 

,~, J ! ( l a l - J ) ! = l ~ l !  
#+7=, fl!~'! ~! 
I#1 =J 

Hence, applying Stirling's formula once more, we obtain 

< a  3 I~1 t't+~ ~ J - * + ~ ( l ~ l - j ) - * + '  
j=O 

1~1/2 

1,112 1,112 \ 

~_a'lotl'l"(const. lal-'+'~j-:~'S+const, l~l-*+'~=ok-'+" ) 
�9 j=O 

I~I/2 I~I/2 

=const. I~I 1"t+' Y j-~+~+const. I~I t'i+~ ~ k -*+'. 
j=0 k=0 

The desired result then follows by separately considering the cases (a) ~ < - �89 
6 < - �89  (b) e > - � 8 9  > 6 and (c) e = - � 89  > ~ with the aid of the elementary estimates 

[const. m p + 1 if p > - 1 
1 

~m I p =< ~const.~ log m if p = - 1 

l = 1 [z ~"-1 lp = const, if p < - 1. 
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From Leibnitz's formula 

together with (2.1) and (2.2) we immediately obtain 

Corollary 2.1. Suppose that 

I o : r  l~ ")~a I~l a't +'pier ~l~J+ 
and 

I D~ r I,<B I~l I'i-6 pl=t crt,I 

i D~k(x)l~U)<B [~[l~l+v pl=l al=l+ 1 

with 6 > �89 and v > - �89 Then 

[ O~((p(x) ~k(X))I,<xAB I ~ l l ' l - ~  r'l cr t'l 

[ Di(~p(x ) ~(x))[~) < x AB I~ll=l+vp ~ a t'l+l 

where the constant x depends only on 6 and v. 

In the next corollary we want to consider vector-valued functions. If v(x)= 
(el (x) . . . . .  vk(x)), we will use the notations 

[v(x)l,= max Iva(x)l, 
1 ~ j ~ k  

and 
]v(x)[~)= max [vj(x)l~ "). 

t~j_<k 

Corollary 2.2. Assume u(x) is a vector-valued function taking values is E m 
whose derivatives satisfy 

i D~ u ( x ) l , < A  1~ 11=1-6 pill o.1~1 

(2.4) i• A i~ti~l+, pl,i al,l+ 

with 
6>�89 and v > - � 8 9  

Suppose further that f ( w )  is an entire analytic mapping f rom E "  into E I. Then 

[D~f(u(x))[,~_r tel 1=1 - ,  pl,I o.1=1 

(2.5) [ D1 f ( u  (x)) [~u) __< y i ~ ll,n +, p u,I a I,I + 1, 

where y depends on f ,  6, v and A but is independent of ~, p and a. 

ProoL Without loss of generality we may assume that f (w) is a single, entire 
analytic function with the power series expansion 

f ( w ) = E  ap w B. 
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Repeated application of Corollary 2.1 yields 

i D~ua(x)l<xlal-x alPl i~ll,l-~ pill al~l 

I O~x uP(x) i~u)_ -< tcl#l- t alal i ~l l . i  +~ pil l  ~l. t  + 

for/~ > 0. Hence 
[O~f(u(x))l._<Tl~ll=l-6 pt.I at=l 

I D.f(u(x))l~,)<__ T i~ll.l  +~ pl=l ~1~1 +~ 
where 

y = a o +  ~. apKI#I-IAI#I. 
/1>0 

Remark. For the application we have in mind, the estimates (2.4) will be known 
to hold only for the derivatives of u of order <p. It is clear that the conclusion 
(2.5) will still be valid for the derivatives off(u)  of order <p. 

3. Estimates for Potentials 

In this section we will derive some estimates for potentials which will be used 
in the proof of our main result. 

Let h (x, t) and p(x) denote the heat and potential kernels respectively: 

t)=[(41tt)-"/2 e -txl~/4t for t > 0  h(x, 
for t < 0  

and 
fconst. Ixl -"+2 

p(x) = [ ~const. log[ x I 

for n > 2  
for n = 2 .  

We will require estimates for higher order derivatives of these kernels. In the case 
of the heat kernel, these will be based on some known properties of the Hermite 
polynomials, H~(s), se(-oo, + ~), j = 0 ,  1, 2, .... They are defined through the 
orthogonality conditions 

5 Itj(s)Hk(s) e-~2ds= ~ 2 J ] !  for j=k  
_co for j+k ,  

and we quote from [9] the following properties 

e - S  2 

and 

(3.2) [ Hi(s)[ -< const. 22/2 (j !) 1/2 e +s2/2. 

In what follows b will denote a positive constant, although not necessarily the 
same one each time it occurs. 

If we differentiate the heat kernel repreatedly we obtain, for t > 0 

D~x h(x, t) = const. (40 -{1"1 +,)/2 e-Ixl2/4' Q,((4 t) -} x), 
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where by (3.1) 

In view of (3.2) 

Q,(y) = ( -  1) M +" H,~ (y,) H,2 (y2). . .H,,(y,) .  

[ Q~(y)I <eonst.  b I~l I~l 1~1/2 e 11'12/2 

This implies the following pair of estimates for D~,h(x, t): 

I D~xh(x, t)[ <const .  b lal Ic@~1/2(4t)-(1~1+")/2 e -~0xl2/4~ (3.3) 

and 

(3.4) 

(3.5a) 

and 

bill la]l~l 
IO~h(x, t ) l<const .  Ix[,_2~+l~l t~ ( 0 < 6 < 1 ) ,  

for t > 0, with the constant in the last estimate depending on 6. 
From this point on we will use the notation Okv(x) to denote a derivative of 

v(x) of order k. 

Lemma 3.1. Assuming f to be bounded and S>O, we set 

t 

tP(x, t )=  S S o k + 2 h ( x - y , t - z ) f ( y , z ) d y d z  
S A<IYI<B 

t 

~ ( x , t ) = I  I O~ + ' h ( x - y , t - z ) f ( y , ~ ) q d a ( y ) d r  
s lyl=a 

where q =r/(y) is a direction cosine and da(y)  denotes the element of area on the 
sphere ] y [ = A. 

Then for  a < A  and any e>O, 
b k k k 

I q~ (x, t) l, <= const. (A_a)k+~ ( sup If(Y,X)[), 
A < I y I < B  

S < ~ < t  

(3.5) 

and 

(3.6) 
b k k k 

[tp(x, t)[~")<const. (A_a)k+l+e ( sup If(Y,Z)[) 
A < i y I < B  

S < t < t  

.for k =0, l, 2 .... , with the constants depending on e and upper bounds for  B and t. 
Similarly, 

b k k k 
[ ~(x '  t)[a<=const" (A- -a)  k+* (lylSUp=a If(y,  x)l) 

S < ~ < t  

(3.7) 

and 

(3.8) 
b k k k 

]~b(x, t)[~)__<const. (A_a)k+l+e ( sup I f (y ,  z)l) 
lyl =a 

S < ~ < t  

for  k =0, 1, 2 .... , with the constants depending on e and upper bounds for  A and t. 

Proof. We will only prove (3.5) and (3.6), the proof of (3.7) and (3.8) being 
quite similar. 
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Applying (3.4), we obtain 

dy 
Iq~(x,t)l<<-const. bkkk( sup If(Y,Z)I) S ix_yl,_2~+k+2i dT 

- -  a < l Y l < a  A<IYI<B S (t--z) ~ 
S <r  

with 6 e (0, 1) at our disposal. For Ix I< a the first integral on the right is estimated 
as follows: 

dy 1 dy 
in- ,+k+2 a)k+, A<IYI<B I x - y  = (A-- A<IYI<B [X__y[n-2(~[ +6-1) 

where 6 is so chosen that 2 (-~ + 6 - 1 ) > 0 ,  thus ensuring the existence of 
$ 

the last 
/ 

integral. The desired result (3.5) then follows immediately. 
The second estimate (3.6) is easily seen to be a consequence of (3.5) by noting 

that 
Icp (x, t) [ca ~) < const. I gradx cp (x, t) J~ 

and that each component  of gradx ~o(x, t) is of the form (3.5a) with k replaced 
by k + l .  

Lemma 3.2. Suppose that f is bounded and that P > Q > O. Set 
P 

~p(x,t)=~ ~ d~+2h(x -y , t - r  Q d y d z .  
Q lyI<B 

Then for t > P 
b k kk/2 

(3.9) Iq~(x, t)l~_-<const. (t_p)k/2 (Q<~<psup If(Y, Z)la) (k_->l), 

and 

(3.10) 
b k kk/2 

Icp(x' t)l~U)<c~ (t-P)(k+l)/2 (Q<,<esup If(Y,x)ln) (k>O). 

Remark. When k =0, (3.9) is not valid. It is replaced in this case by 

(3.11) Icp(x,t)l,<(const.+const.llog(t-P)l)( sup If(Y,~)Js) 
Q<~<P 

for t > P, where the first constant depends on P, Q and an upper bound for t. 

Proof of Lemma 3.2. Application of (3.3) yields 
P 

I <p(x, t) l ,<const ,  b k kk/2( sup If(y, "0IB) S(t--x) -(k+2)/2 d z 
Q<~ <P  Q 

" S e-�89 (Ix-Yl2/4U-~)) C4( t - z ) ]  -n/2 dy.  
En 

By a simple change of variable the last integral is easily seen to be a constant. 
Hence from 

P 

I(t--x)-tk+2)/2d~<const.(t--P) -k/2 (k>=I) 
Q 

for t > P, we obtain (3.9). 
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The estimate (3.10) is derived from (3.9) by exactly the same argument as in 
the proof of Lemma 3.1. 

The estimates which appear in the next lemma are the analogues of those in 
Lemma 3.1 for integrals involving the potential kernel. Their proofs are based on 
the estimate 

b k k k 

Idkxp(x--y)l<const. i x _ y r _ 2 +  k ( k > 0 ) ,  

which is easily established inductively and parallel the proofs in Lemma 3.1. 

Lemma 3.3. For f ixed  t, assume f ( y ,  t) to be bounded as a function of y. Set 

tp(x, t )= ~ atx+2p(x-y)f(y,  t )dy  
A<IYI<B 

and 
~b(x,t)= S d~+tP(x-Y) f (Y , t ) r ld~  

iyl =A 

where tl =r/(y) is a direction cosine. Then for a < A  and any 8>0  

b k k k 
(3.12) lq~(x,t)[~ <const.  (A_a)k+E ( sup If(y,t)J),  

A < I Y I < B  

and 

(3.14) 

and 

b k k k 
(3.13) J~(x,t)[,~a)=<const.(A_a)k+~+~( sup I f(y, t)O 

A < I Y I < B  

for k = 0 ,  1, 2, ..., with the constants depending on 8 and an upper bound for B. 
Similarly, 

b ~ k k 
I~(x,t)[o<const.  (A_a)k+~ ( sup [f(y , t ) l ) ,  

lyl = A  

b k k k 
(3.15) I~b(x't)l~U)<c~ (A a) k+ ' +~ (sup If(y, t)[) 

- -  iyl =A 

for k =0, 1, 2 . . . . .  with the constants depending on e and an upper bound for A. 

The principal estimates that we will need concern the preservation of H61der 
continuity under the application of singular integral operators whose kernels are 
either second spatial derivatives of the heat kernel or second derivatives of the 
potential kernel. In the case of the heat kernel our estimates will be a consequence 
of the following. 

Theorem 3.1. Assume u(x, t) is a bounded measurable function of (x, t) in 
E" x(S, T), S>O. Suppose further that u(x, t) has compact support in x which is 
independent of t, and that 

l u(x, t ) -u (~ , t ) l  <-_AIx-~l ~ 

for x e E', Y~ e E n and S < t < T. Then if 

t 

v(x,t)= S ~ ~2h(x-y,t-z)u(Y,~)dY dr 
S E n 
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we have 

(3.16) [ v (x, t) - v (~, t) [ < const. A[ x - ~ 1~ 

for x e E  n, ,2~E ~ and S< t< T, with the constant independent of t. Moreover, 

(3.17) sup I v(x, t)[ < const. A 
x e E  n 

S < t < T  

where the constant depends on T. 

Proof. The proof of (3.16) can be patterned on the proof of a closely related 
result of FAaES [3] (see pp. 109-- 111), and we shall not include the details. 

To prove (3.17) we use the fact that 

S ~2h(y,z)dY =0 ( z>0) .  
En 

Hence 
t - S  

v(x,t)= ~ ~ d 2 h ( y , z ) [ u ( x - y , t - z ) - u ( x , t - z ) ] d y d z  
0 E n 

so that by the assumed H61der continuity of u 

T 

Iv(x,t)l<=AS ~ ld2h(y ,z ) l lYl 'dydz .  
0 E n 

Inserting the estimate (3.3) for d2 h (y, z) into the integrand, the desired result then 
follows after a brief calculation. 

Lemma 3.4. Suppose that for each fixed z~(S, T), S>O, the function f (y ,  ~) is 
Hiilder continuous in y for lY] <A with exponent It. Assume, further, that 

sup [f(y, z)[a < ~ and sup [f(y, z)[(a ~) < 0o. 
S < ~ < T  S < ~ : < T  

Then for each t~(S, T) the function 

t 

g(x,t)=~ ~ 8 2 h ( x - y , t - z ) f ( y , T ) d y d z  
S lYl<A 

is H6lder continuous in x for Ixl < a < A with the same exponent. Moreover, for any 
,~(o, 2) 

I g(x, t) ~)) [ 
~__<const. sup z)IA(") (3.18) [g(x, t) s<~<r If(y'  

+ 

with the constant depending on 2, A and T. 

1 sup If(Y, z)la] 
(A'a )  "+~ s<,<r 

Proof. We shall first construct a special cut-off function tp(y) as follows: let 
g(s), s ~ ( -  o% + ~) ,  be a fixed C z function, say, 

] ~(s ) -~(s) [  =<M [ s - s ] g  
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with r = 1 for s<0 ,  q ( s ) - 0  for s >  1 and 0 < q ( s ) <  1 for 0 < s <  1. Now for a<A, 
let 6 = A - a  and set 

_( [ Y I - 6/3(a + 6/3) ) .  (Y) 4O 

Then 4o(y)=l  for lYl<a+3/3, 4o(y)=.O for lYl>a+26/3, 0 < 4 o ( y ) < l  for 
a+6/3<lYl < a + 2 6 / 3  and 

< M3u 
(3.19) [ 4o(y)-4O(y)[ = ~  [ y -  jTl". 

With the aid of 4o we decomposef  into a sum of two function by writing 

f =  4of+ (1 - 4o)f=fl +f2 .  

This leads to a corresponding decomposition for g: 

(3.20) g = gl + g2 

where t 
g,(x,t)= S ~ 02h(x -y , t - z ) f i ( y , z )dydz ,  i = ! , 2 .  

s lyl < A  

Sincefl  (y, z) has compact support contained in lYl <A we may apply (3.16) 
of Theorem 3.1 in conjunction with (2.2) and (3.19) to obtain 

Igl(x, t ) f f )<const ,  sup 14o(Y)f(Y, z)l~a u) 
S < z < T  

(3.21) 1 
__<const. ( s<u<p If(y, z)l~A"'+ (A-a)  # sS<Tprlf(y,z)iA). 

To estimate the H61der constant for g2 (X, t) we make use of the inequality 

iO~h(x,t)_O2xh(~,t)l<const, lx_y~l~( 1 1 ) 1 
Ixl "+2~1-~)+" + I.~1 "+2~1-~)+" 7 

for t>0 ,  x=t=0, ~4=0, where y~(0, 1) with the constant depending on y. The in- 
equality is established by a suitable application of the mean value theorem together 
with the estimate (3.4). 

Since f2 (y, z) vanishes for l Y I < a + 6/3, the above inequality yields, for [ x [ < a 
and l~ [<a ,  

I g2 (x, t ) -  g2 (X, t) I 

<const. Ix-Xl" sup l(1-4o(y))/(y,,)lA 
S < ~ < T  

[ [  dy dy ] i d z  
" ly-x >#/a Ix -y l  "+z(1-v)+u + ~ -r)+, (t_z)r lY-~l ><s/3 12-Yl  "+2(1 s 

1 
sup If(Y, z)ia. <const.  i x - 2 [  u 6~+2ti_~) s<,<r 
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Hence 

1 sup If(Y, z)l,j (3.22) I g2 (x, t) I~ ") < const. (A - a) z s <, < r 

where 2 =2(1 - ~). 

Combining (3.20), (3.21) and (3.22) we obtain (3.18) for Ig(x, t)~ "). The proof 
of (3.18) for Ig(x, t)la runs along the same lines; accordingly the details are 
omitted. 

Finally we need estimates of the same type as in the last lemma for singular 
integral operators whose kernels are second derivatives of the potential kernel. 
It is well-known that such operators map H61der continuous functions with 
compact support into H61der continuous functions of the same order (see e.g. [1]). 
With this as our basis we can establish the estimates stated in the lemma below, 
by paralleling the steps used in proving Lemma 3.4. 

I.,emma 3.5. Suppose that for a fixed t,f(y, t) is Hi~lder continuous in y for 
lY[ <`4 with exponent I1. ,4ssume, further, that 

If(y,t)l~)<ov and If(y,t)lA<OO. 
Then the function 

g(x,t)= ~ d~p(x -y ) f ( y , t )dy  
[yl<a 

is H6lder continuous in x for Ixl <a<A with the same exponent. Furthermore 

(3.23) [ g(x, t)[t~)~ < t ) [  a J [ 1 ] .=cons t .  If(Y, t)ltA")§ - -  If(Y, t)lA , 
(A - a) ~ 

with the constant depending on ,4. 

4. Proof of the Main Theorem 

In order to prove the desired analyticity of a bounded solution u(x, t) of 

t 

u(x,t)= S ~ j d ( x - y , t - z ) f ( u ( y , r ) ) d y d z  
Tt [YI<L 

(4.1) + ~ :~(x-y)g(u(y,t))dy+tp(x,t)  
lYI<L 

in the cylinder [I x l<L]  x (T1, T2), it will be sufficient to prove the analyticity in x 
over any sub-cylinder [IxI<R]x(S,T) where TI<S<T<Tz and R<L. Ac- 
cordingly, we replace (4.1) which u satisfies in the given cylinder, by the equation 

u(x, t )=i  I ~ ( x - y , t - Q f ( u ( y , z ) ) d y d z  
s lyI<R 

(4.2) + ~ &(x-y)g(u(y, t ))dy+~,(x, t )  
lYI<R 

which u satisfies over the sub-cylinder; the function ~(x, t) being defined through 

@(x, t)= tp(x, t)+ O(x, t), 
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where 
t 

O(x,t)=~ ~ . ~ t ( x - y , t - Q f ( u ( y , z ) ) d y d T  
S R < I y I < L  

S 

+ ~ ~ ~ ( x - y , t - O f ( u ( y , ~ ) ) d y d x +  
TI lYI<L R<IYI<L 

:~(x-- y) g(u(y, t)) d y. 

From the estimates (3.5), (3.9), (3.11) and (3.12) and the analyticity hypothesis 
(1.5) on tp(x, t), it follows that 

k ~ a k 
I 0k~b(x, t ) l ,<A 

( R - r )k ( t-- S) k/2 

for 0 < r < R ,  S < t < T  and k = 0 ,  1, 2 . . . . .  .4 and a being suitable constants. We 
may, therefore, view Theorem 1.3 as a corollary result of the following theorem. 
(For convenience, we assume that S = 0  in (4.2).) 

Theorem 4.1. Let u(x, t) be a bounded solution of 

(4.3) 

! 

u(x , t )= S ~ ~ ( x - y , t - z ) f ( u ( y , r ) ) d y d z  
o lyl<R 

+ ~ ~ ( x - y )  g(u(y , t ) )dy+~b(x, t )  
Irl<a 

in the cylinder [I x l < R] • (0, T), with d ,  8 ,  f and g having the same description 
as in the statement of Theorem 1.3. Assume that 

(4.4) 
I 0 k ~ (x, t) l~,"J <= ,4 

k k - 6  a k 

(R- r)k(t*y 
kk + v tlk 

( R - r y  + ' ( t ~ )  k+1 

or 0 < r < R ,  0 < t < T ,  k = 0 ,  1, 2 . . . . .  with 

(4.5) � 89  and 0 < v < l - ~ 5 .  

Then there exist constants M and c such that 

(4.6) 

Iok u(x,t)I,~M 

10~x U(X, t) I~"~_--< M 

for  0 < r < R ,  0 < t < T ,  k = 0 ,  l, 2 . . . . .  

kk-6 ck 

(R- r )~ ( t~ )  ~ 
~k+v ck 

(R  -- r) k § ' ( t*) t + ' 

L Our first step in proving Theorem 4.1 will be to develop a formula for the 
spatial derivatives of u of order m + 1 in terms of lower order spatial derivatives 
of u. 
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Assume that u(x, t), the solution of (4.3), has spatial derivatives of order -<m 
which are bounded in any set with compact closure in the cylinder [I x l <R] x (0, T). 
Suppose further that the m th order derivatives are H61der continuous in the space 
variables with a uniform H61der constant for any set with compact closure in 
[I x l < R] x (0, T). Then the spatial derivatives order m + 1, a m+ 1 u(x, t), exist in this 
cylinder and they may be obtained in the following manner. Let 

(4.7) 

and 

(4.8) 

[xi<Rm<Rm_ 1 <. . .  < R 1 < R o = R  

t> T,,> T,> To=O; 

set 
v(x,t)=f(u(x,t)) and w(x,t)=g(u(x,t)). 

The derivative a~ +~ u(x, t) is then given by the following formula which is 
established inductively through integration by parts. 

(4.9) 

where 

(4.10) 

(4.11) 

(4.12) 

(4.13) 

t)= ( I j+T j - J j -Y j+Ej )+L+L+ a7 +' q,(x, t), 
j = l  

t 
l j ( x , t ) =  ~ ~ o j +  1 j ~ ( X -  y ,  ~__.17 ) ra-j Oy v(y,z) dydz 

T,,-1+1 R,,-~+I< lYl <R,.-j 

L(X, t) = $ O~+l~(x-Y) OT-Jw(y,t)dy 
Rm-j+ ~ < lYl < Rm-j 

t 

Jj(x,t)= S ~ OJx~(x-y,t-z)tg~-Jv(Y,z)qdcr(Y) dz 
Tin-j+1 [y [=Rm-j+ l  

ra-j ~(x ,  t )= ~ O~(x--y)Oy w(y,t)qd~r(y) 
IJ, I =/ira-j+ ~ 
Tm- j+ l  

(4.14) Ej(x,t)= ~ S O~+l~(x--y,t-T)O~-iv(Y,z)dY dz 
Trn-j lYl<Rm-j 
t 

(4.15) L(x,t)= ~ ~ Ox~(X-y,t-z)O"~v(y, Qdyd~ 
T,, Irl < R,,, 

(4.16) L ( x , t ) =  ~ Ox~(x-y)O"~w(y,t)dy. 
I~,l < R,,, 

In (4.12) and (4.13) q = q ( y )  denotes appropriate direction cosines and dtr(y) 
signifies the element of area on the sphere l Yl = Rm-~+ 1. 

11. We now enter into the proof of the existence of M and c for which the 
estimates (4.6) hold. We choose M so that (4.6) holds for k =0. The hypothesis 
that u is bounded allows us to do this. 

Suppose now that for suitable large c (4.6) has been established for k <  m. We 
will show that (4.6) also holds for k - m  + 1 by estimating a~ + 1 u(x, t) through (4.9). 
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In fact, we will prove that 

(4.17) 

and 

(4.18) 

1=I j = l  j=l j = l  j=l 

( m + l ) m + ~ - a ~  
+ I L l , +  ILI,_-<const. (R - r)m+t(t�89 m+~ 

j=l j=l j=l j=1 j=l 

(m+l)m+l+V C m 
+ ILl~> + ILl~">__< const .  (R-r)m+2(t~) m+2 

for c sufficiently large, by establishing the corresponding estimates for each term 
in the left sides. A simple argument given at the end will then yield the desired 
estimates for c3~ +1 u(x, t). 

The proof of (4.17) and (4.18) requires estimates for the derivatives of the 
functions v=f(u) and w=g(u). These are provided by Corollary 2.2. Since the 
derivatives c~ u (x, t) satisfy (4.6) for k < m, by the remark made after Corollary 2.2, 
it follows that 

I 8k V (X, t) I,] < k k -  ~ ck 

I0~ w (x, t) l~ = y (R - r) k (t*)~ 
(4.19) 

and 

(4.20) 
la~v(x,t)l~)~< y k~+~ c~ 

I O~w(x, t)I~ ")j = ( g -  r) ~+'(t~) ~+' ' 

for 0 < r < R ,  0 < t < T  and k =0, 1 . . . . .  m, with the constant ? depending only on 
M , f ,  g, 6 and v. 

Now suppose that we wish to estimate 1O m+l u(x, t)l, and om+lu(x, t)l~, ~) for 
given re(0, R) and re(0, T). We choose the Rj and T i in (4.7) and (4.8), respectively, 
as follows 

J t (j---0, 1 . . . . .  m). (4.21) R j = R  m+lJ ( R - r )  and T j -  m + ~  

We are now prepared to carry out the estimations of the various terms oc- 
courring on the left of (4.17) and (4.18). In what follows it will be convenient to 
consider the largest of the several constants b appearing and Lemmas 3.1, 3.2, 
and 3.3; in the sequel b will be used to denote that largest constant. 

IlL We begin with ~ I Ij(x, t)l,. Applying (3.5) we have 
j = l  

bJ j j 
[dr V(Y,X)IRm_j). (4.22) ]l j(x , t ) l ,<const .  - - - -  j+ ( sup m-j 

-- (Rm-j+1--r) Tm-#+t<z<t 

By the induction hypothesis and (4.19) 
(m__j)m-J-6 cm-J 

sup Ic3~'-~v(y,z)lR,._j_-<y (R_R,._j)m_J(T~_~+~).,_ i . Tm-j+l<'t<t 
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Inserting the last estimate into (4.22), we find, in view of (4.21), that 

I Ij  (X, t) I r ~ const. 

= const. 

< const. 

Hence 

(4.23) 

provided that 

(4.24) 

bJ jJ ( m _ j ) m - J - a  c" -J  

[mJ-~-+l(R-r)] ̀+' [~+Jl (R-r)J"-'[m-j+It] ~-gT 
" - j  

,m+l,'+'c" 1 
(R - r)"+'(t�89 " m - j  + 1 j ' ( m  _j)a 

(m+l )"+Sc  m / b ' r ~ \ J  
(R_r)m+.(ta,)" t--~--- ) e jl:z . 

oO 

II j(x,  t ) l ,<const .  (m+l)"+~cm ,~12 - j  
j= t ( R -  r)"+e(tr " "= 

c> 2b T ~ e ~. 

Choosing the e in (4.23), which is at our disposal, so that e<  1 -  ~, we thus 
obtain 

(m+  1) " + l - a  c m 
(4.25) II j(x,  t) l,_<const. 

J='l" - (R_r)m+l(taom+, 

as desired, provided that (4.24) is satisfied. 

Proceeding in the same way we obtain the estimates 

/.,~ I Ij  (x, t)I~ ~) < (m + 1)= + t + v c" (4.26) const. j=l -- ( R -  r)m+ 2 (tTt) m+ 2 

(m + 1) m+ t - a  C m 
(4.27) ~ IJi(x, t ) l ,~const .  _r)m+l 

j = ,  (R (t*) "+ ' 

and 

/.,~ IJj(x, t ) l~)<const .  ( m +  1) =+ 1 +, c = (4.28) 
y=t - (R-r)m+2(t~)  m+2 

for c satisfying (4.24). 

In like fashion, based on Lemma 3.3 we obtain the following analogous esti- 
mates for the corresponding terms of (4.17) and (4.18) which involve the potential 
kernel: 

(4.29) ~ I-[j(x,t)l,_<const. ( m + l ) m + l - a c "  
j = ~  - ( R _ r ) m + , ( t , ) m + ,  , 

(4.30) ~ [ I-# (x, t) I~ #' < coast. (m + 1)m +1 +v c m 
~=1 - (R - r )m+z( t i )  m+2 ' 
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(4.31) 

and 

(4.32) 

provided that 

(4.33) 

IS(x, t)l,Nconst. 
j = l  

( m  + 1) "+  x - 6  c m 

(R- r )  m + 1 (t�89 + 1 

I~(x, t)I~') < const. 
j = l  

( m +  1) m + l + v  C m 

( R -  r)m+ 2(t4t) m+ 2 

c>=2b T �89 

IV. The estimation of the sums s [Ej(x, t)[, and s IE~(x, t)l~ ~) is somewhat 
j = t  j=l  

different from the preceding. Accordingly, we will furnish the details. 
Making use of (3.9) in Lemma 3.2 we have 

b j jj/2 m-j  
(4.34) ]Ej(x,t)[r<=const. (t__Zm_j+l)j/2 (Tm-j<'c<Tm-j+tsup lay v(Y, Z) IRm-I)" 

By the induction hypothesis and (4.19) 
m-j (m __j)m-j-6 cm-J 

sup [0y v(y,T) IRm_j<? (R__Rm_j)m_J(T~_i)~. Tm-j<z<Tm-j+ l 

Inserting this into (4.34) taking (4.21) into account, we find that 

b j j j~2 (m __j)m-j-* cm--j 
[Ej(x, t)l,<=const. [ J t]j/2 (m-j)/2 �9 m-j 

= const. (m + 1) m/2 (m _j)m;~_6 . b [ R - r ]  j 
(t~) m ( R -  r)" c \ m - j  / 

( r e + l )  m C m ( _ ~ _ ) J  
( t ~ ) m ( n -----~ )--fi- e j +1 < const. 

Hence 

(4.35) 

provided that 

I Ej(x, t)l ,~const.  
j = l  

< const. 

(mw1)m c s oo 
~12 - j  

(R--r)'~(t~) " j= 

(m+l)m§ c '~ 
( n -  r) m+ 1 (t~)m+ 

(4.36) c>=2b e R.  

In exactly the same way starting from (3.10), we find that 

~ ]Ej(x, t)[~) < const. (m + 1) m+ 1 + v c m (4.37) 
j=t (R-r)"+z(t~) "+2 

provided that (4.36) holds. 

27a Arch. Rational Mech. Anal., Vol. 33 
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(4.38) 

and that  

(4.39) 

V. For  the estimation of ]L(x, t)l ,  and IL(x, t)l(fl ) we employ (3.18) of Lemma 
3.4, which gives us 

[L(x, t!l,~<const. ( sup I d ~ ' v ( y , , ) ] ~ +  1 sup [t~'~v(y,z)l,m) 
IL(x, t)l,~u)J - \r ,~<,<r (Rm-r) "+'~ rm<,<r 

with 2e(0, 2), the constant depending on 2. 

Applying the induction hypothesis, (4.19), (4.20) and (4.21) we obtain 

IL(x't)l'~<const. [- mm+v cm t- m m- '  c" ] 
I L(x,t)l~)J - (R-Rm) m+l(T~=)m+~ (Rm-r)~+X(R-R,,)'(T~)ma 

rnm+ v C m 

m \ m + l  m (m+ 1)/2 
-- on t 

mm-6(m+ l)"+;t cm, n ] 
+ _ R - r  f ~ m m 

3(re+l) 

r - [ ( R _ r - ~ i ' ~ ) m + l  t ~~.-+~(-~~ j.  
By the hypothesis (4.5), v<  1 - 8 .  If we now select 2e(0,  2) so t h a t / t + 2 <  1, 

then from the foregoing inequality it will follow that  

( m + l ) m + l - ~  c m 
I L(x, t) Ir < const. ( R -  r) r" + 1 (t*)m + 1 

(4.40) 

and 

(4.41) 

( m +  1) "+ t +v c m 
[ L(x, t)[~") < const. 

( R -  r)"+2(t�89 =+2 " 

A similar argument based on Lemma 3.5 yields 

( m + l ) S + l - ~  c m 
I L(x, t)l, < const. ( R -  r) r"+l (dr) m+l 

( m +  1) 'n+ 1 +v c" 
] L(x, t) [~u) < const. (R - r) m + 2 (t~r),,+ 2 �9 

VL The results of the preceding subsections establish the estimates (4.17) and 
(4.18) for c>K, K denoting the largest of the constants on the right of the condi- 
tions (4.24), (4.33) and (4.36). Inserting (4.17) and (4.18) into (4.9) and making 
use of (4.4) we find that 

( r n + l )  "+1-~ 
3"i +1 u(x, t)[<= (R_r).,+l(t~),.+ 1 [const. c~+Aa m+t] 

and 

for c>K. 

(re_l_ i) "+1+~ 18'~ +'u(x,t)l~')< - - - -  [const. c"+Aa m+'] 
= ( R _ _ r ) m + 2 ( t J 2 ) r a + 2  
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Le t  B denote  the larger  of the  two cons tants  appea r ing  on the r ight  of the last  
two inequali t ies .  In  o rde r  to  comple te  the  induc t ion  i t  will, therefore,  be  sufficient 
to  show tha t  Bcm + A a  'n+ l < M c  'n+ t, i.e. 

B / M  + (A a /M)  (a/c) m < c (m > O) 

for  a sui table  choice of c. This m a y  be accompl i shed  by  first  selecting c>a ,  and  
then  t ak ing  c > ( B / M +  A a/M).  The p r o o f  of The o re m 4.1 is thereby  comple ted .  

This work was partially supported by the National Science Foundation under Grant NSF- 
GP-7475. 
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