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S U M M A R Y  

We describe a new penalty function for use in restrained molecular dynamics simulations which allows 
experimental J-coupling information to be enforced as a time-averaged, rather than instantaneous, quantity. 
The pseudo-energy term has been formulated in terms of a calculated J value (a measured quantity) rather 
than the relevant dihedral angle (a derived quantity). This accounts for the distinct non-linearity of the 
coupling constant with respect to either Cartesian coordinates or dihedral angles. Example simulations of the 
cyclic decapeptide antamanide show the procedure's ability to enforce experimental restraints while explor- 
ing a large region of conformational space and producing a relatively small disturbance of the physical force 
field. 

I N T R O D U C T I O N  

When calculating solution structures from N M R  data, the bulk of experimental data are 
nuclear Overhauser effect (NOE) distance restraints. Vicinal 3j coupling constants should com- 
plement this information since one can directly relate them back to a geometrical parameter,  the 
included dihedral angle, 0, through the Karplus equation: 

J(0) = a cos2(0) + b cos(0) + c, (1) 

where J(0) is the measured coupling constant, and a, b and c are constants of  calibration 
(Karplus, 1959). 

* To whom correspondence should be addressed. 
Abbreviations." MD, molecular dynamics; rms, root-mean-square; NOE, nuclear Overhauser effect. 
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Val P r o  P r o  Ala  P h e  P h e  P r o  P r o  P h e  P h e  

1 2 3 4 5 6 7 8 9 10 

Fig. 1. Sequence of the cyclic peptide antamanide. 

Unfortunately, there are several restrictions on the use of this information. Firstly, the meas- 
ured coupling constant is not the result of a single conformation. It is a weighted average of J 
values for all solution conformations accessible to the molecule at the temperature of the meas- 
urement and averaged on the N M R  time scale. This, in turn, is a distinctly non-linear average 
with respect to either Cartesian coordinates or dihedral angles. The geometric solution of Eq. 1 
may not even represent a physically plausible conformation for some sets of coupling constants 
(Jardetzky, 1980). 

A proper treatment of coupling constant information should therefore include a time axis, as 
in a MD trajectory, and account for the non-linear relationship between spectroscopic and 
geometric parameters. 

The problem of enforcing a restraint as a time average has been treated for the case of distance 
restraints (Torda et al., 1989, 1990; Pearlman and Kollman, 1991). Here, we apply a similar 
approach to J-coupling restraints. A second problem of non-linear parameter dependence can be 
treated by formulating a penalty function or pseudo-energy term as a function of the spectro- 
scopic parameter, the measured 3j vicinal coupling constant (Kim and Prestegard, 1990; Mierke 
and Kessler, 1992). 

To assess this method of enforcing coupling constant information, we conducted a series of 
simulations for the cyclic peptide antamanide whose sequence is shown in Fig. 1. This was an 
interesting test system as previous studies found no single conformation which could explain the 
experimental homonuclear coupling constants (Kessler et al., 1988, 1989; Brischweiler et al., 
1991). Kessler et al. (1988) proposed that a combination of between two and four structures 
would be necessary to explain the experimental data. In contrast, a time-averaged restraint 
approach should be able to treat the data in a more automatic and less ad hoc manner. 

THEORY 

In order to enforce some experimental restraint on a simulated system, a potential energy term 
is constructed such that its value will rise as the restraint is violated. In the case of a coupling 
constant restraint, several possibilities exist for defining Vj the pseudo-energy associated with 
J-coupling restraint data. First, one could calculate a corresponding dihedral angle, 0, from Eq. 
1 and define a quadratic potential with respect to the difference between 0 and a reference angle, 
00 (Clore et al., 1986), 

Kj 
V,  = T (0 - 00) 2 (2) 

The decision to make the energy increase quadratically with respect to dihedral angles is, how- 
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ever, arbitrary and has no physical basis. Alternatively, one could define Vj in a similar manner 
to the dihedral angle term in the physical force field: 

Vj = Kj(1 + cos(0 - 00)), (3) 

where 00 is chosen so the potential goes to zero when the system is at the desired angle (de Vlieg 
et al., 1986). This formulation also has no real basis when considered in terms of errors with 
respect to the measured J-couplings. 

A more natural potential energy term can be constructed as described by Kim and Prestegard 
(1990): 

Kj 
Vj = ~-- (J(0) - J0) 2, (4) 

where J0 is the measured coupling constant. This may be considered an improvement over Eqs 2 
and 3 since the potential energy is quadratic with respect to the error in the spectroscopic 
parameter rather than some arbitrary geometric parameter. 

In order to incorporate time-averaged restraints, one must remember that the angle is a time- 
dependent function and properly referred to as 0(t). A potential energy term can now be defined 
in terms of the time-averaged J value, which we denote J(0(t)) 

Kj _ 
Vj = ~-(J(0(t)) - J0) 2. (5) 

J(0(t)) must then be defined. One could sum over the course of a MD simulation: 

t 

J-(O(t)) = I f  J(O(t'))dt'. 

0 

(6) 

Equation 6 is the true average coupling constant and is used in the analysis of MD trajectories, 
but it is not suitable for deriving a force during the finite time of a MD simulation. As time 
increases, and J(0(t)) is calculated over a longer period, the average becomes less sensitive to 
instantaneous fluctuations. As with time-averaged distance restraints, this problem can be avoid- 
ed by building a decay into the summation over time with a characteristic decay time, z, so that 

t 

J(0(t)) = [z(1-exp(-t/z))]-'fexp(-t'/z)J(O(t-t'))dt'. 
0 

(7) 

In practice, we do not implement Eq. 7 directly. For convenience, we use a formulation in terms 
of the cosine of the angle. The average coupling constant can be written in terms of the Karplus 
equation expressed in terms of the time-averaged cosine, 

J-(O(t)) = a cos20(t) + b cosO(t) + c, (8) 
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and for an arbitrary power, m, one can write 

t 

cosm0(t) _ 1 - t  f e(-L~i) COSm0(t') at'" (9) 
Z(1 e~--) 

0 

We can then simplify Eq. 9 and write it in a discrete form suitable for a MD simulation. First, one 
notes that if t >> z, then 

- - t  

1 - e ~ ~- 1 ,  ( 1 0 )  

and Eq. 9 becomes 

- a t  - a t  

cosmO(t) = (1 -- e ~-) cOS mo(t) + e~-cosmO(t-At), (11) 

where At is the time step of  the integrator in the simulation. 
In the simulations described below, Eq. 11 was calculated and substituted into Eq. 8, and the 

potential energy was calculated from Eq. 5. One should also note that a derivative with respect to 
coordinates calculated from Eq. 11 includes a term which is scaled by (l-e-At/~), so the force 
constant Kj is scaled appropriately. 

METHODS  

Newtonian MD simulations of small systems in vacuo can display artefactual inertial motions 
and highly correlated motions. To avoid this problem, all simulations were performed using a 
stochastic dynamics algorithm (Shi Yun-yu et al., 1988; van Gunsteren and Berendsen, 1988). At 
each time step, one solves the Langevin equation: 

dvi(t) 
mi- d t =  Fi(xi(t)) - miTivi(t)+Ri(t) (12) 

where mi, vi, F i and x~ have their conventional meanings of  mass, velocity, force and coordinate 
of particle i, respectively. Ri is an uncorrelated force mimicking the stochastic influence of the 
solvent and ~ is a friction coefficient for the atom. In accordance with as yet unpublished results, 
we set 

7i = eoiy (13) 

where t' = 19 ps -1 and (-~i is a weighting factor given to each atom according to a crude estimate 
of the atom's solvent accessibility. 03 i is set to 1 if an atom has no neighbouring solute atoms 
within a radius of 3 A and is decreased stepwise to zero as the number of neigbouring atoms rises 

to 6 or more. 
All simulations were carried out using software from the GROMOS suite of programs with 

the GROMOS force field (van Gunsteren and Berendsen, 1987). A time step of 0.002 ps was 
used in the integrator and the system was weakly coupled (~ = 0.1 ps) to a heating bath at 300 K 
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(Berendsen et al., 1984). The SHAKE algorithm was used to constrain bond lengths (Ryckaert 
et al., 1977) and no cut-offs were used for long-range interactions. 

J-coupling restraints were imposed according to Eq. 5, with a force constant of Kj = 16(1 - 
e-At/~) -1 kJ tool -1 s 2. In calculations with time-averaged restraints, the decay constant for 
the memory function was "c=50 ps and the initial value for J(0(t)) was set to the calculated 3j 
value at the first time step. 

The starting structure for all simulations was the best single structure taken from Briischweiler 
et al. (1991), judged by agreement with experimental data. Using the dihedral angle classification 
of Kessler et al. (1988), this structure corresponds to the X-ray structure of Karle et al. (1979). 
The energy was minimized to relax the system in the GROMOS force field and the molecule was 
then subjected to a 10-ps stochastic dynamics equilibration run. 

Experimental restraints consisted of the six homonuclear coupling constants given in Table 2 
of Kessler et al. (1988) and shown in Table 1 of the Results section. Equation 1 was calculated 
using the calibration constants from Bystrov (1976), where a = 9.4, b = -1.1 and c = 0.4. 
Although more recent calibrations exist (Pardi et al., 1984; Ludvigsen et al., 1991), the older 
values were used to allow comparison with the work of Kessler et al. (1988). No distance 
restraints were imposed. 

RESULTS 

The simplest test of time-averaged coupling constant restraints is a comparison of simulations 
with restraints enforced according to Eq. 5 (time-averaged) or with "c=0, which reduces to Eq. 4 
(conventional, instantaneous restraints). Table 1 compares the experimental 3j values with trajec- 
tory averages for two such 1-ns simulations. The quoted coupling constants were averaged over 
whole trajectories, calculated according to Eq. 6. 

From Table 1, it appears that both schemes for coupling constant restraints were capable of 
producing a trajectory which explains the experiment to within 0.3 Hz. The difference in the 
simulations is, however, clear from the rms fluctuations. With conventional, instantaneous 
restraints, the fluctuations were uniformly 0.4 Hz. This reflects system motion being restricted by 
the artificial potential energy wells created by the pseudo-energy term. The exact size of the 
fluctuations was effectively controlled by Kj and, in this simple test case, one can see how the 
pseudo-energy terms effectively determined the dynamics of the system. With time-averaged 
restraints, the fluctuations were typically 5- to 7-fold larger. The range of these motions reflects 
several influences. First, the natural motions of the system will dominate if the restraints are, on 
average, satisfied. Second, the system is, at times, driven from one conformation to another, so 
the fluctuations represent the motions necessary to explain the experimental data. 

Not surprisingly, the conventionally restrained trajectory average 3j had a relatively large error 
for coupling constants corresponding to the q0 angles of Phe 5 and Phe I~ In the earlier work of 
Kessler et al. (1988), it was postulated that the N M R  results represented an average of two 
conformations at each of these two locations. Consequently, a method which models N M R  
structures as single conformations will never be able to reproduce the data properly. In contrast, 
the time-averaged run was able to reproduce both coupling constants to within 0.1 Hz. 

Noting that we imposed few experimental restraints on the system, and that the run with large 
fluctuations was able to satisfy the N M R  data, it was of interest to see if large additional mobility 
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TABLE 1 

3JHcNctl  l C O U P L I N G  C ONS T ANT S  A N D  P O T E N T I A L  ENERGIES IN A N T A M A N I D E  S I M U L A T I O N S  a 

3j(Hz) 

Simulation Experimental 

Restrained Unrestrained 

Time-averaged Conventional  

Val ~ 7.3 7.5 + 3.0 7.4 + 0.4 10.1 + 1.8 

Ala 4 8.6 8.6 + 1.9 8.6 _+ 0.4 6.9 + 2.2 

Phe 5 6.8 6.7 -+ 2.1 7.0 _+ 0.4 7.9 + 2.0 

Phe 6 6.6 6.9 + 2.9 6.7 _+ 0.4 10.1 + 1.0 

Phe 9 8.3 8.2 + 2.1 8.3 _+ 0.4 6.8 + 2.8 

Phe 1~ 6.7 6.6 _+ 2.0 7.0 _+ 0.4 8.0 _+ 1.9 

averaged over 1 ns 1 ns 0.5 ns 

Epo t (kJ tool -1) 328 + 24 380 -+ 20 329 + 32 

a Experimental values were taken from Kessler et al, (1988). Calculated 3j values are full trajectory averages calculated 

according to Eq. 6 over the indicated length of  time, Both coupling constants  and potential energies are shown with 

rms fluctuations. 

alone is enough to ensure agreement with experimental data. Table 1 shows the results from a 
shorter (500 ps) unrestrained simulation. Although the fluctuations were of similar size to the run 
With time-averaged restraints, the average 3j values showed the worst agreement with the experi- 
mental data. Clearly it is not sufficient for the molecule to drift through conformational space 
under the influence of only the physical force field. Restraints are necessary if one wants a 
trajectory that explains the experimental data. 

As an additional check on the physical plausibility of the time-averaged structures, Table 1 also 
shows the mean potential energy of the system, without pseudo-energy terms, averaged over the 
trajectories. The differences between the runs were not great in the context of the rms fluctuations, 
but do reflect the different conditions in the different simulations. The run with conventional 
restraints must have a higher energy than the unrestrained trajectory. By simply adding a poten- 
tial term that is always zero or positive, one ensures that the system will traverse a higher-energy 
path. In the case of J-coupling restraints representing a mix of different conformers, the situation 
is somewhat worse. The conventional restraints may well push the molecule towards some mean 
structure which does not correspond to a minimum in the physical force field. The situation with 
time-averaged restraints is again different. If  restraints are satisfied most of the time, the system 
will travel towards physical minima because it is not penalized for instantaneous violations. If, 
however, a violation builds up over time, the potential energy surface is shifted with respect to 
coordinates and the system is driven to satisfy the experimental data and possibly move into a 
different minimum in the physical force field. Although this driving behaviour requires energy, 
which was supplied by the heating bath, and the force-field is no longer strictly conservative, 
Table 1 shows that the mean potential energy was undisturbed. Apparently, the system was 
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mainly in physical minima rather than unrealistic transition states. This is exactly the behaviour 
that one requires if a trajectory is to sample conformational space realistically within the restric- 
tions of the experimental data. 

DISCUSSION 

As with distance restraints, the introduction of time averaging greatly increases the conforma- 
tional space spanned by a trajectory during a refinement calculation. With a simple system like 
antamanide, it is possible to examine some of the physical aspects in more detail. For example, 
one can look at the behaviour of the restrained dihedral angle, % of Phe ~~ In the earlier work of 
Kessler et al. (1988), it appeared that the experimental results could only be explained by the 
existence of two conformers with angles of about 58 ~ and -83 ~ Referring to Fig. 2, one can see 
that both of these angles will result in 3j values near 6.7 Hz, the target value from experiment. 
Figure 3 shows the q0 angle from Phe ~~ over the course of the trajectories with time-averaged and 
conventional restraints. With instantaneous restraints, the system fell into a minimum resulting 
from the sum of physical and pseudo-energy terms and was unable to move to satisfy the 
experimental restraint. This led to the residual 3j violation of 0.3 Hz seen in Table 1. Apparently 
there is some structural hindrance to rotation about the dihedral angle, so the system never 
moved to exactly the desired 3j. In contrast, the run with time-averaged restraints showed great 
mobility, but, on average, was able to satisfy the restraint within 0.1 Hz (Table 1). Surprisingly, 
the q0 angle remained near -80 ~ for the whole simulation and the increased fluctuations alone 
were able to account for the experimental coupling constant without having to invoke a substan- 
tially different conformation. It must be remembered that this does not contradict the earlier 
interpretation of Kessler et al. (1988). Our aim was to test a form for J-coupling restraints, so the 
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~180 -120 -60 0 60 120 180 

Fig. 2. The Karp lus curve, Eq. ], wi th the cal ibrat ion constants o f  Bystrov (]976), a -- 9.4, b = -1.1,  c = 0.4. A 60~ 
shift was used so the angle q0 is expressed in conventional protein nomenclature. 
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Fig. 3. q0 Angle of Phe ~~ over the course of 1 -ns simulations with (a) instantaneous restraints according to Eq. 4, and (b) 
time-averaged restraints according to Eq. 5. 

simulations did not include the NOE distance restraints. Including these may have forced the 
system to move between different conformers. All this result shows is that this trajectory displays 
the minimum of mot ion necessary to comply with the N M R  measurements. 

A different behaviour is shown by the q) angle of  Phe 6. This was not amongst  the sites identified 
by Kessler et al. (1988) as displaying conformational  averaging. Figure 4a shows how the instan- 
taneous 3j was  able to drive the system to a single minimum which reproduced the experimental 
data. At the same time, the corresponding plot f rom the time-averaged run (Fig. 4b) shows that 
the system hopped between two distinct conformations (q) = -70  ~ and q) = -160~ both of which 
were close to agreeing with the observed coupling constant. Not  having used the NOE data, it is 
not possible to state that this is the actual behaviour in solution. It does, however, show an 
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important limitation of instantaneous restraints when modelling a dynamic system. In a conven- 
tionMly restrained simulation, the system may be driven away from minima in the physical force 
field to satisfy the experimental data. With time-averaged restraints, the system will attempt to 
move between the closest physical minima in order to agree with the experiment. This should 
ensure a trajectory which more closely follows physical reality. 

Figure 4 also shows another property of time-averaged restraints. For the first 40-50 ps, there 
was relatively little motion about the torsion angle, whereafter the system moved to the pattern 
of hopping between two conformations. At the start of the simulation, the average, J(0(t)), was 
not defined, so we set it to the instantaneous J(0(t)) at the first time step. This means that, at the 
start of the calculation, (J(0(t))-J'0) 2 may have been non-zero for several restraints and the system 
was initially rigid, as it would be with conventional restraints. Further into the trajectory, the 
natural motions of the system were apparently enough to satisfy some restraints and remove 
barriers to motion. In a small molecule like antamanide in vacuo, this is not a problem as long 
simulation times are not computationally expensive. In a larger system, it might be advisable to 
set an initial value for J(0(t)) so that no restraints are violated at the first step. This was the 
approach we used previously with a large polypeptide and time-averaged distance restraints 
(Torda et al., 1990). 

The use of time-averaged restraints has further implications for the type of data that can be 
used in a refinement calculation. At present, there is no consensus as to what constitutes a useful 
restraint. Braun (1987) points out that, due to molecular flexibility, one should only use extreme 
values from the Karplus curve where averaging will only have a small effect (see Fig. 2). Unfor- 
tunately, what constitutes extreme is an arbitrary decision. For example, this could be 3j values 
greater than 9 Hz (Clore et al., 1987) or 8 Hz (Wagner et al., 1987; Driscoll et al., 1989). With 
time-averaged restraints, this problem is alleviated somewhat. This can be seen by looking at the 
fluctuation of 3JHNcc~H from Phe 6. The experimental value of the coupling constant was 6.6 Hz and 
would not normally be used in a refinement calculation. Figure 5 shows the 3J~Nc~ H calculated 
over the trajectory. Remarkably, the instantaneous 3JHNca H values, marked by the dots, spanned 
the entire range allowed by the Karplus curve. This is understandable when one considers Fig. 4, 
which shows the corresponding q~ angle. Whilst undergoing the transitions necessary to reproduce 
the experimental data, the system must temporarily move through regions of space which would 
be effectively forbidden with instantaneous restraints. Figure 5 also highlights some other proper- 
ties of time-averaged restraints. The solid line marks in the J(0(t)) values calculated from Eq. 7 
and thus the value used to calculate the force during the simulation. Although the instantaneous 
coupling constant takes on extreme values, J(0(t)) never moved far away from the target value of 
6.6 Hz, so no large artificial forces were put into the simulation. This is another reason why one 
can expect more realistic trajectories with time-averaged rather than conventional, instantaneous 
restraints. Figure 5 also suggests that for this small system, the choice of �9 = 50 ps was long 
enough to allow relatively unhindered motions. Although the major conformational changes for 
this dihedral angle occurred every few hundred picoseconds (Fig. 4), the motions which provided 
the averaging occurred much faster than x, so the choice of decay constant had little effect on 
these fluctuations. Of course, in the case of averaging over slower motions, the choice of x may 
well be such as to drive the system across barriers and distort the time scale of the dynamics. The 
dashed line shows the value of J(0(t)) calculated according to Eq. 6 and is thus the average 
without a memory function up to each point in the trajectory-. It is this value (the entire trajectory 
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Fig. 4. (p Angle of Phe 6 over the course of 1-ns simulations with (a) instantaneous restraints according to Eq. 4, and (b) 
time-averaged restraints according to Eq. 5. 

average) which must satisfy the restraints. The curve shows slow convergence and suggests that, 
as with distance restraints, the use of  time averaging necessitates longer simulations. 

It is of  interest to contrast our approach with that of  Kim and Prestegard (1990) in two 
respects. First, Kim and Prestegard used Eq. 4 to enforce coupling constant restraints through the 
instantaneous calculated 3j. As they pointed out, certain values of  3j correspond to more than one 
dihedral angle (see Fig. 2). Ideally, steric restrictions and additional NOE restraints will drive the 
system to the correct dihedral angle. Unfortunately, the system may fall into the false minimum 
created by such a pseudo-energy term and become trapped in the wrong conformation. The form 
of  Eq. 4 is such that a wrong solution is just as favourable as the correct one. While our 
formulation will not select the correct dihedral angle, at least it will allow the system to move 
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away from wrong solutions. Second, Kim and Prestegard addressed the problem of  multiple 
conformations by starting parallel simulations from two different conformations and defining 

J(O) = fiJ,(O) + f2J2(O), (14) 

where fl and f2 are the fractional populations of two different conformations. This approach 
models the conformational space of a molecule as a very small number of well defined states. 
Furthermore, these states must be identified before one can perform the simulation and one must 
use some approximation to estimate fl and f2 since they depend on the free energy difference, 
which is not a known quantity during a simulation. In contrast, our approach models the confor- 
mational space of a molecule as a continuum and makes no assumptions in advance about 
distinct conformational states. The advantage of not  making prior assumptions can be seen in the 
calculations where we were able to explain the 3JHNca H coupling constant of Phe 1~ without invok- 
ing the two conformations of Kessler et al. (1988). Our approach also has the advantage that it 
scales to arbitrarily complex systems. In our previous work with time-averaged distance 
restraints, one could see conformational averaging in a large polypeptide where no evidence of 
multiple conformations had been previously proposed and where the system size would make it 
impractical to attempt to identify all the possible substates. Lastly, one should note that with our 
approach the problem of having to assign weights to individual conformers, as would be necessi- 
tated by Eq. 14, is avoided. With our approach, the system distributes itself over the potential 
surface (including the penalty function) with a Boltzmann distribution and entropic effects are 
automatically included. 

We should also note a substantial advantage that the Kim and Prestegard (1990) formulation 
has. It may well happen that a measurement reflects conformations which are in fast exchange on 
the N M R  time scale, but which are totally inaccessible on the much shorter simulation time scale. 
If  the energetic barriers are much greater than kBT, the transitions will not occur during a 
simulation and one will require an approach similar to Eq. 14 to reproduce the experimental data. 

14 

12 

~ 1 0  
N 

22 
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4 

0 
0 200 400 600 800 100o 

Time [ps] 

Fig. 5.3JHNc~tt calculated for Phe 6 over the l-ns simulation using time-averaged coupling constant restraints. The solid line 
shows the value calculated with the memory function according to Eq. 7 and used to calculate the force. The dashed line 
shows J(0(t)) calculated according to Eq. 6. The dots mark instantaneous values for 3JHNc~H. 
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C O N C L U S I O N S  

If  one is interested in a non-physical  and possibly energetically stressed mean conformat ion ,  

then restraints based on instantaneous values will be adequate.  If, however, one intends to use a 

structure for  a purpose such as molecular  modelling, then it would  no t  be wise to ignore the range 

o f  conformat ions  adopted  by a molecule in solution. The use o f  t ime-averaged restraints allows 

one to estimate better the conformat iona l  space that  is consistent with the experimental data. I t  

also permits trajectories which are less per turbed by pseudo-energy terms and which model  

solution behaviour  more  closely. In the case o f  coupling constant  restraints, it also allows one to 

use more  experimental data  than was previously possible. 

Wi th  a combina t ion  o f  t ime-averaged distance restraints and coupling constant  restraints it 

might  be interesting to re-assess some structures reported in the literature and to see exactly what  
addit ional  informat ion can be extracted f rom existing experimental data. 
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