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Abstract. We review data showing that the cerebellum is 
required for adaptation of saccadic gain to repeated 
presentations of dual-step visual targets and thus, pre- 
sumably, for providing adaptive corrections for the 
brainstem saccade generator in response to any error 
created by the open-loop saccadic system. We model the 
adaptability of the system in terms of plasticity of 
synapses from parallel fibers to Purkinje cells in cerebel- 
lar cortex, stressing the integration of cerebellar cortex 
and nuclei in microzones as the units for correction of 
motor pattern generators. We propose a model of the 
inferior olive as an error detector, and use a 'window of 
eligibility' to insure that error signals that elicit a correct- 
ive movement are used to adjust the original movement, 
not the secondary movement. In a companion paper we 
simulate this large, realistic network of neural-like units 
to study the complex spatiotemporal behavior of neu- 
ronal subpopulations implicated in the control and 
adaptation of saccades. 

1 Introduction 

Saccades are high-velocity eye movements of very short 
duration. As visual feedback delays are longer than the 
movement itself, saccades cannot be controlled by on- 
line visual feedback. The rapidity of a saccade further 
attenuates the registration of visual feedback during the 
movement. Due to this 'saccadic suppression', the system 
is open loop. Therefore, accurate saccades require, to use 
terminology from control theory, an adaptive-parametric 
controller. 

Experiments involving weakening of the eye muscles 
or target perturbation have shown the adaptability of 
the saccadic system. When eye muscles are surgically 
weakened (Optican and Robinson 1980), saccades to 
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a visual target undershoot the target initially, and one or 
a few corrective saccades are generated in order to ac- 
quire the target. Over time, the size of the initial saccade 
progressively increases until corrective saccades are no 
longer necessary. In the target perturbation experiment, 
a naive monkey has to make a saccadic eye movement 
towards a target. However, during the saccade the target 
is shifted to a new position and, because of saccadic 
suppression, this shift is not perceived before the end of 
the movement (Goldberg et al. 1993). As the first saccade 
appears incorrect, a corrective saccade is generated 
(Fig. 1, left-hand panel). Gradually, the amplitude and 
direction of the initial saccade changes and the amplitude 
of the corrective saccade decreases until the subject 
makes an adaptive saccade directly to the displaced 
target (Fig. 1, right-hand panel). The gain for similar 
directions and amplitudes is also changed (Goldberg 
et al. 1993). The left-hand panel of Fig. 2 depicts the 
exponential time course of the adaptation. 

Several researchers (e.g., Ritchie 1976; Optican and 
Robinson 1980; Fitzgibbon et al. 1986; Noda 1991; Gold- 
berg et al. 1993) have pointed out that cerebellar lesion 
yields saccadic dysmetria and loss of adaptive capabili- 
ties. Figure 2 (right-hand panel) shows the learning curve 
for the target perturbation experiment described earlier, 
run with monkeys with lesions of the deep cerebellar 
nuclei (Goldberg et al. 1993): no adaptation is seen, and 
due to the loss of the modulation supplied by the cerebel- 
lum, the saccades are hypermetric. Thus, the specialized 
role of the cerebellum for the saccadic system involves 
two separate time frames (Keller 1989). First, an on-line 
correction affects individual saccades. The presence of 
a modulatory cerebellar signal is particularly important 
for large saccades and to insure the equal accuracy of 
movements from different initial eye positions. Second, 
a longer-term adaptive modulation compensates for sac- 
cadic dysmetria due to orbital or central lesions or other 
changes in system characteristics. 

The saccade generation model developed by Domi- 
hey and Arbib (1992) (henceforth referred to as the D&A 
model) takes into account many brain regions involved 
in the generation of saccades in the monkey. The primary 
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Fig. 1. Technique for inducing saccadic adaptation• In both panels, eye 
and target position are plotted against time. The continuous line repres- 
ents the horizontal component of eye position, and the dashed line 
represents the horizontal component of target position. In this example, 
the target steps 40 ~ rightward at the beginning of the epoch, and when 
the monkey starts to make a saccade, the target steps 20 ° back. Initially 
(unadapted, left) a corrective saccade is generated. After several hun- 
dred trials (adapted, right) the monkey makes an accurate saccade to 
the ultimate target position, not its location at the beginning of the trial 
(Adapted from Goldberg et al. 1993) 
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Fig. 2. Effect of cerebellar lesion on saccadic adaptation. Each dot is 
a single trial• The continuous line is a ten-trial average of saccade 
amplitude plotted against the trial number of the middle of the epoch. 
Left: Prelesion. The dashed line marks the end of the adaptation run, 
after which the target is no longer displaced• Right: Postlesion. There is 
no adaptation. (From Goldberg et al. 1993, with kind permission from 
Elsevier Science NL, Sara Burgerhartstraat 25, 1055 KV Amsterdam, 
The Netherlands) 

goal of this model was to comply with the well-known 
anatomy and neurophysiology of the saccade system in 
simulating a variety of saccade paradigms. In the D&A 
model, the control of voluntary saccades to visual and 
remembered targets is modeled in terms of interactions 
between posterior parietal cortex, frontal eye fields, 
mediodorsal thalamus, the basal ganglia (all grouped in 
Fig. 3 under the 'cerebral cortex' label), superior col- 
liculus, and the brainstem saccade generators• The topo- 
graphy of saccade direction and amplitude is preserved 
through multiple projections between brain regions until 
they are finally transformed into a temporal pattern of 
activity that drives the eyes to the target. This sensory- 
motor  transformation occurs at the level of the LLBNs 
(long lead burst neurons) as shown in Fig. 3. The saccade 
generator is modified from Scudder (1988). Dominey and 
Arbib (1992) present a more thorough description of 
these interactions and mechanisms. 

This model, however, does not include the cerebel- 
lum. Our goal is to implement a cerebellar-like neural 
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Fig. 3. Functional anatomy of the cerebellar pathways associated with 
the formation of saccades. The shaded circles are part of the D&A 
model; the empty circles represent the new cerebellar model• There are 
two sites where sensory-motor transformation occurs: the brainstem 
and the cerebellum. Vlc, Vll, vermal lobules VIc an VII; FOR, fastigial 
oculomotor region; DPLN, dorsolateral pontine nucleus; SC, superior 
colliculus; bMAO, group b of the medial accessory olive; LLBN, long 
lead burst neurons; SG, saccade generators (one per eye muscle); PC, 
Purkinje cells; mf, mossy fibers; cf, climbing fibers. Important  projec- 
tions to the oculomotor vermis from the SC through the nucleus 
reticularis tegmonti pontis (NRTP) also exist; they are however, not 
modeled 

network to augment the D&A model, in order to account 
for the adaptive capabilities of the saccadic system. In the 
present paper, we further develop the D&A model in 
three phases. 

First, we argue that it is the role of the cerebellum to 
learn to compensate any error generated by the nonlinear 
frontocollicular pathway. We then modify the D&A 
model to account for nonlinearities existing in the brain- 
stem saccade generator system and in the eye muscles. 

Second, we study the on-line control of the brainstem 
saccade generator by the oculomotor  vermis and build 
a cerebellar network• Noda et al. (1991) showed that the 
cerebellum is not the primary controller and that cere- 
bellar impulses are projected downstream to saccade- 
programming circuits where visual information has 
already been converted into motor-commanding signals. 
The cerebellar side path is shown by the unshaded circles 
in Fig. 3. We briefly review the microcomplex model (Ito 
1984) and we carefully review the three types of mossy 
fiber inputs to the oculomotor cerebellum ('mf' in Fig. 3): 
visual, proprioceptive and feedback from the brainstem 
saccade generator. The nature of the cerebellar modula- 
tion on the final saccadic circuitry is discussed, based on 
functional and anatomical considerations. 

Third, we address the adaptation issues. We review 
the functional and anatomical evidence accounting for 
the role of the inferior olive (more specifically the bMAO 
as shown on the right-hand side of Fig. 3) as an error 
detector mechanism. We propose a new neural model of 
the inferior olive (IO) which gates the adaptation when 
needed. Then, we study the adaptability of the cerebellar 
network. Taking into account the significant delay 
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between the efferent motor command and the afferent 
error information, we develop a learning rule based on 
neurochemical study of long-term depression (LTD) and 
on previous cerebellar learning models. 

2 Nonlinearities of the saccadic system 

Due to saccadic suppression, the saccadic system cannot 
tell the difference between a correct motion in a moving 
world (e.g., the target perturbation experiment) and an 
incorrect one in a stationary world (e.g., an error due to 
a wrong system parameter or a weakened muscle). There- 
fore, the adaptive system is general, i.e., it compensates 
for all errors produced by the nonadaptive part of the 
system (the frontocollicular pathway) - but since the 
adaptation is averaged over many trials, only systematic 
forms of error are compensated for. These errors are 
generated by poorly tuned genetically defined connec- 
tions, cell loss, injuries, and orbital nonlinearities, as well 
as consistently repeated, artificial target perturbations. 

Since the muscle plant is a nonlinear function of the 
movement signal, different motor commands are neces- 
sary to bring the eyes on target for the same target 
displacement from different initial eye positions. As the 
muscle plant characteristics are not known a priori by the 
system (and will change over time due to growth, aging, 
or injury), the retinal and position signals must be part of 
an adaptive component of the total movement that acti- 
vates the muscles. 

In the D&A model, the eye position is linearly derived 
from the tonic neurons in each direction. Here, we take 
the muscle contraction function given in Grossberg and 
Kuperstein (1989) for a 'slower than linear' muscle 
nonlinearity, while any inertial or viscous forces are 
neglected. The eye position depends on the motor neuron 
firing rate T N  in the following way: 

( k TN  -- l) 
Pos(TN)  = G (1) 

a + ( k T N  - l) 

where a is an arbitrary parameter chosen to be large 
enough to insure that the nonlinearity is significant, and 
G is a gain factor (k and l are parameters defined in 
Robinson 1970). 

We consider a second source of nonlinearity in our 
model: within the brainstem spatiotemporal transforma- 
tion. In the D&A model, it is postulated that spatial 
gradients that implement the spatiotemporal transforma- 
tions are generated during an early stage of development: 
a light on the right hemifield of the retina will move the 
eye toward the right. This process is achieved by masks 
with increasing connection strengths from the LLBNs to 
the medium lead burst neurons, when going from the 
center of the retinotopic map to more eccentric positions. 
The connection strengths were derived in a linear fashion 
in the D&A model: this assumes that the gain between 
saccadic vector and motor command is constant for all 
target displacements. As these precisely derived weights 
are unrealistic, we will assume instead that these connec- 
tions' strengths are generated by a uniform probabilistic 

distribution. Optican and Robinson (1980) noted that the 
saccadic gain of the system with a lesioned cerebellum is 
approximately between 2 and 3. To reproduce those data 
and to introduce a high degree of variability (and then 
further show the adaptive capabilities of the system), we 
randomly generate the weights in a range 30-100% lar- 
ger than the ones required for a linear transformation. 
Then, the gain of the brainstem saccade generator is 
between 1.3 and 2, and the gain of the whole system 
(which includes the muscular nonlinearities described 
above) is approximately between 1.5 and 3 for different 
saccade amplitudes as shown in figure 7 (dotted curve) of 
the companion paper (Schweighofer et al. 1996). 

3 On-line cerebellar control of the saccadie system 

3.1 The microcomplex model 

The cerebellar architecture is very uniform and regularly 
divided into small structural and functional units in- 
serted into various extracerebellar systems. These units 
are called cerebellar corticonuclear microcomplexes 
(Ito 1984). A microcomplex is composed of a cerebellar 
microzone and a small number of nuclear cells. Oscars- 
son (1980) defined the microzone as a narrow longitudi- 
nal zone in the cerebellar cortex receiving climbing fibers 
from a small group of IO neurons and having a particu- 
lar bodily function. Indeed, the IO is divided into small 
clusters of electrotonically coupled cells (Llinfis et al. 
1974). The set of mossy fiber inputs to the microcomplex, 
relayed by the granule cells and their long parallel fibers 
(Mugnaini 1983), is characterized by its considerable 
divergence across many other microzones. According to 
the hypothesis of Marr (1969) and Albus (1971), this set 
constitutes a 'context' (tunable by experience) for present 
sensorimotor actions. 

The basic, simplified mode of function of a micro- 
complex is (Ito 1990): (1) As Purkinje cells (PCs) have an 
inhibitory action upon nuclear cells (while collaterals of 
mossy fibers excite the nuclear cells), the signal flow from 
the nuclear cells is modulated by the microzone action. 
(2) Climbing fibers convey signals encoding error in the 
performance of the system in which the microcomplex is 
installed. (3) Climbing fiber signals induce LTD in those 
parallel fiber-PC synapses which were activated with the 
climbing fibers (but within a certain time window, as we 
shall emphasize below). Due to the uniformity of the 
cerebellar cortex, the cerebellar functions are primarily 
defined by the nature of the inputs to particular cerebel- 
lar regions and by the locus of the projections from the 
deep cerebellar nuclei. 

3.2 Mossy fiber inputs provide adaptation parameters 

3.2.1 Visual inputs. The target perturbation experiments 
and the related cerebellar saccadic adaptation, suggest 
that the oculomotor vermis has access to visual informa- 
tion. Goldberg et al. (1993) found that stimulation of the 
superior colliculus produces saccades which are not 
adapted to target perturbations. This result suggests that 
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the side path concerned with cerebellar adaptation in this 
paradigm starts 'higher up' than the superior colliculus. 1 
Yamada and Noda (1987) have shown anatomical evid- 
ence for a path involving the pontine nuclei, 2 lobule VII 
of the oculomotor vermis and the fastigial oculomotor 
region (FOR). We further assume that the pontine cells 
are mere relays, in which the precise target map is some- 
what lost by divergence-convergence. The spread of ac- 
tivity is modeled by a gaussian distribution of synaptic 
efficacies (or 'weights') to form a 'blurry' topographic 
connection from the motor layer of the FEF to the 
cerebellum (the equations are given below). 

Since the model is computationally expensive, we 
model cerebellar control and adaptation of horizontal 
saccades only. The membrane potentials of the re- 
tinotopic mossy fiber coding for the horizontal retinal 
position are formally described by mfret, a 19-element 
vector (since the D&A model generates saccades in the 
range [-45~176 the discretization sample is 4.75 ~ 
given by: 

din fret = _ m fret + w, * FEFsac (2) 
~mr dt 

where wg is a vector of weights whose values form the 
discrete gaussian distribution, FEFsac is the output layer 
of the FEF in the D&A model, and �9 is the convolution 
operator. 3 The generic equation ruling each neuron's 
membrane potential is given in the Appendix. 

3.2.2 Proprioceptive inputs. As discussed earlier, cerebel- 
lar lesions yield dysmetria of varying amplitudes depend- 
ing on the initial eye position. Thus, the cerebellum has to 
have access to such information. Fuchs and Kornhuber 
(1969) showed the existence of mossy fibers carrying 
extraocular muscle proprioceptive signals in the cat, 
which coincide with projections from the FEF. Kase 
et al. (1980) recorded tonic mossy fibers carrying a 
high-fidelity eye position signal. The firing level of these 
cells was proportional to eye positions within a limited 
range only, and did not respond for other eye positions. 

1 As a consequence of this stimulation experiment, we do not consider 
the projections from the superior colliculus to the oculomotor cerebel- 
lum. [A functional study of these (reciprocal) projections can be found 
in Houk et al. (1992).] 
2 Large groups of mossy fibers were found in the paramedian pontine 
nuclei and the dorsolateral pontine nucleus (DLPN), which are the 
primary targets of the frontal eye fields (FEF), organized in terms of 
saccade displacement. To comply with the anatomical constraints in 
the D&A model, and to fit best the anatomical and neurophysiological 
data, we consider a side path starting from the FEF, going through the 
DLPN, then through Iobules Vie and/or VII of the vermis. Several 
sources of visual information reach the oculomotor vermis (for a review 
see Blanks 1988). However, given the lack of functional data and the 
sufficiency of one visual projection for our purpose, we do not take 
them into account. 
3 Note that only here do we use the convolution operator since wg is 
a 'gaussian mask'. In the membrane potential equations below, the 
weights are either constant scalar values, in which case a simple scalar 
multiplication is performed, or they are represented as a vector of 
modifiable weights, in which case a point-to-point multiplication is 
performed. 

To approximate this phenomenon, we use a coarse cod- 
ing similar to the one described earlier for visual inputs. 
This coding has the important implication of speeding 
the adaptation (see Sect. 4.2). 

In the model, a set of 11 tonic mossy fibers carry 
horizontal eye position, in the range [ - 4 5  ~ 45~ We 
have, for each cell i, a corresponding coordinate (in 
degrees) H(i), in which a position maximally stimulates 
the cell, with the response dropping off in a gaussian 
fashion as the horizontal coordinate H of the current 
position departs from this optimum: 

mfpos(i) = exp [ -  (H(/) - H)2/s 2] (3) 

3.2.3 Brainstem saccade generator feedback. Ohtsuka 
and Noda (1992) have shown that a significant propor- 
tion of mossy fibers carry a signal very similar to the 
excitatory burst neuron (EBN) activity in the saccade 
generator. Moreover, Yamada and Noda (1987) revealed 
a significant number of connections from the horizontal 
saccade burst neurons to the oculomotor cerebellum. 
There are two functional interpretations of this type of 
mossy fiber: (1) Since they fire distinctively for left and 
right saccades, the whole granule cell population is ac- 
tivated quite differently for left and right saccades. This 
allows a sharp differentiation in the adaptation of left and 
right saccades, as shown by experiments (Houk et al. 
1992). (2) Their excitatory collaterals to the FOR allow 
proper cerebellar control of the saccadic gain, since the 
bursts match the PC inhibition. 

On the basis of satisfactory preliminary simulations, 
we chose to model ten of these fibers (this allows us better 
separation of learning between the left and right sac- 
cades). 

dmfburst _ mfburst + wmfEBNr 
Zmf dt (4) 

where EBNr is the firing rate of either the left or the right 
excitatory burst neuron projecting to the resettable inte- 
grator (five cells encode the 'left' EBNr, five others the 
'right' EBNr). See Sect. 3.4 for the meaning of 'r'. 

3.3 Cerebellar cortex and fastigial nuclei compute 
the adaptive correction 

We model two microcomplexes, each modulating the 
activity of the one saccade generator with which it is 
associated. In the present model, we define three types of 
cerebellar neurons: granule cells, PCs and nuclear cells 
(Fig. 4, top). However, we do not take any cerebellar 
interneurons into consideration. For clarity, we describe 
only one microcomplex. 

Each of the granule cell's four dendrites (Ito 1994) 
receives a distinct mossy fiber input, and the cell cannot 
fire if it receives only one mossy fiber input. To allow 
a rich combination of inputs, and to reproduce the very 
large divergence between the mossy fibers and the gran- 
ule cells, we model 1000 granule cells, which gives us 
a divergence ratio of 40:1000 between the mossy fibers 
and the granule cells. The granule cells generate a 
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Fig. 4. The cerebellar model for control and adaptation of horizontal 
saccades. Most of the neurons are labeled left (L) or right (R) in order to 
refer to the underlying left or right eye muscle. The cerebellar neural 
network comprises granule cells, Purkinje cells (PCs) and fastigial 
oculomotor region (FOR) cells. The dendritic trees of the PCs are 
shown crossing the parallel fibers. The modifiable parallel fiber-PC 
synapses are represented by small empty squares. The FOR cells receive 
convergent inputs from the burst neurons EBNr (for clarity, cross- 
projections from the EBNr cells to the FOR cells are not drawn) and 
project to the excitatory burst neurons EBNt and to the inhibitory 
burst neurons (IBN), which then project to the motor neurons (MN) 
and the tonic neurons (TN). Notice the competition achieved between 
the IBNs and EBNts. The inputs to the brainstem saccade generator 
stemming from the D&A model are not drawn for clarity. The error 
detector network (liqht shaded area) contains a gating network and the 
inferior olive (I0). The IO transmits direction and amplitude informa- 
tion for adaptation. The three dark shaded neurons constitute the gating 
network: pre-IO neuron, goal neuron and M neuron ('memory' neu- 
ron). The sensory error signal can derive from either proprioceptive or 
retinal inputs, but in the present model we assume that the error has 
a proprioceptive nature. Notice that the midline is not the midline of 
the real brain, as only one eye is modeled. For more details on the 
functioning of this circuit see the text 

(uniform) stat is t ical  d i s t r ibu t ion  of combina t ions  of 
mossy  fibers ca r ry ing  re t ino top ic  signals, pos i t ion  signals 
and  m o t o r  signals. Therefore  some granule  cells will tend 
to ca r ry  un imoda l  signals, but, due to their  high firing 
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threshold,  most  will car ry  bi- or  t r i m o d a l  signals. The  
equa t ion  rul ing the m e m b r a n e  po ten t ia l  9c,  of the nth 
granule  cell is given by: 

dgc .  
Zgc dt 9c,  + W m f - g e ( M F x l  + M F x 2  

+ M F x 3  + M F x 4 )  (5) 

where M F x i  represents  the firing ra te  of a mossy  fiber, 
which can be of any  m o d a l i t y  (due to the s ta t is t ical  
d i s t r ibu t ion  descr ibed above). The  sum of four  dis t inct  
mossy  fiber firing rates represents  the  effect of  the  four  
dendr i tes  of a granule  cell. 

As the granule  cells give rise to long para l le l  fibers, we 
posi t  tha t  the set of paral le l  fibers m a k e  synap t i c  connec-  
t ions with all the PCs. This  d ivergence  is s u p p o r t e d  by 
the findings of Kase  et al. (1980) who r e p o r t e d  tha t  the 
PCs, unl ike the mossy  fibers, r e spond  to all eye posi t ions.  
To make  the mode l  c o m p u t a t i o n a l l y  t r ac t ab le  and  to 
avo id  unnecessary  specula t ions  on the re la t ive  spat ia l  
d is t r ibut ions  of the different layers  (mossy  f i b e r - g r a n u l e  
c e l l - P C - F O R ) ,  we mode l  only  one P C  per  micro-  
complex.  Therefore,  the  PCs receive a very rich c o m b i n a -  
t ion of inputs,  as the convergence  ra t io  is 1000: 1. The  
two PCs receive the same set of g ranu le  cell inputs;  only  
the c l imbing fiber inpu t  differs (see below). The  P C  mem- 
brane  potent ia l  equa t ion  is given by: 

dpc 
- -  -- -- pc + WltdGC + Bpe (6) 

%c dt  - 

where wit d is a vector  of ad jus t ab le  synap t ic  weights [see 
(12)] ini t ial ly r a n d o m l y  genera ted ,  G C  is the  vec tor  of 
firing rates of the granule  cells, and  Bpc gives the cell's 
b a c k g r o u n d  activity.  4 

O h t s u k a  and H i r o h a r u  (1991) showed tha t  the con- 
t rol  of saccades by the cerebe l lum depends  upon  the 
ou tpu t  signal conveyed  by the F O R  neurons .  These  neu- 
rons coincide ana tomica l ly  with the a rea  receiving P C  
projec t ions  from the o c u l o m o t o r  vermis.  The  d u r a t i o n  of 
the pre-saccadic  burs t  seen in the  nuclear  neurons  being 
cor re la ted  with saccadic  d u r a t i o n  ( N o d a  1991), we as- 
sume tha t  only  mossy  fibers ar is ing f rom the E B N  give 
col la terals  to the F O R .  This a s sumpt ion  is s imi lar  to the 
dis t inct ion between fast and  slow r e spond ing  mossy  
fibers made  by Eccles (1973). In  our  case the fast mossy  
fibers are the visual mossy  fibers, which s ta r t  firing much  
earl ier  than  the (slow) mossy  fibers ar is ing f rom the 
b ra ins tem saccade genera tor .  Eccles p r o p o s e d  tha t  the 
fast mossy  fibers pass by  the deep  nuclei, giving only  very 
few col la terals  to the nuclear  cells, whereas  slow mossy  
fibers give off m a n y  col laterals .  This  becomes  very 

+ We note here that, by not taking into account the climbing fiber 
afferents either in the PC or in the FOR cell equation [(7)], we 
implicitly make the following assumption: The climbing fibers send 
collaterals to the deep nuclei, on their way to the cerebellar cortex; the 
excitation of the fastigial neurons by these collaterals would nullify the 
strong inhibition caused by the complex spikes, which are the response 
of the PCs to the climbing fiber firing. 
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important in the broader context of how the cerebellum 
modifies motor commands. If the nuclear cell excitation 
were derived mainly from visual signals, the temporal 
order of excitation would be: (1) visual (long lead) mossy 
fibers, (2) FOR and granule cells carrying mostly visual 
information, (3) PCs and, finally, (4) short lead mossy 
fiber burst neurons. These many temporal mismatches 
would allow only poor control of saccade generation by 
the cerebellum. 

We model two FOR cells associated with the right 
and left microzones. There is a one-to-one correspond- 
ence between the PC and the FOR cells, and convergence 
from both left and right EBNs to each FOR cell. Each 
nuclear cell's membrane potential equation is: 

dnu 

z.u dt 
- - =  -- nu -- wpnPC 

+ Wm.step(LEBNr + REBNr) + B.~ (7) 

with wpn being the projection strength from the PCs to 
the nuclear cells, Wren the strength of the EBNr inputs, 
LEBNr and REBNr  the left and right burst neurons and 
B,u the background activity (again see Sect. 3.4 for the 
meaning of'r'). The step function, step (), insures that the 
nuclear cell fires with a burst of similar 'height' for differ- 
ent saccades, and with a duration proportional to the 
duration of the saccade, as in the experimental findings. 
Note that each nuclear cell will be activated during every 
saccade. 

3.4 Cerebellar outputs 

The FOR neurons project primarily to the saccade- 
related structure of the brainstem (Noda et al. 1990). The 
projections are (1) to the inhibitory burst neurons (IBN), 
which deliver an inhibitory burst to motor neurons dur- 
ing saccades, (2) to the omnipause neurons, which by 
ceasing firing during all saccades allow each saccade to 
occur, and (3) to the EBNs, which encode the saccade 
velocity. As omnipause neurons behave in a similar man- 
ner for all saccades, they probably receive inputs from all 
the FOR areas. Fuchs et al. (1993) suggested, on the basis 
of anatomical and neurophysiological evidence, that the 
IBNs are the main fastigial link to the saccade brainstem 
generators. This is consistent with the fact that saccades 
performed with a lesioned vermis are mostly hyper- 
metric. Optican and Robinson (1980) proposed that the 
brainstem saccadic system of the monkey has a gain of 
2-3 (depending on the saccade vector, initial eye posi- 
tion) and that the gain is brought back to 1 by cerebellar 
action. Thus, the IBNs would regulate the gain by sub- 
tracting the FOR output from the fixed-gain, frontocol- 
licular pathway. 

However, a sole projection to the IBNs would not be 
sufficient for the following reason. As Grossberg and 
Kuperstein (1989) noted, in order to correct for errors, 
the adaptive system has to be unconstrained by re- 
tinotopy. For instance, suppose that in the target per- 
turbation experiment the first target falls on the right 
sector of the retinotopic map and the second target on 

the left half. In this case, the first saccade amplitude 
should be decreased as it is hypermetric. To compensate 
for this error, a decrease of the agonist innervation pulse 
and an increase of the antagonist pulse is needed. In 
other words, for each direction for the first saccade, 
adaptation can occur in the same direction or in the 
opposite direction. However, because of the unidirec- 
tional functional change in weights due to LTD (which 
results in an increase in nuclear output due to the inhibit- 
ory nature of the PCs), the system requires competition 
between agonist and antagonist microcomplex outputs. 
Thus, we predict that projections to IBNs and EBNs are 
necessary (Fig. 4, bottom). Before learning, the net influ- 
ence of the cerebellum on the saccadic circuitry will be 
close to zero, and will soon become either positive or 
negative, depending on the direction of the error: a sac- 
cadic overshoot will increase the antagonist microcom- 
plex output and an undershoot will increase the agonist 
microcomplex output. This suggests that the adaptive 
saccadic system requires not just simple gain control, but 
adaptation of coordination between the different saccade 
generators. 

In the D&A model, the velocity of the saccade is 
determined by a loop comprising the EBN, a resettable 
integrator and the omnipause neurons. The difficulty is 
that if the EBN activity is modified inside the loop, it 
does not change the amplitude, but just the velocity of 
the saccade. [-We refer the reader to figure 3 in Dominey 
and Arbib (1992) for more details.] To solve this prob- 
lem, we model two subpopulations of EBN cells: one 
projecting to the cerebellum, the other receiving cerebel- 
lar inputs. The first subpopulation, EBNr, would project 
to the resettable integrator (RI) cells and to FOR, while 
the second, EBNt, would project to the tonic neurons 
and to the motor neurons (MN) to yield the pulse-step 
firing pattern. Both subpopulations receive the same in- 
put from the LLBNs and the omnipause neurons, but 
only the subpopulation EBNt receives the FOR inputs 
(Fig. 4). Consequently, for saccades that have gain in- 
crease adaptation, there is increased velocity and ampli- 
tude but unchanged duration. The existence of these two 
EBN subpopulations would have to be verified experi- 
mentally, since no cells with a resettable firing pattern 
have been found. 

4 Adaptation: problems and solutions 

4.1 Modeling of  the inferior olive as an error detector 

A position 'error' between the fovea and the target 
cannot be used for adaptation without a mechanism 
which knows that this error was not expected. 
Indeed, after an incorrect saccade is generated, the retina 
is in the same state as before the generation of the first 
saccade: a target is present on the retina but not on the 
fovea. 

The error is presumably carried by the climbing fibers 
stemming from a subdivision of the IO, the group b of 
the medial accessory olive (bMAO) (Ikeda et al. 1989; 
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Gonzalo-Ruiz and Leitchnetz 1990). 5 As adaptation 
should occur only if the main saccade is not accurate, the 
IO should be activated only in this case. Weiss et al. 
(1990) showed that  the afferent sensory responsiveness of 
the IO is blocked during movement  by motor  signals. 
Therefore, along with Houk  et al. (1992), we assume that 
only when a corrective saccade is generated will be ap- 
propriate IO cell fire and send an error signal to the 
appropriate  microcomplex. 

We propose that a 'pre-IO'  neuron will gate the IO 
(Fig. 4, light shaded area) and here we discuss how this 
neuron is activated. To make sure that  the nonfoveation 
is the result of an incorrect saccade, we assume that an 
error will be detected if(a) a target is on the retina but not 
on fovea, and (b) a saccade has just been completed. To 
fulfill (a), we model a 'goal '  neuron which carries a signal 
that lasts until target acquisition is complete: it encodes 
the goal of the saccadic system. Such a cell type has been 
found in the FEF,  where some neurons have an on or off 
response to visual stimulation of the fovea (Segraves and 
Goldberg 1987). In the D&A model, these cells are 
called Fon cells; for convenience we model the 'goal'  
neuron with the opposite response. It fires when no 
targets stimulate the fovea, i.e., soon after a target 
displacement, and keeps on firing until the end of the 
saccade (if the latter is accurate enough to bring the 
fovea on target; if not it fires until the end of the 
corrective saccade). Condition (b) is made possible in 
the model by a movement  'memory  cell', which receives 
convergent signals from both left and right EBNts 
and has a long time constant (alternatively, a reverberat- 
ing circuit could sustain the activity). The 'goal' and 
the 'memory '  cell project to the 'pre-IO'  neuron, 
which fires only when the two inputs are active simulta- 
neously, i.e., only if the main saccade did not bring the eye 
on target. The equation ruling the membrane potential 

s Two types of post-saccadic information have been proposed to cor- 
rect an erroneous motor command (Albano and King 1989), and 
anatomical paths carrying both types have been found: (1) A post- 
saccadic visual error carried by the climbing fibers would drive the 
adaptation, as in the vestibulo-ocular reflex (Ito 1984). Visual signals 
are known to reach the bMAO through the superior colliculus (Frank- 
furter et al. 1976). (2) An error in motor coordinate, i.e., the motor 
activity from a visually guided corrective saccade, or its sensory conse- 
quences from the oculomotor muscle stretch receptors. Proprioceptive 
climbing fiber inputs to the posterior vermis have been demonstrated 
(Baker et al. 1972). At present, there are no convincing data to favor one 
strategy (visual error) or the other (motor error). However, both show 
a consequent delay between the efferent motor command correspond- 
ing to the erroneous saccade and the corresponding error. The delay for 
a visual error would correspond to visual preprocessing after the first 
saccade is terminated, which typically takes 40-80 ms. The delay asso- 
ciated with the proprioceptive strategy corresponds approximately to 
the time between the first saccade and the corrective saccade, so typical 
values would be around 100-150 ms. Models using proprioceptive IO 
cells have been proposed for limb control (Berthier et al. 1993) and 
saccade control (Houk et al. 1992). Similarly, here we consider an error 
in motor coordinate, as this strategy does not require a visuo-motor 
transformation. Instead, this assumes a one-to-one anatomical corres- 
pondence between the muscles, the IO clusters (modeled as single cells) 
and the microcomplexes. We model direct projections from the stretch 
receptors to the IO cells and assume that these proprioceptive projec- 
tions are direction specific, and carry phasic signals. 

of the pre-IO neuron is: 

dp 
% - ~  = - p + M Goal (8) 

The product between the 'memory '  cell firing rate M and 
the 'goal'  cell firing rate Goal reflects the necessary co- 
activation of these two neurons to activate the pre-IO 
neuron. 

Since the IO cells fire at a very slow rate, they are 
modeled in the following way. We let io be the membrane  
potential of an inferior olive cell. IO = 1 represents an IO 
spike, while hyper is the hyperpolarization immediately 
following a spike. This hyperpolarization brings the 
potential below threshold again. 

If io(t) >>. O, then io(t + O) = 0 - hyper, 

a n d l O ( t + O ) = l ,  f o r 0 < 0 ~ < d  (9) 

where 0 is the threshold for an IO spike and d the 
duration of a spike. Otherwise, we have: 

dio 
Tio--~ = - io + P E  + noise (10) 

where P is the pre-IO neuron firing rate and E is a phasic 
proprioceptive input that drives the appropriate  cluster 
to firing level. The firing rate E, along with the added 
noise term, insures that the larger the amplitude of the 
error, the higher the probability that the IO  cell will fire. 
The product of P and E reflects the gating by the pre-IO 
neuron, and signals the need for adaptation. When the 
pre-IO neuron is activated, the IO cells are allowed to fire 
in response to its sensory input. Thus, a motor  command  
gates a sensory input in the IO. 

4.2 Learning 

The commonly agreed requirements for L T D  in the 
parallel f iber-PC synapse is a rise of postsynaptic Ca z § 
induced by climbing fiber action, with concurrent activa- 
tion of metabotropic glutamate receptors by the parallel 
fiber input (Crepel and Krupa  1988). Recently, Linden 
et al. (1993) showed that Na  § influx through AMPA 
receptors at the parallel f iber -PC synapse is also neces- 
sary for LTD induction. 

Since the climbing fiber carrying the error informa- 
tion is delayed relative to the efferent signal, a short-term 
memory system capable of retaining the appropriate  
parameters of the first saccade is needed. To account for 
this fact and to solve the credit assignment problems, we 
assume synapse eligibility (Klopf 1982; Sutton and Barto 
1981) due to the existence of a second messenger system. 
This concept has been successfully applied to cerebellar 
learning by Houk  et al. (1990). These authors proposed 
a model suggesting how a second messenger would effec- 
tively tag a synapse as eligible for modification. The 
synapses participating in a computat ion are said to be 
eligible when a second messenger, in this case diacyl- 
glycerol, is released in the PC dendritic spine following 
parallel fiber activation. The location of the ' tagged' 
synapses solves the spatial credit assignment problem 
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and reproduces the specificity of LTD: If a parallel 
fiber-PC synapse participates in synaptic transmission, it 
becomes eligible to be weakened by LTD if a climbing 
fiber signal is received somewhat later. Moreover, this 
temporary activation of the second messenger acts as 
a short-term memory. Due to the important delay in the 
error system, the climbing fiber error signal correspond- 
ing to the erroneous first saccade reaches the cerebellar 
cortex at approximately the same time as the signal 
carried by the parallel fibers corresponding to the second 
saccade. A monotonically decaying eligibility signal 
would not be sufficient to solve this temporal problem, as 
learning might then be erroneously associated with the 
corrective saccade. When the error signal arrives, we 
need the concentration of the messenger to be largest for 
synapses involved in the initial saccade. We introduce the 
concept of a 'time window of eligibility'. We posit that the 
concentration of the second messenger diacylglycerol 
(I-2nd]) has the response of a second-order system (al- 
though, alternatively, we can imagine a second messenger 
following a first-order equation but starting with a signif- 
icant delay). In the synapse of index i for either PC, we 
have: 

a synaptic contact with each PC, these vectors have 1000 
elements. Since the rate of change of the calcium concen- 
tration is rapid compared with the second messenger 
dynamics, the weight update rule is at each time step: 

AWltai = - ~z I 0  [2nd]i (12) 

where i is the ith synapse of a given PC, ~ is the learning 
coefficient, I 0  the binary climbing fiber error signal, and 
Wma x > Wltdi ~ 0. A term showing some kind of long-term 
potentiation (LTP) in the learning rule is necessary: if 
only LTD were occurring, all the weights would tend to 
zero. Thus, we implemented a weight normalization 
(which can be thought of as providing nonspecific LTP) 
which keeps the sum of all the synaptic weights constant 
for each PC. ~ Each weight receives the increment: 
~AWl td i / n  , where the sum is over all the weights of one 
PC, and n --- 1000 is the total number of synapses per PC. 
This potentiation has no direct functional role as far as 
the behavior is concerned, except that it somewhat de- 
grades the performance of the whole system. This effect is 
reduced by the large number of synapses. 

d 2 [2nd]i d [2nd]r 
dt ~ + 11 d---?- ~- 12 [2nd]i = K w l t d i G C i  (11) 

where 11 and lz are properly chosen so that the response 
is damped and K is a gain factor. The presence of wltdi, 
the adjustable synaptic weight of the parallel fiber-PC 
synapse, in the right-hand side of the equation reflects the 
amount of Na § within the spine. Ideally, the concentra- 
tion matches in time the occurrence of the error signal 
and the concentration decays relatively fast to insure 
a minimum of interference with the next saccade. 

As discussed earlier, the visual and proprioceptive 
mossy fiber inputs are coded in 'coarse coding' manner. 
This creates generalization, thus speeding up adaptation 
(Albus 1975): a group of cells which are 'close' to the 
selected cell will be updated - the assumption is that 
similar states will require similar control effort. This is of 
importance for the learning process, as adaptation is 
extended to saccades of similar amplitude and direction, 
as seen in Goldberg et al.'s experiments. This coding is 
a 'natural' coding for the visual mossy fibers, since they 
are organized retinotopically and it is expected that exact 
retinotopy is somewhat lost through multiple projec- 
tions. For position information the type of coding we use 
is, a priori ,  at odds with a linear relationship between 
position and mossy fiber. However, given that the pro- 
prioceptive cells recorded by Kase et al. (1980) respond in 
a ramp-like manner, with an important range of eye 
position which elicits no activity, coarse coding should be 
regarded as a useful simplification: it allows a more 
efficient adaptation than linear coding. If the cells were 
carrying a signal linearly dependent upon the eye 
position, learning discrimination would be poor, as a 
large signal would activate the same subset of parallel 
fiber-PC synapses as a smaller signal. 

In the model there are two weight vectors, one for 
each PC denoted by wlta. As each parallel fiber makes 

5 Discussion 

In the present study we argued that it is the role of the 
cerebellum to learn to compensate for any error gener- 
ated by the nonlinear frontocollicular pathway. By care- 
fully reviewing and integrating known biological data, we 
showed how a semirealistic cerebellar network with 
adaptive capabilities could potentially learn how to con- 
trol the highly nonlinear saccadic system. In the compan- 
ion paper (Schweighofer et al. 1996) we simulate this 
model, and based on the above analysis and the simula- 
tion results, we make several predictions and propose 
several new experiments. 

This work was inspired by pre-existing models of the 
cerebellum, and notably by the CMAC model (Albus 
1975), the cerebellar learning model of Houk et al. (1990), 
and the theoretical model of saccadic learning and con- 
trol developed by Grossberg and Kuperstein (1989). It is 
of interest to relate our model to the feedback error 
learning scheme (Kawato and Gomi 1991). In the feed- 
back error learning scheme, the feedback controller out- 
put provides the training signal. Thus, the IO activity 
reflects the output of the feedback controller and there- 
fore carries the amplitude and direction of the movement. 
Over trials the movement execution is taken over entirely 
by the cerebellum and the feedback controller activity 
disappears: the inverse model of the plant (the motor 
neurons, the muscles and the eye ball) resides entirely in 
the cerebellum, and other brain structures are involved 
only to assist the cerebellum in case of unexpected devi- 
ations. However, we believe that the cerebellum is only 
part of the inverse model of the plant: the non-adaptive 

6 We modeled a subtractive normalization. In simulations we also tried 
a multiplicative normalization; however, it gave a learning curve some- 
what different from the data. 



pa thway  is an approximate  inverse model  (which can be 
though t  of as genetically programmed)  which is being 
adaptively compensa ted  by the cerebellum. 

Recently, ano ther  model  of  the cerebellar control  of 
saccades (Dean et al. 1994) was proposed.  This model  
was developed with the same goals as ours, i.e., learning 
the nonlinearities of  the plant  and learning target per- 
turbations.  Moreover ,  it nicely reproduces experiments 
in which the eye muscles are weakened. Our  model  differs 
f rom theirs on the following issues: (1) Dean  et al.'s model  
is more  of  a control  system type model,  which does not  
reproduce firing pat terns of specific neuronal  popula-  
tions. This approach  has the advantage  of being com- 
putat ional ly easy, and permits a depar ture  from known 
biological facts to make  further predictions (for instance, 
these authors  looked at the performance of the system 
with different kinds of olivary error  signals). In the com- 
panion paper  (Schweighofer et al. 1996) we carefully 
g round  the model  in specific and real neuron subpopula-  
tions and as such we are able to study the temporal  
responses, i.e., the firing pat terns of  the relevant sub- 
popula t ions  of  neurons.  (2) The  results from Goldberg  
et al. (1993) show that  the visual information for adapta-  
t ion to target per turbat ions  at least are not  carried by the 
N R T P  mossy  fibers. (3) The IO  error  signal must  be 
delayed - hence our  model  of the window of eligibility 
which allows to ' reach th rough  time'. 

Appendix. Neuronal modeling 

The cells in our  model  interact  only via their 'firing rates,' 
while the firing rate of a cell depends only on its own 
membrane  potential. Compute r  simulation cycles through 
two steps: 

Step 1. Updating the membrane potentials. The mem- 
brane potential  of each cell is described by a differential 
equat ion of  the form: 

dm(t) 
~m d ~  - m(t)  + Sm(t) 

The time step At is set equal to 5 ms and dm(t)/dt is 
approximated  by the ratio (m(t + A t ) -  m(t))/At. The 
subscript  'm '  indicates the specific cell type, while m(t) 
denotes the m e m b r a n e  potential  to that  cell at time t. r m 
is the time cons tant  for the rate of change of this poten- 
tial. Sm(t ) represents the total input that  the cell of type 
m receives f rom other  cells. 

Step 2. Updating the firing rates. Rather  than model  
spike generat ion (with the exception of  the IO  cells), we 
use a coarse approximat ion.  The 'firing rate'  of a cell is 
obtained by passing the membrane  potential through 
a nonl inear  function. The result of this t ransformat ion is 
tha t  the firing rate of the neuron increases as the sum of 
the inputs increases up to a specified max imum at which 
the firing rate saturates. Except  for the IO  cells, the 
function used is a saturat ion function with a linear range, 
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i.e., the firing rate F is a function of  the membrane  
potential m such as: 

i f m < x l ,  t h e n F ( m ) = 0 ,  

else if xl ~< m ~< x2, 

then F(m)  = Yl 
(x2 - Xl) (m -- Xl), 

else F(m) = Yl 

with x1 < x2 and 0 < Yl. 
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