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Abstract. Finite computer  resources force compromises 
in the design of transient numerical experiments with 
coupled atmosphere-ocean general circulation models 
which, in the case of global warming simulations, nor- 
mally preclude a full integration from the undisturbed 
pre-industrial state. The start of the integration at a lat- 
er t ime from a climate state which, in contrast to the 
true climate, is initially in equilibrium then induces a 
cold start error.  Using linear response theory a general 
expression for the cold start error  is derived. The the- 
ory is applied to the Hamburg CO2 scenario simula- 
tions. An at tempt to estimate the global-mean-temper- 
ature response function of the coupled model  f rom the 
response of the model  to a CO2 doubling was unsuc- 
cessful because of the non-linearity of the system. 
However ,  an alternative derivation, based on the tran- 
sient simulation itself, yielded a cold start error  which 
explained the initial retardat ion of the Hamburg  global 
warming curve relative to the IPCC results obtained 
with a simple box-diffusion-upwelling model. In the 
case of the sea level the behaviour  of the model  is ap- 
parently more  linear. The cold start error  estimations 
based on a CO2 doubling experiment  and on an experi- 
ment  with gradually increasing CO2 (scenario A) are 
very similar and explain about  two thirds of the cou- 
pled model  retardat ion relative to the IPCC results. 

1 Introduction 

It has long been recognized that the global warming 
due to the continual build-up of greenhouse gas con- 
centrations in the atmosphere cannot be computed re- 
liably as the quasi-instantaneous equilibrium climate 
response with the aid of atmospheric general circula- 
tion models (A-GCMs) alone, but  must be t reated as a 
transient problem using coupled atmosphere-ocean 
general circulation models (A-O-GCMs).  It is only re- 
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cently, however, that global ocean models have be- 
come sufficiently realistic and super-computers suffi- 
ciently powerful to carry out such simulations with ac- 
ceptable resolution over longer time periods. Comput-  
er resources, nevertheless, still represent  a serious limi- 
tation in such computations. None of the greenhouse 
scenario simulations which have been recently com- 
pleted (Washington and Meehl  1989; Stouffer et al. 
1989; Cubasch et al. 1992) has been able to span the 
full period of the build-up of greenhouse gases, begin- 
ning in the early nineteenth century, while also extend- 
ing the integration over a similar time period into the 
future. To limit computer  time, the initial state in such 
global warming simulations is normally taken as an 
equilibrium state at some time close to the present. 

The difference between such a "cold start" simula- 
tion and a preferable,  but too costly, "warm-up" simu- 
lation beginning in the early nineteenth century is indi- 
cated schematically in Fig. 1. We assume that in both 
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Fig. 1. Definition of the cold start-problem, q~w, and q~cs denote 
the responses to the forcings Fw~ and Fcs, respectively. The 
change since time tb is larger for the warm-up case "wu" than for 
the cold start case "cs" 
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simulations thequantity of interest is the change in the 
climate state @(t) relative to the climate state at some 
recent reference time t= tb (for example 1985). In the 
warm-up simulation, the changing climate evolves from 
an equilibrium initial state at time t=t~ at the begin- 
ning of the greenhouse gas buildup (e.g. 1820), while in 
the cold start simulation the global warming and green- 
house gas build-up are considered relative to an as- 
sumed equilibrium initial state at time tb. We wish to 
determine the difference between the computed 
change in climate A~(t)=~(t)--~(tb) in the period 
t> tb for the cold start and warm-up simulations. 

The cold start simulation will generally underesti- 
mate the climate change, since in this simulation the 
initial rate of change of the climate state at time t = tb is 
zero, while in the warm-up simulation a finite deriva- 
tive has already developed at t=tb. A comparison of 
the global warming predictions from coupled atmo- 
sphere-ocean simulations beginning in 1985 (Cubasch 
et al. 1992) with the corresponding estimates from sim- 
ple box-diffusion-upwelling models beginning in the 
last century (e.g. Houghton et al. 1990) does indeed in- 
dicate an underestimate of several tenths of a degree 
(or a factor of the order of 2) of the coupled model 
simulations during the first few decades. Similar under- 
predictions relative to the box-diffusion-upwelling 
model are found in other O-A-GCM simulations (e.g. 
Washington and Meehl 1989; Murphy 1991, personal 
communication). The predictions generally lie closer to 
the box-model results at later times, when the start-up 
errors are small compared with the total warming. The 
question then arises whether the differences between 
the computed initial responses of the coupled atmo- 
sphere-ocean and simple box-diffusion-upwelling mod- 
els reflect real differences in the models or are simply a 
consequence of the different initial conditions. Since 
the predicted global warming in the next few decades 
is of particular concern for policy makers, quantifica- 
tion of the cold start errors in recently published atmo- 
sphere-ocean model simulations is of considerable in- 
terest. 

It will be shown in this study that the errors can be 
rigorously determined within the approximation of lin- 
ear response theory. The impulse response function 
can be inferred from an independent step function re- 
sponse experiment. Most modelling groups carry out 
such experiments as a tool for studying the transient 
response charcteristics of the coupled atmosphere- 
ocean system, so that the corrections can be readily 
made. The impulse response function can also be infer- 
red from the greenhouse warming experiment itself, al- 
though this is less straightforward than the analysis of a 
step function response experiment. However, it turns 
out, that in our application to the Cubasch et al. (1992) 
global warming experiments, the second method is 
more appropriate. A CO2 doubling experiment availa- 
ble as step function response was of too large ampli- 
tude to be regarded as a small perturbation of the ini- 
tial state. The non-linear model response to a CO2 
doubling is found to be significantly different from the 
response to a slow increase of the CO2 concentration. 

The general cold start error expression is derived in 
the following section and is then computed for a num- 
ber of examples in Section 3. The global mean temper- 
ature correction for the Hamburg IPCC scenarios A 
and D simulations (Cubasch et al. 1992) is found to be 
in the order of 0.2 K if the COa doubling experiment is 
used to determine the impulse response function. 
However, it is of the order 0.5 K if the transient warm- 
ing simulation itself is used to determine the response 
function characteristics. The latter estimate, which is 
regarded as the more appropriate, explains most of the 
retardation found in the Hamburg experiments relative 
to the IPCC predictions. Nevertheless, another mecha- 
nism, e.g. a stronger initial heat uptake by the ocean, 
or a transient natural interdecadal fluctuation of the 
coupled atmosphere-ocean system, as discussed by Cu- 
basch et al. (1992), could also have contributed to the 
retardation. 

Since completion of this study we have received an 
independent analysis of the cold start problem by Wi- 
gley and Raper (personal communication 1991), who 
use a similar approach, but applied to a special single- 
time-constant feedback climate model. This model 
happens to be included as an example in Section 3.1. It 
yields a cold start correction comparable to the correc- 
tion computed from the response function inferred em- 
pirically from the coupled atmosphere-ocean model re- 
sponse to a gradual CO: increase. 

2 T h e  cold start error 

In the following we consider perturbations of a climate 
system about an equilibrium reference state which are 
sufficiently small to be linearized. The linear approxi- 
mation can be assumed to apply at least during the ini- 
tial period of a global warming simulation, with which 
we shall be primarily concerned in the estimation of 
the cold start error. 

Let ~(t)  denote the linear transient response of the 
climate model (for example an A-O-GCM) to a unit 
step function forcing at time t=0  (Fig. 2, top_boanel ). 
Then the linear response of the climate state q) to an 
arbitrary forcing F(t) (with F( t )=0  for t_<0) is given 
by 

~(t) = i dF o ~u (u) ~( t -u)du  (1) 

= i F(u) ~ ( t -  u) du (2) 
0 

where ~ ( t )  = dR ~ -  is the impulse response (Green) 

function (Fig. 2, bottom panel). 
It is assumed in (1), (2) that the input forcing func- 

tion F(t) is a scalar function, whereas the response 
~( t )  is taken as the complete climate state vector. 
Equations (1), (2) can be readily generalized to a vec- 
tor input, in which case the response function R'(t) 
and G(t) would represent matrices. In our applications 
F(t) will represent the change in radiative forcing due 
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r(t) * a(t) 

• / f  
t t 

t b 

= - ~ F ( u ) [ - U ( t - u ) - U ( t b - u ) ]  du 
t a 

--  F ( t b )  ~(t- tb).  (6) 

For t--~co the impulse response function ~ ( t )  ap- 
proaches zero and the response function R(t) ap- 
proaches a constant. Thus, the cold start error 6@(t) 
also asymptotically approaches a constant. 

a lP / t i t  G ( t ) = d R / d t  

P 
t t 

Fig. 2. Upper panel: step function forcing (/eft) and associated re- 
sponse (right); Lower panel. derivative of a step function forcing 
(left) and impulse response (Green) function (right) 

to a change in the global mean greenhouse gas concen- 
trations (expressed in terms of an equivalent CO2 con- 
centration), and as climate response variables we will 
consider, as examples, the global mean near surface 
(2 m) temperature T(t) and the global mean sea level 
rise h (t). 

The cold start error is defined through the differ- 
ence between two response experiments (Fig. 1): 
1. a warm-up experiment (wu) with a climate response 
;~wu (t), in which the forcing Fwu- F(t) is turned on at a 
time t=G (corresponding to the beginning of the 
greenhouse gas increase in the early nineteenth cen- 
tury), and 
2. a cold-start experiment (cs) with a climate response 
7~cs(t), in which the forcing Fcs(t) is turned on at the 
time t = tb > ta and is set equal to the deviation from the 
forcing of the warm-up experiment at the time tb, i.e. 

F~,(t) =F( t )  --F(tb). (3) 

We compare now in both experiments the climate 
change A ~  for the period t>  tv relative to the climate 
state at the time tb (see Fig. 1): 

a~wu(t)= ~ w ~ ( O - ~ ( t ~ )  
t b 

= i F(u) ~ ( t - u )  d u -  ~ F(u) ~ ( t b -  U) du 
t a t a 

t b 

= ~ F(u) [U( t -u ) - -U( tb -U)]  du 
t a 

t 

+ I F(u) G ( t - u )  du, (4) 
tb 

= i [F(u) - F(tv)] U ( t -  u) du. (5) 
t b 

The difference between the climate change predicted 
in the two experiments is accordingly 

3 Examples 

3.1 Box model response 

Consider a single climate variable ~ =  q~ evolving ac- 
cording to a simple feedback equation 

dq5 
- - -  A4~+oz-F (7) 
dt 

where a, A are constants. The response function (R'= 
R, ~ =  G) for this system is given by 

a ( 1 - e  -A') R (0 = (8) 

or  

G (t) = ae - A~ (9) 

This single-time-constant model corresponds to T.M.C. 
Wigley and S.C.B. Raper's (personal communication) 
recent analysis of the cold start problem. 

Equation (6) yields in this case 
t b 

6qb(t) = -ol  ~ F(u)[e-A(~-U)--e-A('~-")] du 
t a 

_ oz F(tb) (1 --e -A(t-t~)) 
A 

oz [1-e-a( , - ,~)]  
A 

[ " 1 x Ae -at~ j F(u) ea"du-F(tb) (10) 
t a 

or  

6qb(t) = - R  ( t -  tb) K(tb -- ta) (11) 

where 
t b 

K ( t v - G ) =  - 3 e  -at~ ~ F(u)ea"du+F(tb). (12) 
t a 

Assume further that F(t) grows linearly in time, 

F(t) =Fo~[t-ta] (13) 

where/70 is the total radiative forcing at the time t = ta, 
and F(t) is the change in the radiative forcing since the 
time ta. In this case the factor K [Eq. (12)] is given by 

K(tb -- G) = f f~-  [1 - e -A(t~-~o)]. (14) 

To illustrate this example with some typical numbers, 
let the equivalent CO2 concentration c increase expon- 
entially with a growth rate of 1.3% per year (approxi- 
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mately ICPP "business as usual" scenerio = scenario A), 
i.e. 

c(O =c,e ~('-,~) (15) 
where y =  0.013 a-1 and Q is the concentration at time 
t~, so that the CO= radiative forcing, which is approxi- 
mately proportional to the logarithm of the concentra- 
tion, increases linearly, 

F(t) =F~ y [ t -  t~]. (16) 

Choossing F1 = 1/ln 2, it follows that F(t) = 1 for a CO2 
doubling, which occurs at t -  ta = 53 years. If the equili- 
brium response to CO2 doubling is 3 K and the e-fold- 
ing time with which the model relaxes to this equili- 
brium is 20 years, i.e. A =0.05 a - l ,  it follows from (8) 
that odA =3 K. 

If we start from equilibrium at t=  tb, the transient 
response of our model to the forcing given by Eq. (16) 
is 

AT(t) = i e-A('-") o~[F(u)-F(tb)] du 
t b  

= aF1 y i e-A(,-.) ( u -  tb) du 
tb 

I h t - tb  , (17) 

while 

F I A  [l_e_h(t _t,)]" (18) K( tb -- ta) = - ~ -  

Figure 3 shows the response AT(t) and the cold start 
error 6T(t, tb-  to) for several time lags tb -  t~. 
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Fig. 3. Temperature response AT (heavy line) to linear forcing in 
the cold start case and the underestimation - f i T  (thin lines) of 
the (true) warm-up response for several warm-up times 
(t~-ta=10a, 20a, 50a, oo) 

the response of a coupled atmosphere-ocean model 
which has been determined empirically from numerical 
experiments. 

A similar representation of a numerically deter- 
mined response function as a superposition of expon- 
entials was used by Maier-Reimer and Hasselmann 
(1987) to describe the atmospheric CO2 response to in- 
creasing CO2 emissions computed with a three-dimen- 
sional carbon cycle model. The analytical representa- 
tion was subsequently used by Wigley (1991), and by 
Wigley and Raper (personal communication) in con- 
junction with simple box-diffusion climate models to 
simulate the net climatic response to CO2 emissions. 

3.2 Representation of the response function in terms 
of normal modes 

For any non-degenerate linear system the response can 
be represented as a linear superposition of the re- 
sponse of individul modes with complex eigenvalues, 
iz, = Aj - iwj, 

G(t)= E a / e - ~ ' ' -  E Gj(t) (19) 
J y 

R(t)= g g R,(t) (20) 
j /xj j 

Real eigenvalues (o)j=0) occur singly, whereas com- 
plex eigenvalues (wjS~0) occur in complex conjugate 
pairs (jl,j=) with/zh =(/x~2)*, ah=(o~j2)*. 

Substituting the general response functions (19), 
(20) into Eqs. (11), (12), we obtain 

6~(t)  = - g Rj(t- tv)  Kj(Zb--ta) (21) 
J 

where 
t b 

Kj(tb--to) = --/zje -~/b ~ F(u) e"J"du+F(tv). (22) 
t a 

Equations (19), (20) are useful for fitting a 
(smoothed) approximate analytical representation to 

4 Application to coupled atmosphere-ocean model 
simulations 

In the following we estimate the cold start errors in- 
cured in the simulations made by Cubasch et al. (1992) 
with the Hamburg coupled atmosphere-ocean model 
ECHAM-1/LSG for various CO2 scenarios. In two of 
the simulations, it was assumed that the atmospheric 
equivalent CO2 concentration increased according to 
the IPCC scenarios A and D (Houghton et al. 1990). In 
a third simulation, the response to an instantaneous in- 
crease of the equivalent CO2 concentration from 390 ppm 
to 720 ppm was studied. Thus the 2 x CO= value of 
720 ppm equivalent CO2 concentration represents a 
doubling of the equivalent CO2 concentration relative 
to the level of the early 1980s, rather than 1985. Final- 
ly, a control simulation was carried out with the equi- 
valent CO2 concentration fixed at 390 ppm. Each of 
the simulations started at time t=tb (1985) from an 
equilibrium (390 ppm) state of the coupled model 
(cold start). Figure 4 shows the equivalent CO2 con- 
centration used in the four simulations after 1985 
(Houghton et al. 1990) and the evolution of the ob- 
served concentration from 1850 to 1985. 

The global warming simulated by Cubasch et al. 
(1992) is plotted in Fig. 5 together with the "best esti- 
mate" IPCC box-diffusion-upwelling model predic- 
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Fig. 5. Change of the global mean near surface (2 m) tem- 
perature due to increased CO2 concentration as simulated 
with ECHAM-1/LSG (scenarios A and D, "2xCO2", and 
"1 x CO2" = control) and as estimated by IPCC (scenarios A and D). 
All changes are defined relative to the mean of the years 1-10 of 
the control simulation 

Table 1. Eigenvalues and amplitudes of the response function for 
the temperature derived from the "2 x CO2" experiment, and the 
corresponding factors Kj for tb - t, = 135 a 

j /zj [a -1] og//x J [K] K/ 

1 1/ 2.86 1.084 0.109 
2 1/41.67 0.498 0.256 

tions (Hough ton  et al. 1990) for scenarios A and D. 
The change in t empera tu re  is defined relative to the 
mean  of the years 1-10 of the control simulation (defi- 
nition 1 of Cubasch et al. 1992). The  E C H A M - 1 / L S G  
response is seen to be  considerably lower than the 
IPCC box-diffusion-upwelling model  response for the 
first 40 years for both  scenarios A and D. 

To decide whether  this initial depression is due to 
the cold start in 1985, we applied the analysis of Sec- 
tion 2. First, l inear response functions were fitted to 
the "2 x CO2" curve in Fig. 5. A good approximat ion  is 
given by the sum 
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Fig. 6. Temperature response of the coupled model ECHAM-1/LSG 
to an instantaneous CO2 "doubling" (solid line) and its ap- 
proximation by a two-exponential linear response model (dashed 
line) 

2 

Rz( t )  = E °9 ( 1 - e - ~ / )  (23) 
j = l # j  

of two exponentials  with the parameters  listed in the 
second and third columns of Table  1. The  rms error  of 
this approximat ion is 0.06 K (Fig. 6). 

The  CO2 forcing is assumed to be propor t ional  to 
the logari thm of the concentration: 

F(t)  - in (c (t)/Ca) (24) 
in (c2/cb) 

where c (t) is the CO2 concentrat ion at t ime t, Ca and cb 
are the concentrat ions at t imes G and tb, respectively 
and c2 is the concentrat ion of the "2 x CO2" experi- 
ment.  Denot ing  the forcing of the "2 x C O 2 "  experi- 
ment  by 

ln(c2/Ca) 
Fa - - -  (25) 

In (c2/cb) 

the change in CO2 forcing to the control simulation is 

F2 - F(tb) = 1. (26) 

Taking t, = 1850 and tb = 1985, Eq. (22) yields the par- 
tial factors K/l is ted in the last column of Table  1. 

The  t empera tu re  cold start  error  computed  f rom 
(23) and (24) is plot ted in Fig. 7. For  large simulation 
times the t empera tu re  error  6T approaches  the asymp- 
totic value of - 0 . 2 5  K. The error  is small relative to 
the simulated warming (see Fig. 5) and is unable to ex- 
plain the re tardat ion simulated by E C H A M - 1 / L S G .  

For  comparison,  we investigated also the cold start 
er ror  of the G F L D  coupled A - O - G C M  greenhouse 
warming simulations (Manabe  et al. 1990). Their  
"2 x CO2" curve (Fig. 9 of Manabe  et al. 1990) can be 
approximated  by 

2 

R~(t)  = 2 % (1 - e - ~ / )  (27) 
j = l  l&j 

with the paramete rs  listed in Table  2. The rms error  of 
the fit is 0.10K. The resulting c01d start  error  ap- 
proaches  - 0 . 3 5  K for long simulation times. 
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lation (dashed line) 
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As an independent  test of the linear response func- 
tion concept the response of the coupled atmosphere- 
ocean model to increasing CO= was computed for scen- 
arios A and D directly from the input atmospheric CO= 

Table 2. Eigenvalues and amplitudes of the response function for 
the temperature derived from the GFDL "2 x CO2" experiment, 
and the corresponding partial factors Kj 

j ~j [a-l] ~j/~j [Iq K, 

1 1/ 1.2 0.872 0.177 
2 1/23.5 0.973 0.198 

levels using the general linear response relation (2), 
with G ( t - u )  given by the fitted form (19): 

2 t 

ATtin(t) = 2 ~ F(u) Gj ( t -u )  du (28) 
J ~ l  t b 

The resulting response (Figs. 8 and 9) does not re- 
produce the initial retardation of the temperature  rise 
found in the full non-linear coupled atmosphere-ocean 
GCM simulation and in the case of scenario D signifi- 
cantly overestimates the response also for larger times. 
Thus the warming delay must either be attributed to 
the internal variability of the model, as discussed in 
Cubasch et al. (1992), or the equivalent linear response 
function derived from the "2 x CO2" experiment  yields 
an inappropriate description of the response to a grad- 
ual CO= increase - or both factors contribute to the 
deviations. 

It appears probable that at least the second factor is 
important  and that the deviation between the com- 
puted linear and the coupled atmosphere-ocean model  
response is mainly due to a non-linearity in the re- 
sponse of the sudden CO2 doubling experiment from 
which the linear response properties were inferred. 
The amplitude of the "2 x CO2" global temperature  re- 
sponse is indeed larger than the response in the scenar- 
ios A and D during the initial period, for which the 
linear response relation was needed. Thus a non-linear 
distortion is more  likely to arise in the "2 x CO2" ex- 
periment  than in the initial period of the scenarios A 
and D simulations. Physically, the non-linearity can be 
explained by the production of a stable warm mixed 
layer in the high latitude ocean when the warming in 
the " 2 x C O 2 "  experiment is suddenly switched on, 
thereby inhibiting the subsequent penetrat ion of heat 
into the deep ocean (see also Cubasch et al. 1992). 

To circumvent this problem, an independent  esti- 
mate of the cold start error  was computed using an im- 
pulse response function inferred from the response to 
the scenerio A CO= increase. A good approximation to 
the linear response function (rms error  is 0.06 K, see 
Fig. 10) was achieved with just one exponential,  whose 
eigenvalue and amplitude are listed in Table 3. The re- 
sulting cold start error  is plotted in Fig. 7. After  50 
years the error  is -0 .41  K, which is substantially larger 
than the cold start error inferred from the impulse re- 
sponse function that was derived from the 2 x CO2 ex- 
periment.  For  a very long simulation time t the cold 
start error  approaches the asymptotic value of 
- 0.56 K. 

After  correction for this revised cold start error, 
most of the warming delay is seen to be removed 
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Table 3. Eigenvalue and amplitude of the response function for 
the temperature derived from the scenario A experiment, and the 
corresponding factor Kj 

j /zj [a -1] oq/& [K] Kj 

1 1/36.8 2.246 0.243 

(Fig. 10). The corrected curve approximates the best 
estimate of IPCC rather  well. The  remaining differ- 
ences may be due to a genuine difference in the sensi- 
tivities of the ECHAM-1 /LSG and the IPPC models, 
the internal variability of the coupled model  or residu- 
al non-linear errors in the estimation of the response 
function (see Cubasch et al. 1992). 

We applied also the new response function for an 
independent  linear response calculation of the scenario 
D response (Fig. 9). Here  the linear response model  
reproduces the initial warming during the first four de- 
cades reasonably well but  fails, as before,  to reproduce 
the EC HAM- 1 /LSG response for longer times. We 
suspect that this is again due to a non-linear positive 
feedback in the later stages of the scenario A simula- 
tion associated with the inhibition of heat transfer into 
the deep ocean as the climate is warmed. However ,  a 
more  detailed analysis is needed to resolve this ques- 
tion. A good aggrement during the first 40 years nev- 
ertheless gives us some confidence that the cold start 
error  inferred f rom the scenario A simulation (Fig. 7, 
dashed line) was computed correctly for this initial pe- 
riod in which the delay was most pronounced.  

We also determined the impulse response function us- 
ing as definition of the temperature change the instanta- 
neous difference between the scenario A and the control 
simulations (definition 2 of Cubasch et al. 1992). The re- 
sulting parameters (ozJ/Xl =2.60 K, /*1 = 1/36.3 a - l )  are 
very close to those used for our calculations (Table 3). 

A shortcoming of our cold start error  estimation is 
that the new response function is based on only a sin- 
gle scenario A simulation subject to natural initial cli- 
mate variability. To confirm our result it is desirable to 

base the computat ion of the response function on a set 
of several scenario A experiments starting from differ- 
ent initial states. 

In the case of the sea level rise the analysis was 
slightly modified as the internal variability appears to 
be more pronounced relative to the CO2 induced in- 
crease. Thus, the change in the sea level was defined 
relative to the simultaneous sea level change in the 
control simulation (definition 2 of Cubasch et al. 1992) 
rather  than relative to the sea level of the control simu- 
lation during the initial decade. Figure 11 shows the 
sea level rise due to thermal expansion of the ocean 
relative to the control simulation, for the three 
ECHAM-1 /LSG simulations (Cubasch et al. 1992) and 
two IPCC estimates for scenario A (Houghton et al. 
1990). The sea level signal is seen to be retarded even 
more strongly than the temperature  response. 

In contrast to the temperature,  which is a signal 
from the uppermost  ocean level, the sea level height 
represents an integral response of the entire ocean and 
for larger times is mostly determined by the warming 
of the deep ocean. In the "2 x CO2" experiment  the 
deep ocean shows a more effective warming than in the 
scenario A simulation. This is due to the longer impact 
time of the sudden heat flux increase at time t=G in 
the "2 x CO2" experiment compared with the slower 
increase of scenario A. 

A good approximation of the simulated sea level re- 
sponse to a doubling of CO2 (rms error  0.1 cm) can be 
obtained with two exponentials (Fig. 12), 

Rh(O= ~ hJ(1-e-~/) (29) 
j=l ~'y 

with the parameters  and partial factors listed in Table 4. 
The resulting cold start error  is plotted in Fig. 13. 

After  50 years the error  is - 3 . 7  cm (87% of the com- 
puted signal for scenario A) and - 6 . 2  cm (31%) after 
100 years. The cold start error  explains about half of 
the delay of the ECHAM-1 /LSG scenario A simula- 
tion relative to the IPCC estimate. 
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Table 4. Eigenvalues and amplitudes of the response function for 
the sea level rise derived from the "2 x CO2" experiment, and the 
corresponding factors K/ 

j uj [a -~] h//uj [cm] Kj 

1 1/135.1 31.8 0.363 
2 1/ 3.9 1.1 0.102 

Table 5. Eigenvalue and amplitude of the response function for 
the sea level rise derived from the scenario A simulation, and the 
corresponding factor K/ 

j ~ [a ]1 hj/~,j [K] 

1 1/99.0 26.2 0.339 
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Fig. 13. Errors in sea level height due to the cold start for the 
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The parameters and partial factor for the impulse 
response function for the sea level rise computed di- 
rectly from the scenario A simulation are listed in Ta- 
ble 5. One exponential is sufficient to achieve an rms 
error of 0.1 cm (Fig. 14). The response function is very 
similar to the previous response function determined 
from the "2 x CO2" experiment (Fig. 12). 

The resulting cold start error is plotted in Fig. 13. 
For a very long simulation time t the error approaches 
- 8 . 9  cm. After correction for the cold start error, the 
ECHAM-1/LSG sea level response (Fig. 14) ap- 
!proaches the IPCC low estimate (square symbol in 
Fig. 14). Thus, most of the delay can be explained by 
lthe cold start error, but there remain also significant 
differences in the sea level rise due to thermal expan- 
'sion computed using ECHAM-1/LSG, which includes 
the temperature and pressure dependence of the ther- 
mal expansion coefficient, and the box-diffusion-up- 
welling model (a more detailed discussion is given in 
Cubasch et al. 1992). 

Application of the impulse response function deter- 
mined from the scenario A simulation to compute the 
sea level rise for scenario D [in analogy with (28)] 
yields a rather good agreement with the simulation us- 
ing the coupled ECHAM-1/LSG model (Fig. 15). Thus, 
in contrast to the temperature change, it appears that 
the sea level rise can be adequately described by a lin- 
ear model which is valid for all CO2 concentration 
scenarios. 

5 Conclusions 

We have applied a general linear response analysis to 
investigate the cold start problem inherent in all recent 
global warming simulations using coupled atmosphere- 
ocean models. The warming delay found by Cubasch et 
al. (1992) in their scenario simulations with the cou- 
pled model ECHAM-1/LSG can be attributed to a 
large part to the cold start error. It was found that the 
temperature response to a CO2 doubling was too non- 
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(dashed line). The impulse response function is based on scenario A 

linear to be  used for  de te rmina t ion  of  the impulse re- 
sponse  function.  This was the re fo re  der ived f r o m  the 
scenar io  A t ransient  exper iment .  A compar i son  of  the 
theore t ica l  r esponse  for  scenario D,  c o m p u t e d  using 
the new l inear response  funct ion,  with the coup led  
mode l  response  for  scenario D suggests that  even the 
response  funct ion  inferred  f rom the  scenario A simula- 
t ion may  conta in  residual  non-l ineari t ies  for  larger re- 
sponse  times. 

In the case of  the sea level rise due  to the rmal  ex- 
pans ion  of  the oceans,  the cold start e r ror  explains ap- 
p rox imate ly  half  of  the reduc t ion  in the sea level rise of  
the coupled  E C H A M - 1 / L S G  mode l  relat ive to the 
I P C C  box-dif fus ion-upwel l ing m o d e l  predic t ions  for  
scenario A (best est imate).  B o t h  scenario A and the 
" 2 x  CO2" simulat ions yield very  similar impulse  re- 
sponse  functions,  so that  the E C H A M - 1 / L S G  mode l  

appears  to behave  m o r e  linearily with respect  to the 
sea level rise than  to t empera ture .  
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