
Experiments in Fluids 10, 213-223 (1991) 

Expefime s m  ]mds 
�9 Springer-Verlag 1991 

A cross-correlation technique for velocity field extraction 
from particulate visualization 

T. Utami and R. E Blackwelder 

Dept. of Aerospace Engineering, University of Southern Califognia, USA 

T. Ueno 

Ujigawa Hydraulics Laboratory, Kyoto University, Japan 

Abstract. A rapid time series of photographs of the horizontal cross- 
sections of several y+ locations were taken of a turbulent open- 
channel water flow with R e  d = 3,900. A pair of photographic images 
were obtained with a time difference of 1.3 v/u  2 at each y § locations. 
The pictures were digitized into 8 bit data with a spatial resolution 
of 2.5 viscous scales. Instead of identifying discrete particles, a vari- 
able interval spatial correlation technique was used to extract the 
velocity components. With this technique, two-dimensional spatial 
cross-correlations of the illumination intensities were taken between 
a pair of picture images. The correlations were taken over small 
areas and the peak of the correlation coefficients were used to obtain 
the convection velocity yielding the u and w components of velocity. 
Some statistical properties were calculated and are shown to be 
comparable with previous data. Spatial correlations of the velocity 
components revealed some unique characteristics related to the 
structure of turbulence. 

1 Introduction 

Flow visualization has often been the catalyst for new devel- 
opments in fluid dynamics; e.g. von Karman's  theory of the 
vortex street, Prandtl 's mixing length theory, Reynolds' ex- 
periment of transition and more recently various study on 
coherent structure of turbulence etc. The technique of digi- 
tizing pictures and image processing has enhanced flow visu- 
alization methods greatly because this technique can now 
provide quantitative information as well as an encompassing 
view of the flow structures. 

To obtain the two dimensional velocity distribution in a 
plane by image processing methods, several different tech- 
niques have been proposed. One of the most effective meth- 
ods is to obtain the local correlation of two image patterns 
having a short time interval between them. By forming the 
spatial correlation over a small area, the spatial separation 
giving the maximum correlation identifies the local convec- 
tion velocity of the particles. 

This method was first applied by Kinoshita (1967) before 
modern day image processing was introduced. He obtained 
two-dimensional information of velocity vectors on the sur- 
face of a flood flow in a river by the manual operation of a 
stereograph-image plotter. Yano (1983) applied this tech- 

nique to one bit video image data of 256 x 256 pixels and 
obtained the velocity at 64 points. Utami et al. (1990) en- 
hanced this method and applied it to the wall region of a 
turbulent channel flow. They digitized two photographs into 
2,000 x 3,000 pixels each, located individual particles and 
transformed the particle images into similar patterns. The 
displacement of these patterns within a small area was used 
to obtain the velocity ascribed to that area. Thus approxi- 
mately 3,000 velocity vectors were obtained in an area of 
35 cm by 20 cm. 

The use of lasers for illumination has led to the develop- 
ment of pulsed laser velocimetry. In its generic form, this 
technique uses a doubly exposed photographic film of parti- 
cles in a flow field with an illumination source density less 
than unity. Adrian and Yao (1984) introduced an auto-corre- 
lation analysis to extract the velocity field. Small areas of the 
photographs were autocorrelated in a manner originally 
suggested by Kovasznay and Arman (1957). The maximum 
of the correlation is used to identify the local convection 
velocity assigned to the area. The method and other aspects 
of particle image velocimetry have been analyzed by Adrian 
(1988). 

In this paper, the second series of the set of photographs 
described by Utami et al. (1990) was analyzed using the 
pulsed image velocimetry but with the following differences. 
First, two different photographic images are utilized necessi- 
tating the use of cross-correlation instead of auto-correla- 
tions. Secondly a more moderate particle density allowed the 
entire photographs to be digitized and stored. This allowed 
greater flexibility in algorithm development and the image 
intensity field could be displayed and compared with the 
original data. This was especially useful for finding an opti- 
mum averaging area for the correlations. 

The technique assumes that each pixel has several bits of 
resolution so that the digitized image provides a continuous 
field of illumination. Standard correlation methods are used 
to correlate small spatial areas of the illumination field with 
like regions in another image taken at a slight time differ- 
ence. The spatial resolution of the method is determined by 
the size of the correlated area and can be made small. On the 
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Fig. 1. Photograph of particles in the 
channel flow; the sides of the channel are 
inside the six bright reference dots 

other hand, the correlated area must be sufficiently large so 
that  the image of more than one particle is included in it; 
otherwise an ambiguity will result. The method offers an 
experimental  technique capable of obtaining the entire ve- 
locity field of complicated three-dimensional  flow fields as 
discussed by Utami  et al. (1990). 

2 Experimental method 

A rapid time series of photographs  of the horizontal  cross- 
sections at several y+ locations were taken of a turbulent  
open-channel water  flow. The visualization method used 
polystyrene beads with an average diameter  of 0.4 mm and 
a 3 mm thick sheet of white light. A pair  of photographic  
images were obtained with a time difference of 1.3 v/u 2 at 
each y+ locations. Eighteen pairs of photographs  were taken 
from the channel bed to the water surface and the procedure 
was repeated four times in rapid succession to yield four 
series of photographs.  

The details of the experimental  method and some results 
obtained from processing the first five pairs of photographs  
in the first series were described by Utami  et al. (1990) by 
using particle t racking methods.  In the present paper, parti-  
cle image velocimetry method was used to analyze the five 
pairs of the photographs  in the second series. 

An example of original photographs  that  were digitized 
for this analysis is shown in Fig. 1. The photographs  were 
always taken in pairs and the actual  time between photo-  
graphs was obtained from the clock seen at the lower left 
hand corner in Fig. 1. The physical coordinates  of the images 
were calculated using the six reference marks  in the photo-  
graphs which appear  as the six large bright dots in the figure 
external to the channel. The friction velocity u~, obtained 
from separate measurements of the slope of energy head was 

Table 1. Flow conditions in each plane 

y+ 8 21 37 53 68 

y (cm) 0.115 0.31 0.54 0.77 1.00 
U,,/u~ 9.8 14.2 14.8 14.9 15.7 
u'/u~ 2.70 1.93 1.92 1.47 1.64 
w'/u~ 0.98 0.99 1.06 0.95 1.08 
S, 0.27 --0.09 --0.12 -0.09 0.01 
Sw -0.21 -0.06 0.00 0.01 -0.08 
F u 2.72 2.35 2.60 2.62 2.86 
F w 3.72 3.10 3.23 3.31 3.21 
a 5.00 4.00 2.00 1.50 1.50 

0.57 cm/s. The water channel had a width of 40 cm, and the 
water depth was 3.95 cm. The photographs  were taken 7.5 m 
downstream of the entrance to the uniform test section. The 
Reynolds number  based upon the water depth and average 
velocity was 3,900. The coordinate  system was chosen so 
that the x axis was aligned with the mean flow direction, 
y was perpendicular  to the wall and z was in the spanwise 
direction. The respective velocities are denoted by u, v and w. 

The analysis was limited to a 40 cm x 24 cm area which 
was the central part  of the channel in the right half of the 
photographs.  The origin of the coordinates was taken near 
the midpoint  of the picture in the streamwise direction and 
10 cm from the channel wall. The resulting flow parameters  
of each analyzed plane are listed in Table 1. Um is the mean 
velocity in the plane, u' and w' are the turbulence intensities, 
S u and S~ are the skewness factors for u and w, and F u and 
F ~ are the corresponding flatness factors. All the u and w 
velocity da ta  were obtained from the two-dimensional  vec- 
tor da ta  before interpolation. The parameter  a is described 
in the interpolat ion section. 
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Fig. 2. a The illumination intensity from a region with relatively high particle concentrations; the figure on the right was taken at time At 
after the one on the left; b the illumination intensity from a region with relatively low particle concentrations; the figure on the right was 
taken at time At after the one on the left 

3 Image Processing 

3.1 Digitization 

The photographs  were digitized into 8-bit digital da ta  by an 
Optronics  C-4100 HS drum scanner in the Signal and Image 
Processing Insti tute of the University of Southern Califor- 
nia. The digitizing resolution was 0.1 mm from the photo-  
graphs which corresponded to an actual  physical  size of 

0.37 mm (2.5 v/uJ. Figure 2a  are plots of the i l luminat ion 
intensity from a pair  of photographs  separated by a time At 
taken from an area with a high density of tracer particles. 
Figure 2 b is taken from the same photographs  but  in an area 
with a lower density of particles. The heavier lines indicate 
the mean value of the light intensity of the corresponding 
areas. The lighter solid lines are the regions where the light 
intensity exceeded the mean value and identify the locat ion 
of the particles. The interval between the contour  lines repre- 
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Fig. 3 a-d .  Isocorrelation contours for 
four different pattern areas of sizes 
a I l x l l ,  b 15x15, e 21x21 and 
d 27 x 27 pixels; The shaded areas 
have correlation coefficients greater 
than 0.5 

sents one rms of the l ight intensity over  the area. The  dashed  

lines indicate  those regions where the intensi ty was be low 

the m e a n  value. Careful  examina t i on  of  the figure indicate  

that  the high intensi ty regions are much  more  s t rongly 

peaked  than  the areas of low intensi ty;  i.e. the intensi ty 

signal is s t rongly skewed positively. E x a m i n a t i o n  of the pairs 

shows that  each of  the part icles have  m o v e d  a dis tance cor-  

responding  roughly  to the mean  velocity.  

3.2 Reference coordinates 

Six reference marks  on the exter ior  of the channel  were 

i l luminated  separate ly  and recorded  in the pho tographs .  

Thei r  coord ina tes  were measured  precisely beforehand  and 

used to ob ta in  the physical  coord ina tes  of  each pixel. The  

digital  image of  the reference marks  was no t  always an exact  

circle but  had  slight imperfect ions  due to the non-un i fo rmi ty  
of the gra in  s t ructure  in the pho tographs .  Thus  the centers 

of  their  images  were ob ta ined  by a two-d imens iona l  fit to a 

Gauss ian  function.  
A two-d imens iona l  Gauss ian  d is t r ibut ion  over  21 x 21 

pixels wi th  the s tandard  devia t ion  near ly  equa l  to the radius 

of  the image of  the reference marks  was cor re la ted  with  the 

digit ized intensi ty d is t r ibut ion  with  the eight bit pixel pat-  

tern of  the reference marks.  The  app rox ima te  center  of  the 

reference marks  were de te rmined  as the m a x i m u m  poin t  of  

the cor re la t ion  coefficients. A m o r e  exact  center  of the refer- 

ence marks  was ob ta ined  by apply ing  an in te rpo la t ion  

scheme. The  cor re la t ion  coefficients near  the m a x i m u m  were 

fit wi th  a two-d imens iona l  second order  least squares.  The  

resul t ing curve was examined  to find its m a x i m u m  which 

effectively in te rpola ted  be tween  the pixel locat ions.  The  re- 

sult ing center  for the reference m a r k  was found to wi thin  one 

tenth of  a pixel spacing with  an e r ror  of  0.05 pixel spacings. 

3.3 Variable interval spatial correlation analysis 

Ins tead  of  identifying discrete part icles and t racking  them 

f rom one  p h o t o g r a p h  to the next, two-d imens iona l  correla-  
t ions of  small  areas were used to de termine  the veloci ty 

componen t s  at each locat ion.  First,  a small  pa t te rn  area, 

typical ly 21 x 21 pixels, centered abou t  xl and z i was chosen 
in the first pho tograph .  The  two-d imens iona l  cross-correla-  

t ion of the intensi ty pa t te rn  was then ob ta ined ;  i.e. 

Rzt(xi,  zj; Ax, Az, At)= I (x i, zj, t) I (xi + Ax , zj + Az, At) 
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was computed where I (x, z, t) and I (x, z, A t) are the illumi- 
nation intensity patterns from the two photographs, x~ and 
zj denote the location of the (i, j)  pixel. The image in the 
second photograph was taken at a time At later than the 
first. The correlation was obtained for a range of spatial 
separations, Ax and Az, that would include the largest possi- 
ble excursion due to the velocity components. Since the time 
between photographs was small, At = 1.3 v/u 2, the intensity 
pattern did not change appreciably as seen in Fig. 2 and the 
maximum correlation coefficients were typically 0.7 and 
greater. 

The location of the maximum correlation value, Axma X 
and Az . . . .  were used to determine the velocity of the pat- 
tern. Since the correlations could be computed only at in- 
teger values of the pixel distance, the location of the correla- 
tion maximum, Axma X and Az . . . .  were found using 
second-order two-dimensional least squares fit near the peak 
in the correlation. This method allowed interpolation be- 
tween the pixel values and improved the velocity resolution. 
The velocity components at the point (x~, z j) were then tak- 
en to be u = AXmax/At and w=AzmaJAt .  The velocity com- 
puted in this manner is actually the convection velocity of 
the intensity pattern of the particles, but the time step is so 
small that it can be taken as the field velocity at the center 
of the pattern. 

The initial size of the correlated area (i.e. the limits placed 
upon Ax and Az) is a variable that must be determined. The 
best size for this pattern area is dictated by the size and 
concentration density of the particles. The results for four 
different sizes of the initial pattern are seen in Fig. 3 where 
the contour levels of the computed cross-correlation are 
plotted. Each particle generated an image that was typically 
5 - 7  pixels wide. Hence when the pattern area was of the 
same order as the image of individual particles, any single 
particle was well correlated with all other particles. In this 
case, the peaks in the correlation corresponded to not only 
the correlation between the two images of the same particle, 
but also to the correlation between the original particle at 
time t = 0  and any other particle in the image at At later. 
Because the particles reflected different amounts of light in 
the two images, the maximum correlation would often be the 
result of the correlation between two different particles thus 
yielding an incorrect velocity. This is seen in Fig. 3 a where 
an initial pattern size of 11 x 11 was used. Several local peaks 
are seen in the correlation and the maximum in the lower left 
hand corner yields an absurd velocity. The reason is that in 
this case, the 11 x 11 pattern correlates only discrete particles 
and not groups of particles. 

For pattern areas of 15 x 15 pixels and greater, the max- 
imum correlation is seen to be at almost the same values of 
Ax and Az. For larger areas such that several particles are 
included in the pattern, the numerous points of high correla- 
tion disappear as seen in Fig. 3 b - d .  For the present condi- 
tions, a pattern area of 21 x 21 pixels was used because there 
was typically only one strong local peak in the correlation 
function. Although larger areas could have been used also, 

they provide a larger averaging area and thus reduce the 
spatial resolution of the technique. The dependence of the 
results upon the average number of particles per averaging 
area has been quantified by Adrian (1988) into a nondimen- 
sional parameter N~. For the 21 • 21 area, N~=4.0. 

After computing the velocity at the point x~ and z j, i and 
j were incremented and the velocity components at the new 
point were computed. In this investigation, i and j were 
incremented in steps of 5 to reduce the time required for the 
calculations. It is noted in Fig. 3 that the maximum correla- 
tion is located to the left of the origin indicating a negative 
mean velocity. This is due to the fact that the second pho- 
tograph was shifted in the x direction by an amount Ur, " At 
where U,, is the estimated mean velocity. This placed the 
most probable location of the correlation peak at the origin 
and improved the computational efficiency. 

3.4 Refraction correction 

The coordinates of the tracer images are shifted from the 
physical coordinates by refraction at the water surface. In 
the present case, the camera was 2.19 m above the channel 
bed and the refractive shift amounted to 4 mm in the extreme 
case. Thus the coordinates of both end points of the vectors 
were corrected so that the effect of the refraction at the water 
surface was removed by using the law of geometrical optics. 

3.5 Spatial resolution 

With any new method, the spatial resolution is an important 
parameter. The resolution in Ax and Az is dictated by the 
pixel size and the techniqe. The distance between pixels was 
2.5 v/u~ as determined by the digitizing interval. However 
Browand and Plocher (1985) have shown that the interpola- 
tion of the peak of the correlations between pixels provided 
a resolution of approximately 0.1 v/u~. The light sheet was 
20 v/u 2 thick which provides a large Ay resolution. This is 
unacceptable for obtaining good data near the wall and 
could be improved upon considerably by using a laser light 
sheet. The details of the new method should be independent 
of this resolution. To expedite the development of the new 
technique, an existing set of data were utilized with the large 
Ay resolution. 

3.6 Other corrections 

In some regions of the photographs, there was a lower con- 
centration of particles than in others. The intensity pattern 
in these areas was quite noisy and it produced relatively low 
correlation values, i.e. typically of the order of 0.3. In these 
regions, the maximum correlation was often due to random 
light intensity and was not indicative of the convection ve- 
locity at that point. Thus an incorrect velocity was obtained 
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Fig. 4 a and b. Iso-contours of the maximum correlations; a on the left and b on the right correspond to the data in Figs. 2 a and b respectively; 
the interval between the contours is 0.1; note that the valid vectors correspond to regions with correlations greater than 0.5 

by the above analysis. These questionable vectors were re- 
moved by comparison with the local mean velocity. The 
local mean was calculated at a point by averaging the veloc- 
ity vectors over a 50 • 50 pixel area using only those data 
that had correlation coefficients greater than 0.7. If the 
streamwise velocity computed at the point differed from its 
local mean value by more than 30%, it was excluded from 
all further analysis. Likewise if the ratio of the two velocity 
components, w/u, exceeded 0.25, the velocities at that point 
were excluded. 

Figure 4 shows the contours of the computed maximum 
cross-correlation coefficients for the same areas shown in 
Fig. 2. The interval between the contour lines is 0.1. The 
resulting velocity vectors from the above analysis are shown 
by line segments emanating from each (xi, zj) location. The 
questionable vectors that were removed are represented by 
null vectors. Note that in the regions having null velocity 
vectors, the correlation is low; i.e. typically less than 0.7 and 
almost always less than 0.5. Comparing Fig. 4 a with Fig. 2 a, 
it is seen that valid velocity vectors were obtained almost 
everywhere. However in Fig. 4b  many velocity vectors are 
null vectors. Comparing this result with Fig. 2 b it is readily 
apparent that the regions of null vectors correspond to re- 
gions of low particle densities. In addition, Fig. 4 indicates 
that the regions of the null vectors do indeed correspond to 
the areas of low correlation. 

The rms fluctuation value of the light intensity field can 
also be computed in several different ways. First this quanti- 
ty can be calculated over the entire field which yields the 
usual rms value. However a local value can also be comput- 
ed to indicate how much the signal in the neighborhood of 

a point is fluctuating. Figure 5 shows the contours of the rms 
values computed over a 21 • 21 pixel area corresponding to 
Fig. 2 respectively. Each contour level is 2% of the maxi- 
mum illumination intensity and the heavy lines represent 
8% and 16% of the maximum intensity. All of the areas 
having fluctuations less than 8% are shaded. It is easily seen 
by comparison with Fig. 2 that regions devoid of particles 
have the smallest intensity fluctuations. By comparing 
Figs. 2, 4 and 5, it is clear that the more tracers present in a 
local region, the larger the rms value of the light intensity 
and the greater the correlation coefficient. In regions of low 
rms values, a larger pattern area could have reduced the 
number of null vectors. However a constant pattern area of 
21 • 21 pixels was used for simplicity. 

The velocity vectors computed in the above manner at 
y+ =21 are shown in Fig. 6. In order to include the entire 
field in the figure, only every fifth vector along the x coordi- 
nate is plotted. The questionable velocity vectors are repre- 
sented by the null vectors. More detailed information can be 
gleaned from Fig. 4 which can be compared with Fig. 6 since 
their coordinates are the same. By comparing Fig. 6 with 
Fig. 4 it is apparent from the previous discussion that the 
regions with null vectors are the regions with a low concen- 
tration of particles. The location of the null vectors could 
also have been determined by examination of the maximum 
correlation coefficients over the field. From the previous 
results in Fig. 4 it is apparent that the questionable velocities 
almost always corresponded with regions having a maxi- 
mum correlation less than 0.5. To compare this observation 
with the resulting vectors in Fig. 6, the contours of the max- 
imum correlation coefficients were plotted (not shown). De- 
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Fig. 5. Contours of the rms light intensity fluctuations corresponding to Fig. 2 

Fig. 6. The computed velocity vectors for the flow field with the 
questionable velocities represented by null vectors 

Fig. 7. Full velocity vector field with the null velocities replaced by 
the interpolated velocity vectors 

pending upon the y+ location, these results found that the 
maximum correlation coefficients were larger than 0.6 over 
approximately 90% of the plane. In addition, the null vec- 
tors did indeed correspond with those regions having corre- 
lation coefficients less than 0.4. 

3.7 Interpolation 

For convenience in the following analyses, the calculated 
values of u and w were transformed onto a regular grid with 

grid intervals of 2.5 mm (17 viscous length scales). The meth- 
od used is described by Utami et al. (1990). It utilized an 
elliptical interpolation scheme following the characteristics 
of Ruu and Rww correlations in the wall region which have 
aspect ratios, a, given in Table 1. The velocity vectors in the 
y+ =21 cross-section obtained by the interpolation scheme 
are shown in Fig. 7. The null vectors have now been replaced 
by the weighted average value of the vectors obtained from 
an elliptical area. Since only every fifth vector along the 
x axis is plotted, Figs. 5 and 7 provide non-repetitious but 
complimentary information since different values of the in- 
dex i are plotted. 
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Fig. 8. a Iso-velocity contours of the streamwise velocity, u; the shading keys are found at the top of the figure; b iso-velocity contours of 
the spanwise velocity, w; the shading keys are found at the top of the figure 
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With a continuous velocity field obtained from the inter- 
polation scheme, the iso-contours of the u and w compo- 
nents of the velocity vectors can be computed and are shown 
in Fig. 8. To identify the low speed streaks, the low speed 
part of u component are shaded in Fig. 8 a. It is noticeable 
that the u component has elongated structures while the 
w component does not have such a characteristic as has been 
reported by previous authors. However the aspect ratio is 
not as large as has been reported by Moin and Kim (1982). 
This is due to the fact that the data in Fig. 8 was taken at 
y+ = 21, i.e. in a region where the streaks are not as predom- 
inant as they are closer to the wall. The small aspect ratio of 
the streaks in Fig. 8 a is probably also due to the relative 
large area over which the present data were averaged. In that 
regard the present results are similar to the earlier numerical 
work at NASA Ames in which the grid spacing were rather 
coarse, e.g. Kim and Moin (1980). The w velocity component 
in Fig. 8 b has no elongated structure in agreement with the 
previous results of Moin and Kim (1982) and others. 

4 S t a t i s t i c a l  c h a r a c t e r i s t i c s  

4.1 Average velocity 

The average velocity in each plane calculated from the pres- 
ent data was compared with the oil channel data of Eckel- 
mann (1974) and Kreplin (1976) and the open-channel data 
of Nezu (1977) in Fig. 9. The present data agrees well with 
the previous authors and follows the logarithmic law with 
x=0.4  and C=5.5 shown in the figure. 

4.2 Intensity of turbulence 

The rms values of turbulence were calculated by two meth- 
ods; namely the rms of the velocity components was ob- 
tained before interpolation and also afterward. These values 

are presented in Fig. 10 and are compared with Eckelmann's 
(1970), Kreplin's (1976) and Nezu's (1977) data. The present 
data agree slightly better with Eckelmann's (1970) and 
Kreplin's (1976) data. Note that the interpolated data will 
always yield a smaller value of the rms value as seen. The 
difference between the two methods of calculating the rms is 
smaller than the results obtained by using the particle track- 
ing method; see Utami et al. (1990). In their case the raw 
velocity vectors were computed by individually tracking 
particles from one photograph to the next. The main reason 
for the improved results here is that for the present data, 
approximately 27,000 vector data were interpolated into 
roughly 15,600 grid point data and hence the smoothing 
effect was less. This is an important advantage of the present 
method. 

4.3 Two-dimensional spatial correlations 

Spatial correlation coefficients of u and w with two-dimen- 
sional spatial separations, Ruu(Ax , dz), and Rww(dx, Az), 
were calculated from the interpolated data. The correlations 
at y+ = 21 and 68 are shown in Fig. 11. The heavy solid line 
denotes the zero correlation locus, the lighter solid lines are 
positive and the dashed lines are negative correlation. The 
interval between the isocorrelation contours is 0.1. The con- 
tours of the Ru, correlation are highly elliptic as Grant 
(1958), Compte-Bellot (1963) and Moin and Kim (1982) have 
pointed out. The aspect ratio of the 0.5 correlation contour 
is 3.9 at y+ =21 and 2.8 at y+ =68. On the other hand, the 
contours of the Rww correlation coefficient are circular, par- 
ticularly in the cross-section far from the wall. The aspect 
ratio of the 0.5 contour line is 1.5 at y+ =21 and 1.1 at 
y+ =68. 

A more interesting correlation is the cross-correlation, 
R,~(Ax, Az), found in Fig. 12. The interval between the iso- 
correlation contours is 0.05. In general, most all spatial cor- 
relations have some degree of symmetry about the two axes. 
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Fig. 11. The R,, (on the left) and R,,w (on the right) spatial correlations at y* =21 (above) and 68 (below) 

Fig. 12. The cross-correlation R,w at y+ =21 (above) and 68 (below) 

In Fig. 12, one can see that the correlation is anti-symmetri- 
cal about the x axis. However the Ruw correlation does not 
display any symmetry in the streamwise direction which 
indicates a unique relationship between these two velocity 
components. At y+ = 21, the correlation suggests that when- 
ever the u velocity component of the fluid at Ax=O is posi- 
tive, the fluid downstream, i.e. 0<Ax  + <250, is spreading 
outward in the spanwise direction. Likewise whenever u 
component is negative at a point, Ax=O, the fluid down- 
stream has spanwise velocities pointing toward the center- 
line. At the higher elevation, the R,w correlation has become 
more antisymmetric about both axis and has two distinct 
positive and negative regions. This shape is similar to the 
cloverleaf shape of the correlation between the intermittency 
function and the spanwise velocity found by Blackwelder 
and Kovasznay (1972) in the outer portion of a turbulent 
boundary layer. This type of a correlation pattern could be 
due to the low speed fluid rising from the wall region. As it 
passes through the y+ = 68 level, the relatively higher speed 
fluid surrounding it must pass around it as well as mixing 
with it. As the surrounding fluid passes, the spanwise veloc- 
ity must be diverging upstream and converging downstream 
yielding the pattern seen in Fig. 12. 

5 Conclusions 

The results show that the new variable interval spatial corre- 
lation technique can be used to obtain the velocity field from 
small tracers used in flow visualization. Although only the 

u and w velocity components were obtained in the present 
results, there is no reason that the method can not be extend- 
ed to include the v component as shown by Utami et al. 
(1990). 

The present results were produced from visualization 
data originally obtained for particle tracking and were thus 
not optimized for the new technique. The method could be 
improved by the optimization of several experimental 
parameters. The size of the particles could be reduced slight- 
ly and their concentration increased. Also a narrower sheet 
of light such as a laser sheet could be used. Both of these 
suggestions would improve the spatial resolution of the 
method. The mere fact that the present results could be 
obtained illustrates on of the advantages of the method; i.e. 
that it can be adapted to a large variety of experimental 
parameters by changing the variables such as the pattern size 
and the area interval over which the correlations are calcu- 
lated. 

The method is also rather flexible in terms of calculating 
the validity of the deduced velocity vectors. For example, 
only the magnitude of the calculated correlations were used 
in the present results to ascertain the accuracy of the vectors. 
However Figs. 2, 4 and 5 indicate that different algorithms 
could be developed and used that would utilize other 
parameters such as the relative density of the particles, the 
rms of the illumination intensity, etc. in order to determine 
regions where high uncertainty exists in the calculated veloc- 
ity vectors. 

The method was used to calculate the two-dimensional 
spatial correlations found in Figs. 11 and 12. The cross-cor- 
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relation, Ruw, had a very characterist ic shape associated with 
the eddy structure near the wall. It  indicated that  when u was 
less than its mean (such as in a low speed streak), the span- 
wise velocity downst ream was converging towards  the line of 
symmetry. Likewise when the streamwise velocity was 
greater than its mean, the downst ream pat tern  for the span- 
wise velocity was one of divergence. 
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