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NOTE' 

THE GATEKEEPER, PAIR-DEPENDENCY AND STRUCTURAL 
CENTRALITY * 

LINTON C. FREEMAN 

School of  Social Sciences, University of  California, Irvine, CA 92717, U.S.A. 

This is a note to introduce a new measure of  a kind of  structural cen- 
trality called pair-dependency. Pair-dependency explicates the central- 
ity-related notion of  the gatekeeper. Moreover, it turns out to be a fun- 
damental structural property of  communication networks that provides 
the basis for the derivation of  two standard measures of  structural cen- 
trality. 

The Concept of Centrality and its Measurement 

The concept of  centrality as applied to human comnmnication net- 
works was introduced by Bavelas (1948). He reasoned that when a per- 
son was located between others in a network, he or she had the poten- 
tial for control of  their communication and was, therefore, somehow 
central. But when he went on to specify a measure of  centrality, 
Bavelas (1950) lost sight of  this intuition. Instead he borrowed from 
graph theory and based his measure on the communication distances 
between persons; a person who was close to others was central. It 
turned out,  as Bavelas' student, Leavitt ( I951) pointed out, that the 
closeness-based Bavelas measure was an index, not of  the control poten- 
tial of  a point, but rather of  its independence of  such control. 

In any case, discussions of  the intuitive concept, of  centrality and of 
alternative procedures for its measurement have been maintained over 
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a 30 year period. This whole history was reviewed in a recent paper by 
Freeman (1979). It is relevant here only to note that the original 
Bavelas' intuition was not embodied in a formally defined measure 
until 1971 when Anthonisse (1971) created an index of what he called 
"rush."  His measure, however, was not published and essentially the 
same index of  centrality was derived independently by Freeman 
(1977). 

The Anthonisse--Freeman measure is a property of  points in a net- 
work. It may be calculated for any point in a symmetrical communica- 
tion network. It is an index of  the degree to which each point falls on 
the shortest paths (geodesics) between all reachable pairs of  others and 
thus can facilitate, inhibit or distort their communication. Thus, it is a 
measure of  betweenness that embodies the original Bavelas intuition. 

Even before Bavelas wrote about centrality, his teacher, Lewin 
(1947), had proposed a related -- but more limited - idea. Lewin sug- 
gested that a gatekeeper in a communication network was a person in a 
position to control " the travelling of  a news item through certain com- 
munication channels in a group" (emphasis added). 

On the face of  it, this sounds very much like the idea introduced by 
Bavelas. If not identical, these are at least very similar ideas. One might 
suspect that Bavelas was simply repeating his teacher's insight and 
calling it centrality instead of  gatekeeping. There is, however, one 
important  difference between the two conceptions. While Lewin and 
subsequent users of  the gatekeeper concept stress the idea of  control of  
certain channels of  communication, Bavelas, and others who refer to 
centrality, emphasize the potential of  points for control of  communica- 
tion over the total network. 

Rogers and Agarwala-Rogers (1976, p. 133), for example, character- 
ized a gatekeeper as "an individual who is located in a communication 
structure so as to control messages f lowing through a communication 
channel" (emphasis added). They went on to give an illustration (1976, 
p. 134): " I f  you have ever tried to get a rush memo to your  boss, and 
his secretary told you he was 'in conference, '  you know what a gate- 
keeper is." The reference to a communication channel in both of  these 
statements suggests that a gatekeeper is not conceived as being in a gen- 
eral sort of  position of  control like a position high in centrality based 
on betweenness. Instead he or she is the keeper of  the gate controlling 
communication to and from a particular other  person vis-a-vis the rest 
of  the network! 

Bavelas (1948) gave an illustration of  an Italian-American work 
group containing only one English speaking worker and a boss who 
spoke only English. Since she was the only translator in a two-way corn- 
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munication process, Bavelas reasoned that the bilingual worker was in a 
special position (gatekeeper) in terms of  her ability to control the 
others in the group [1]. 

Thus, to construct an index that embodies the gatekeeper idea we 
need to look at the degree to which a given point must depend upon a 
specific other (the gatekeeper) to get information to and from still 
other points. This may be done by measuring the pair-dependency 
exhibited by dyads in a network. 

The proposed measure of  pair-dependency is an index of  the degree 
to which a particular point must depend upon a specific other -- as a 
relayer of messages - in communicating with all others in the network. 
It may be calculated for any pair of  points in a network. It is itself an 
important  property of  point pairs, but it also provides a measure from 
which two of  the three established kinds of  indexes of  global point 
centrality may be derived as functions. 

Measuring Pair-Dependency 

Consider a graph representing the symmetrical relation, "communi- 
cates wi th"  for a set of  people. When a pair of  points is linked by an 
edge so that they can communicate directly without intermediaries, 
they are said to be adjacent. A set of  edges linking two or more points 
(Pi, Pj, Pk) such that Pi is adjacent to p~ and p / i s  adjacent to Pk consti- 
tute a path from Pi to Pk. The shortest path linking a pair of  points is 
called a geodesic. There can, of  course, be more than one geodesic 
linking any pair of  points. 

Now let gik = the number of  geodesics linking a pair of  points, Pi 
and Pk, and gik(P/) = the number of  such geodesics that contain point 
p /as  an intermediary between p; and Pk, then: 

big(p/) _ gik(Pj) 
gik 

Thus, big (P/) is the proportion of  geodesics linking Pi and Pk that con- 
tain p/; it is an index of  the degree to which Pi and Pk need Pi in order 
to communicate along the shortest path linking them together. Since it 
is a proportion, 0 ~< bik(P/)~< 1. Moreover, when big(Pi) = l, pj is 
strictly between p; and Pk; they cannot communicate along the geo- 
desic or geodesics linking them without  its support in relaying messages. 
In such a situation the communication between p,. and Pk is completely 
at the whim of  p/; he can distort or falsify any information passing 
through him. 
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Now we can define pair-dependency as the degree to which a point, 
Pi, must depend upon another, Pi, to relay its messages along geodesics 
to and from all other reachable points in the network. Thus, for a net- 
work containing n points, 

n 

dij = ~ bik(p/)(i  4= j -r k)  
k = l  

is the pair-dependency of  Pi on Pi. 
We can calculate the pair-dependencies of  each point on every other 

point in the network and arrange the results in a matrix, 

D = [ d i / ]  

Each entry in D is an index of  the degree to which the point designated 
b~; the row of  the matrix must depend on the point designated by the 
column to relay messages to and from others. Thus D captures the im- 
portance of  each point as a gatekeeper with respect to each other point 
- facilitating or perhaps inhibiting its communication. 

Whenever any person is in a position to be a gatekeeper for commu-. 
nications, others must depend on that person. A gatekeeper position, 
however, may be either rather wide or quite narrow in its impact. A 
given position may be minimal in its overall impact on a total network 
of  communications, but have great importance to, say, one of  its close 
neighbors. Consider, for example, the network shown in Fig. 1. As 
Table 1 shows, point b exhibits relatively little betweenness based on 
its overall centrality. Its sum is 10, and compared with point d - whose 
sum is 18 - the overall centrality of  b is relatively low. From the view 
of  point a, however, b is dominant,  a needs b to reach all 5 other points 
while it needs c only for 4. Point a then is locally dependent upon b. 

Obviously, such local pair effects are of  great potential importance 
to the points affected. In large networks, where individuals may be at 
considerable distance from one another, global patterns may be sub- 
merged and pair effects may be the main factors determining infor- 
mation flows. Moreover, it is reasonable to suspect that the importance 
of  pair-dependency may be increased when a person in a position of  
authority or power - as in the cases described above - must depend 
upon a person in a position of  considerably less power or authori ty as 

I - ( ~  �9 �9 

a b c e f g 

Fig. 1. A seven position chain network. 
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Local  d e p e n d e n c i e s  for the  cha in  s h o w n  in Fig. 1. 
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a b c d e f g 
a 0 5 4 3 2 1 0 

b 0 0 4 3 2 1 0 
c 0 1 0 3 2 1 0 

d 0 1 2 0 2 1 0 

e 0 1 2 3 0 1 0 

f 0 1 2 3 4 0 0 
g 0 1 2 3 4 5 0 
Z 0 10 16 18 16 10 0 

his or her sole channel of  communication to a large set of  others. In 
such cases the high status person virtually abdicates his or her advan- 
tage. 

Local Dependency and Standard Centrality Measures 

In addition to its importance as a concept in its own right, pair- 
dependency provides a basis for clarifying two standard measures of  
centrality. The measure based on betweenness, Cu(Pi),and that based 
on closeness, Cc(Pi) -1, are both functions o f  D. Thus, D embodies 
both betweenness and closeness - it reflects both the degree to which 
others must depend on a given point and that to which it must depend 
on others. 

The betweenness index was defined by Freeman (1977) as: 

?l n 

CB(pj) = bik(pj)  
i < k  

If we sum down the columns of  D, we get: 

n 

t = l  i = 1  k = l  

n n 

= 2 G G bik(pp 
i < ~ k  

= 2CB(Pi) 

since, in an irreflexive symmetrical matrix, the sum of  the entire ma- 
trix is twice the sum of  the upper triangle. Or, put another way, the 
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sum of  ordered pairs, 

i = l  k = l  

is twice the sum of  unordered pairs, 

n /-i 

i < k 

The closeness based measure of  centrality was defined by Sabidussi 
(1966) as: 

Cc(Pi) -1 = ~ d(Pi, Pk) 
k = l  

where d(pi, Pk) = the number of  edges in the geodesic linking Pi and Pk. 
Consider a pair of  points, Pi and Pk, that are connected by a single 

geodesic of length d. Such a geodesic must pass through d - 1 interme- 
diate points or, put another way, d - 1 points stand between Pi and Pk. 

The situation is somewhat more complicated if two or more geo-. 
desics connect Pi and Pk. In this case intermediate points take fractional 
values of  betweenness according to the proportion of  geodesics linking 
Pi and Pk upon which they fall. 

Recall that gik = the number of geodesics linking Pi and Pk, and 
gik(P/) = the number of  such geodesics that contain point Pi. If we con- 
sider the set of geodesics linking Pi and Pk and sum for all points that 
are intermediate on any of  the geodesics, p/, we get: 

?I 

gik(P/) = the total number o f  points falling on all geodesics 
j = 1 linking P i  and Pk. 

Then if  we divide by the number of  such geodesics, we get; 

n 

G gik(Pj)  
j = l  

gik 

n 

_ ~ gik(pj) 
j = 1 gik 

n 

= ~ b,-~(p i) 
j = l  

which is simply the number of  points falling on any one of  the geo.- 
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desics linking p; with Pk. Such a geodesic, of  course, must by definition 
have a length of  one greater than the number  of  intermediate points it 
contains. Thus, 

• 
b i k ( P i )  = d ( P i ,  P k )  - 1 

j = l  

Then if we sum for all the geodesics linking Pi with all other  points, P k ,  

in a connected graph we get: 

b i k ( P / )  = d ( p i ,  P k  - 1 
k = l j = l  

and since i v~ k, the sum: 

/ ' l  

~ l = n - 1  
k = l  

and: 

k = l j = l  

But since: 

b i k ( P / )  = d ( p i ,  P / )  - (n  - 1) 
1 

k = l j = l  j = l  

according to the definition above, then: 

di /  = C c ( P i )  -1 - (n  - 1),  
/ = 1  

and the closeness based measure of  centrality of  a point, C c ( p i )  -1, is 
a function of  the row sums of  D. 

From this perspective it is apparent that both  the betweenness and 
closeness based measures o f  point centrality are determined by the 
same structural elements of  a communication network. Both are func- 
tions o f  pair-dependency. While the betweenness based measure 
depends upon a point 's potential for control o f  communications,  the 
closeness based measure depends on its independence of  such potential 
control by others. 



592 

Acknowledgemen t  

This report  grew out  o f  a c o m p u t e r  conference  on social ne tworks  

suppor ted  by  the National  Science F o u n d a t i o n  under  Grant  No. 

DS177.16578.  Any  opinions,  findings and conclusions or r ecommenda-  

t ions expressed in this publ icat ion are those o f  the au thor  and do no t  
necessarily reflect tile views of  the National  Science Founda t ion .  

The au thor  is grateful to Paul W. Holland,  Peter and Trudy  Johnson-  

Lenz and Brian Foster  for their helpful  c o m m e n t s  on an earlier draft  o f  

this paper.  

Note  

1 Similar statements and illustrations have been given by Freeman et al. (1963), 
Deutscher (1967) and Allen (1969). Moreover, the same sort of reasoning seems 
to be embodied in the idea of the liaison (Jacobson and Seashore, 1951) and that 
of the cosmopolite (Rogers and Agarwala-Rogers, 1976, pp. 139-140). 
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