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Abstract. A method has been developed to qnantitate 
regional cerebral blood blow (rCBF) using iodine-123- 
labelled N-isopropyl-p-iodoamphetamine (IMP). This 
technique requires only two single-photon emission to- 
mography (SPET) scans and one blood sample. Based 
on a two-compartment model, radioactivity concentra- 
tions in the brain for each scan time (early: te; delayed: 

f t e 

td) are described as: C t ( t e ) = f .  C a ( t e ) ® e  V~ and 

f t d 

C t ( t a ) = f ' C a ( t d ) @  e v~ , respectively, where @ de- 
notes the convolution integral; Ca(t ) , the arterial input 
function; f, rCBF; and V d, the regional distribution vol- 
ume of IMR Calculation of the ratio of the above two 
equations and a "table look-up" procedure yield a unique 
pair of rCBF and V d for each region of interest (ROI). A 
standard input function has been generated by combin- 
ing the input functions from 12 independent studies prior 
to this work to avoid frequent arterial blood sampling, 
and one blood sample is taken at 10 rain following IMP 
administration for calibration of the standard arterial in- 
put function. This calibration time was determined such 
that the integration of the first 40 min of the calibrated, 
combined input function agreed best with those from 12 
individual input functions (the difference was 5.3% on 
average). This method was applied to eight subjects (two 
normals and six patients with cerebral infarction), and 
yielded rCBF values which agreed well with those ob- 
tained by a positron emission tomography H2150 autora- 
diography method. This method was also found to pro- 
vide rCBF values that were consistent with those ob- 
tained by the non-linear least squares fitting technique 
and those obtained by conventional microsphere model 
analysis. The optimum SPET scan times were found to 
be 40 and 180 min for the early and delayed scans, re- 
spectively. These scan times allow the use of a conven- 
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tional rotating gamma camera for clinical purposes. V~ 
values ranged between 10 and 40 mug depending on the 
pathological condition, thereby suggesting the impor- 
tance of measuring V d for each ROI. In conclusion, opti- 
mization of the blood sampling time and the scanning 
time enabled quantitative measurement of rCBF with 
two SPET scans and one blood sample. 

Key words: Iodine-123 labelled N-isopropyl-p-iodoam- 
phetamine - Regional cerebral blood flow - Single-pho- 
ton emission tomography 
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Introduction 

Iodine- 123-labelled N-isopropyl-p-iodoamphetamine (IMP) 
is used for mapping brain perfusion with single-photon 
emission tomography (SPET) [1-3]. Because of its rela- 
tively high first-pass extraction fraction and high affinity 
in the brain, the early picture following the intravenous 
administration of IMP reflects the distribution of region- 
al cerebral blood flow (rCBF), and with arterial blood 
sampling absolute quantification of the rCBF value is 
possible. However, the early picture following IMP ad- 
ministration requires rapid completion of a SPET scan, 
although the accuracy of this data acquisition is some- 
times limited, particularly when using a conventional ro- 
tating gamma camera. As has been demonstrated by pre- 
vious investigators [4-10], IMP has significant clearance 
from the brain, and the regional IMP concentration in 
the brain changes when initiation of the SPET scan is 
delayed [4-10]. The clearance of IMP causes a system- 
atic underestimation of the global CBF values and re- 
duction in contrast between high rCBF and low rCBF re- 
gions [8]. 

In order to correct for the clearance of IMP from the 
brain, a two-compartment model has been recommended 
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by various authors [6, 9, 11] for describing the IMP ki- 
netics. In these studies, two functional parameters of 
rCBF and the regional distribution volume of IMP (Va) 
were calculated for each regional segment using non-lin- 
ear least squares fitting. This technique, however, re- 
quired too laborious procedures, including sequential da- 
ta acquisition by a dynamic SPET scan following the 
IMP infusion, frequent arterial blood sampling and sepa- 
ration of the lipophilic fractions for each blood sample, 
and thus had limited applicability for clinical use. 

The purpose of this study was to develop a new meth- 
od which minimizes the procedures required for calcu- 
lating both rCBF and regional V d from a two-compart- 
ment model analysis. The mathematical calculation was 
designed so that only two SPET scans provide two pa- 
rameters (rCBF and Vd). Frequent arterial blood sam- 
pling and separation of the lipophilic fractions were 
avoided by employing a standard input function. A sin- 
gle blood sample was referenced to standardized input 
function, derived from an independent study population, 
in order to determine the value of the arterial input func- 
tion for each subject at each imaging time. To minimize 
errors caused by the inter-individual differences of the 
input function, timing of the SPET scans and timing of 
the blood sampling were investigated. Finally, the accu- 
racy of the present method was compared with an inde- 
pendent technique using positron emission tomography 
(PET) .  

Materials and methods 

Theory 

Model. The two-compartment model (see Fig. la) has been em- 
ployed in this study according to previous reports [6, 8-11]. Accu- 
racy and limitations of this model will be discussed later. 

The rate of change of the radioactivity concentration, Ct(t), in 
a small element of the brain at a given time t, is therefore ex- 
pressed as: 

act(t) 
dt - g l  "Ca(t )  - k2 "Ct(t)" ( 1 )  

where K 1 (milliliters of blood/min per milliliter of ROI) denotes 
the wash-in rate constant from the blood to the brain, k 2 (l/rain) 
the wash-out (clearance) rate constant from the brain to the blood, 
and Ca(t) the arterial input function. Assuming that IMP is freely 
diffusible across the blood-brain barrier (i.e. the first-pass extrac- 
tion fraction of IMP is unity, E=I),  K I and k 2 are related to rCBF 
(ml/min/g) and the regional V d of IMP (ml/ml) as follows: 

K 1 = p- f (2a) 

_ K1 
k2 - "-~-d ' (2b) 

where p denotes the density of the brain tissue (assumed to be 
1.04 g/ml in this study), f the rCBF, and V e the regional distribu- 
tion volume of IMR Limitations of the assumption (E=I) will be 
discussed later. Solving Eq. 1 and inserting Eqs. 2a and 2b into 
the solution provide the regional tissue radioactivity concentration 
at time t as: 

2 - C o m p a r t m e n t  Model  

K1 

k2 

Tissue 

.a 

K1 = f  

k2 = (f/Vd) 
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3 -Compar tmen t  Model  

k2 

5 

Tissue 
(free IMP) 

k3 

Tissue 
"retained 

IMP) 

b 

Fig. 1. a Two-compartment model employed in the present study. 
K 1 and k 2 denote the rate constants of the wash-in and the wash- 
out of IMP between the capillary and the interstitial space, 
respectively. The rCBF corresponds to K 1, and the regional V d 
corresponds to the K 1 to k 2 ratio, b Three-compartment model 
used to validate the two-compartment model for the description of 
IMP kinetics in the brain, k 3 denotes the retaining rate constant of 
IMP in the brain tissue. The non-linear least squares fitting was 
performed to determine each of the K I, k 2 and k 3 values, and the 
significance of including the k 3 parameter was evaluated (see text) 

f _ m .  t 
C t ( t ) = p ' f ' C a ( t ) ® e  vd , (3) 

where ® denotes the convolution integral. The radioactivity con- 
centration measured at two different times (the early scan time, t e, 
and the delayed scan time, td) are given by: 

f 

C t ( t e ) = p . f .  Ca(te)®e v, te (4a) 

f 
C t ( t d ) = P ' f ' C a ( t d ) ® e  vd t~ (4b) 

respectively. Dividing Eq. 4a by Eq. 4b cancels the flow and den- 
sity terms, and yield the ratio of counts in the early image to that 
in the delayed image (early-to-delayed ratio) as: 

f 
Ct( te)  _ C a ( t e ) ® e  Vd t~ 

c,(t d) I (5) 
Ca(td)Ne Vd td 

Calculation of  rCBE The computation procedure generates a table 
of the ratio of convolution integral on the right side of Eq. 5 as a 
function o f f lV  d. For a given input function, Ca(t), and given scan 
time combination (t e and td), this calculation is done only once. 
Since Ct(te)lCt(td) is measured by two SPET scans, a value forf /V d 
can be obtained through the "table look-up procedure" using the 
above calculated table. Therefore, the rCBF value can be calculat- 
ed as follows: 
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Ct(te) 
f = F (6) 

ard where / -  is defined as: 

f 
F=P.Ca( te )Ne  vd % (7) 

Another table of F can be generated as a function of f lV  d. Using 
this table together with the above calculated table between 
Ct(te)/Ct(td) andflV a, a table o f f  can also be generated as a func- 
tion of Ct(te)/Ct(td). Thus, the table look-up procedure provides a 
unique F value from the early-to-delayed ratio. The value of rCBF 
can therefore be calculated as a ratio of the early counts to the F 
value (i.e. Eq. 4a/Eq. 7). The regional distribution volume of IMP 
can then be calculated as a ratio o f f a n d f l V  d. 

In the present method, a standard input function, which has 
been generated by combining the input functions from 12 inde- 
pendent studies prior to this work (see Appendix 1), was used to 
avoid frequent arterial blood sampling. A single arterial blood 
sample was used to calibrate to the standardized input function: 

Ca(t) = Cf. a (t), (8) 

where A(t) is the standard input function, and CU the calibration 
factor to scale the standard input function in each study. The 
blood sampling time for the calibration time is determined so as to 
minimize the inter-individual difference in integration of the input 
function (see Appendix 2). 

Polynomial approximation of the table look-up procedure. In the 
situation that the shape of the arterial input function is provided, 
the table look-up procedure described above can be simplified by 
replacing it by polynomial functions as follows. For a given scan 
time combination, the table of Ct(te)/Ct(td) as a function off]V d be- 
comes unique, and the table/"  as a function offlV d becomes depen- 
dent only on the calibration factor (Cf). Using the standard input 
function described in Appendix 1, the table look-up procedures are 
replaced by two polynomial functions shown in Appendix 3. When 
the early scan and the delayed scans were performed at 40 rain and 
180 min after the IMP infusion, respectively, f lV d and F could be 
obtained from the early-to-delayed count ratio as: 

f /V d =-0.047253 + 0.15931 X 
-0.195045 X 2 + 0.12179 X 3 
-0.036247 X 4 + 0.0041532 X 5 (9) 

Table 1. Subject data 

F = 43301.1 - 45911.75 X 
+ 44139.0 X2-  24485.46 X 3 
+ 6795.5859 X 4 - 745.6684 X 5, (10) 

where X denotes the ratio of the radioactivity concentration at 40 
min to that at 180 min. The rCBF, f, is thereby calculated as: 

SPET counts at t e (11) 
~= c~.r 

Then, calculating a ratio of f to f /V d provides the regional V d 
value. 

Three-compartment model. In order to evaluate effects of the reten- 
tion of IMP in the brain, a model which includes a retention rate 
constant (k3) in addition to K 1 and k 2 is formulated based on the 
three-compartment model (see Fig. lb). The radioactivity concen- 
tration in the brain following the IMP administration is expressed 
as :  

K1 e-(~2 +k3 ) t  } ® Ca(t ). (12) c,(t) = ~ . { ~ 3  + ~2 

Method  

Simulation. Tissue time-activity curves following the administra- 
tion of IMP were simulated for various rCBF values using Eq. 3. 
The standard input function described in Appendix 1 has been 
used. According to our observation in normal cerebral tissues (see 
below), the value of V d was fixed at 30.0 ml/ml. 

Tables of k 2 (f/Vd) values and the early-to-delayed count ratios 
(Eq. 5) were calculated for various scan combination times, name- 
ly for mid-scan times of 10 min and 60 rain, 20 min and 80 rain, 
10 min and 180 min, and 40 min and 180 min. The standard input 
function obtained in Appendix 1 has also been used in this simula- 
tion. 

Subjects. IMP SPET studies were performed on eight subjects in- 
cluding two normal volunteers and six patients with cerebral in- 
farction (Table 1). None of these subjects belonged to the study 
group for generating the standard input function described in Ap- 
pendix 1. All subjects gave written informed consent to a protocol 
approved by the committee for clinical research of this institute. 

Subject Diagnosis Age Sex SPET 
number (yr) scan a 

PaCO2 (mmHg) Smoking Lung Heart function/ 
function failure 

SPET b PET 

1 Chronic CI 63 M A 40.3 
2 Acute CI 80 M A 38.4 
3 Acute CI 74 F A 39.7 
4 Chronic CI 71 M A 40.5 
5 Normal 26 M A 42.2 
6 Chronic CI 72 M B 40.3 
7 Normal 31 M B 40.3 
8 Chronic CI 45 F B 40.3 
Mean 58 40.3 
+ SD + 22 + 1.1 

40.7 Non Normal Normal 
39.4 Non Normal Normal 
37.1 Non Normal NYHA-3 
40.1 Non Normal Normal 
42.9 Non Normal Normal 
40.7 20/day Normal Normal 
40.7 Non Normal Normal 
40.7 Non Normal Normal 
40.2 
__ 1.7 

CI, Cerebral infarction; M, male; F, female 
a A, Dynamic SPET scan (group A); B, rotating gamma camera (group B) 
b Group A, average of four measurements; group B, measurement at 10 min after IMP infusion 
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The subjects were divided into two groups: group 1 (five subjects) 
had a dynamic SPET scan on a ring-type SPET system with fre- 
quent arterial sampling (see the next subsection), while group 2 
(three subjects) underwent only two SPET scans using a rotating 
gamma camera with one arterial blood sampling. 

The first group consisted of  one male normal volunteer (age 
26) and four patients with cerebral infarction (age: 63-71; three 
males and one female). Two patients suffered from chronic cere- 
bral infarction and the other two from acute cerebral infarction 
(days 8 and 6). One acute patient showed chronic heart failure 
(NYHA grade 3) at the time of the SPET scan. None of them were 
smokers or showed abnormalities in their lungs. 

The second group included one male normal volunteer (age 
31) and two patients with chronic cerebral infarction (one male 
and one female aged 72 and 45, respectively). In this group one 
male patient was a smoker, but no lung abnormalities were evident 
in any of the subjects in this group. 

Group 1 (dynamic SPET scan). Following a l-rain infusion of  222 
MBq IMP, a dynamic SPET scan was performed. The dynamic 
scan sequence consisted of ten 2-min, ten 4-rain and three 10-min 
scans. The total scan period was 90 min. An additional 15-min 
static scan was also initiated at 168 min after the start of the infu- 
sion. 

The ring-type SPET scanner used was the Headtome-II (Shim- 
adzu Corp., Kyoto, Japan [12, 13]), which has three detector rings 
with 64 Nal rectangular detectors. The spatial resolution at the 
center of the field of view (FOV) is 8 mm full-width at half-maxi- 
mum (FWHM), and the slice thickness was 17 ram. Image slices 
were taken at 7 ram, 42 mm and 77 mm above and parallel to the 
orbital-mental (OM) line. The images were reconstructed using 
filtered backprojection with a Butterworth filter. Attenuation cor- 
rection was made numerically by assuming an elliptical brain out- 
line. 

Frequent arterial blood sampling was performed in this group 
according to the protocol described for generating the standard in- 
put function in Appendix 1. Both the whole blood radioactivity 
concentration and the octanol extraction fraction were measured 
for each sample. Two kinds of input functions were obtained: (1) 
the true input function calculated by multiplying the whole blood 
radioactivity concentration curve by the octanol extraction frac- 
tion in each sample, and (2) the standard input function scaled by 
a factor determined by the blood sample taken at 10 rain after the 
start of infusion. 

Additional blood samples were taken at 5 min, 10 rain, 20 rain 
and 60 rain after the start of infusion to measure the partial pres- 
sure of CO 2 in the arterial blood (PaCO2). 

Group 2 (SPET scans using a rotating gamma camera). Two SPET 
scans were performed in the second group using a Siemens ZLC- 
7500 rotating gamma camera (spatial resolution: 12 mm FWHM at 
the centre of FOV; slice thickness: 20 mm). Tomographic images 
were reconstructed using the same algorithm as described for the 
first group (repositioned for the delayed scan). The subject was po- 
sitioned under the gamma camera with the OM line parallel to the 
detector. SPET scans were acquired starting at 27 rain and 167 min 
following the infusion for approximately 25 min, giving mid-scan 
times of approximately 40 min and 180 rain, respectively. The 
scans were performed with 18 s data acquisition for each of 64 
views, and there was a dead time during the gantry movement. A 
blood sample (1.5 ml) was taken from the radial artery at 10 min 
following the injection of IMP, and the standard input function was 
scaled by measuring its whole blood radioactivity concentration. 
PaCO 2 was also measured using this sample. 

1075 

Cross-calibration scans in SPET. In order to calibrate the sensitivi- 
ty between the SPET scanners and the well counter system, a cy- 
lindrical uniform phantom (16 cm inner diameter and 15 cnl in 
length) was prepared. Approximately 40 MBq of IMP was stirred 
in the phantom and a SPET scan was initiated (for 10 min using 
the Headtome-II and for approximately 25 min using the ZLC- 
7500). A sample was taken from the phantom after the SPET scan, 
and its radioactivity concentration was measured using a well 
counter. 

The cross-calibration scans were performed twice before and 
after collection of all human data (with an interval of approxi- 
mately 3 weeks). The calibration factor was consistent to within 
3% for the two SPET scanners used. 

Positron emission tomography. In order to validate the present 
method, all subjects were studied by PET prior to the SPET study 
(within 1 h before IMP administration). After a transmission scan 
for attenuation correction, a 90-s static scan was initiated following 
a bolus injection of oxygen-15 labelled water (H~_~50) to calculate 
the rCBE The PET scanner used was the Headtome-IV [14] (sev- 
en-slice machine), which provided 14 tomographic images at 
6.5-mm intervals by the continuous axial motion of the gantry. The 
image slices were parallel to the OM line (same as for the SPET 
studies). The rCBF images were calculated according to the auto- 
radiographic method [15-20]. The distribution volume of water 
was assumed to be 0.80 ml/ml to empirically con'ect for the tissue 
heterogeneity in the brain (use of V¢=0.80 ml/ml corrects for sys- 
tematic underestimation in the calculated rCBF due to the tissue 
heterogeneity and provides rCBF values which are independent of 
the scan period [21]). The arterial input function was monitored 
continuously using a beta probe, and its delay and dispersion were 
corrected carefully according to our previous works [17-19]. 

Data analysis. All reconstructed image data (both SPET and PET) 
were transferred to a UNIX work station (TITAN-750), and all fur- 
ther analyses were done on this system. SPET images were cor- 
rected for the radioactive decay of iodine-123 back to the IMP in- 
jection start time, normalized by the data collection time, and 
cross-calibrated to the well counter system. In addition, images ob- 
tained from the first group by the dynamic SPET scans were accu- 
mulated to provide four static images of 8 rain duration and mid- 
scan times of 10, 20, 60 and 80 min. These accumulated images 
and the static image taken at 180 rain were used for the early and 
the delayed scan data in the table look-up analysis, respectively. 

Regions of interest. Selection of regions of interest (ROIs) was car- 
ried out on SPET images by an experienced radiologist in 12 re- 
gions of the cortical grey matter, including the cerebellum and ter- 
ritories of the anterior carotid artery, the anterior trunk of the mid- 
dle carotid artery (MCA), the middle trunk of the MCA, the poste- 
rior trunk of the MCA and the posterior carotid artery. Circular 
ROIs 32 mm in diameter were used for the cerebellar region, and 
elliptical ROIs for other regions (16 mm in the short axis and 
32-34 mm in the long axis). The ROI selection was made indepen- 
dently for both early and delayed SPET scan images. For the data 
from the first subject group, ROIs were projected onto the dynamic 
SPET images to provide the time-activity curves for each ROI. 

ROIs were also selected on PET-CBF images using the same 
criteria as for the SPET analysis. 

rCBF calculation for dynamic SPET data. The table look-up meth- 
od was applied to data obtained by dynamic SPET for the follow- 
ing scan combinations: 10 min - 60 min, 20 rain - 80 rain, 40 min 
-180 rain and I0 rain - 180 rain, corresponding to the early and 
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delayed scans, respectively. The calculation was done both by us- 
ing the standard input function with the calibration sample taken at 
10 rain following the injection of IMP, and by the direct use of ar- 
terial sampling (true input function). 

rCBF calculation for data obtained by the rotating gamma cam- 
era. The table look-up method was also applied to data obtained by 
the rotating gamma camera. In this analysis, only the standard in- 
put function was used. The standard input function was calibrated 
using the whole blood radioactivity concentration measured at 
10 min following the infusion of IMR 

Non-linear least squares fitting analysis. Non-linear least squares 
fitting (NLLSF) analyses were performed for time-activity curves 
generated from the dynamic SPET studies. Two parameters, K I and 
k2, and three parameters, K 1, k 2 and k 3, were fitted according to the 
two-compartment model (Eq. 3)and the three-compartment model 
(Eq. 2), respectively. Then, the relation between the K 1 values cal- 
culated by the two-compartment model and those calculated by the 
three-compartment model was appraised. The magnitude of the k 3 
values was also evaluated. 

rCBF calculation by the microsphere model. Values of rCBF were 
also calculated by using the microsphere model for the data ob- 
tained from dynamic SPET. Here, the SPET mid-scan time was 
chosen to be 5 rain after the IMP injection (scan duration = 4 rain), 
and rCBF was calculated as follows: 

Ct(t = 5min) (13) 
f = f t=sminc (z')d'r" 

2 0  a~  

R e s u l t s  

Simulation 

Figure 2 shows the simulated tissue t ime-activity curves 
fol lowing the administration o f  IMP for various rCBF 
values (V d was fixed at 30.0 ml/ml). It can be seen that 
change in the tissue radioactivity concentrat ion is large 
before 20 min, particularly at a high rCBF range. Be- 
cause o f  the requirement  o f  constant  radioactive distribu- 
tion for artefact-free image reconstruction, a short SPET 
study at a time greater than 20 min is advisable on the 
basis o f  these data. 

Figure 3 shows typical relations between the early-to- 
delayed count  ratio and the k 2 (flVd) value for four scan 
time combinations.  The relation was most  linear and 
steepest for the scan combinat ion o f  10-180  rain. Scan 
combinat ions  o f  10-60  and 2 0 - 8 0  min also provided lin- 
ear relations, but they had smaller slopes than the combi-  
nation o f  10-180  min. The scan combinat ion  o f  4 0 -  
180 min yielded a relation which was saturated at a high 
k 2 range. All scan combinat ions  showed monoton ic  rela- 
tions for a range o f  k 2 < 0.03 min -1. 

Comparison of  rCBF values (IMP SPET vs H2150 PET) 

Figures 4a and 4b show comparisons  o f  rCBF values 
calculated by the present method (table look-up method) 

2 0 0 0 0  . . . .  

1 ~  ml/mln/100g 

,,000 V' 30m"m' 1 

.) I0000 ~ 0 
5 0 0 0  

0 

o so loo zso 200 
Time (rain) 

Fig. 2. Simulated tissue time-activity curves following IMP 
infusion for various rCBF values. The calculation was done for 
rCBF values from 10 to 100 ml/min per 100 g in steps of 10. The 
standard input function (a product of the standard whole blood 
radioactivity concentration and the standard octanol extraction 
fraction shown in Fig. A1) was used. The V d value was fixed at 
30.0 ml/ml. Because constant radioactivity distribution during the 
scan is required for accurate image reconstruction, delayed 
initiation of the SPET scan for a short period is recommended 
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Fig. 3. Simulated ratios (the early-to-delayed count ratios) as a 
function of k 2 for various scan time combinations (mid-scan times 
of 10 and 60 min, 20 and 80 min, 10 and 180 min, and 40 and 
180 rain) 

with those calculated by the H2lsO-PET method. Data  
shown in Fig. 4a were obtained by use o f  the Headtome-  
II  (group A), and those shown in Fig. 4b were obtained 
by the ZLC-7500  (group B). The scan combinat ion used 
was 40 min and 180 min (mid-scan times) in both sets o f  
data. Significant correlations are observed in both plots. 
The rCBF values calculated by the table look-up method 
were slightly smaller than unity (approximately 20% 
lower  than those obtained by H2150-PET). 

In Fig. 5, rCBF values calculated by the N L L S F  anal- 
ysis are compared  with those calculated by H2150-PET. 
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Fig. 4a, b. Comparison of rCBF values obtained by the present 
method with those obtained by the H2150 PET technique. The 
IMP rCBF values shown in a were obtained from the first group 
with the Headtome-II scanner (number of ROIs = 60), and those 
in b were obtained from the second group with the rotating 
gamma camera (n =39). In both figures, the IMP rCBF values 
were calculated by means of the standard input function with one 
point calibration using the blood taken at 10 min following 
infusion of IMP. The SPET scan combination (mid-scan times) 
was 40 rain and 180 min for both figures 

It should  be  noted  that  the corre la t ion  coeff ic ient  ( r  = 
0.91) was s imi lar  to that  ob ta ined  by  the table  look-up  
me thod  with  the scan combina t ion  o f  40 and 180 min  (r  
= 0.86) and one b l o o d  sampl ing  (Fig.  4a). 

F igure  6 shows a compar i son  o f  r C B F  values  ob-  
ta ined  by  the presen t  me thod  ( table look-up  method)  
wi th  those  ob ta ined  b y  N L L S F  analysis .  A g r e e m e n t  be-  
tween  the two ana lyses  suggests  cons is tency  of  the table  
look-up  me thod  with  the N L L S F  analys is ,  thus indicat -  
ing the va l id i ty  o f  avoid ing  f requent  ar ter ial  b lood  sam- 
p l ing  and dynamic  SPET data  acquis i t ion.  A compar i son  
o f  r C B F  values  ob ta ined  by  the present  me thod  with  
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analysis, the two-compartment model illustrated in Fig. la  was 
fitted to the brain tirue-activity curve and the arterial input 
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measurement of the octanol extraction fraction for each sample 

those  ob ta ined  by  the mic rosphe re  m o d e l  ana lys is  is 
shown in Fig .  7, again  sugges t ing  cons is tency  be tween  
the two methods .  

Table  2 summar izes  corre la t ion  coeff ic ients  ( r  va lues  
by  l inear  regress ion  analys is )  be tween  r C B F  values  cal-  
cu la ted  by  the table  look-up  me thod  (for two SPET scan 
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demonstrating consistency between the two methods. In the 
microsphere model analysis, the SPET mid-scan time was 5 rain 
after the IMP injection (scan duration = 4 min) 

Table 2. Summary of linear regression analysis: IMP table look- 
up method versiis H'2]50-PET method, rCBF values were com- 
pared for 60 ROIs obtained from five subjects 

Mid-scan times (rain) Correlation coefficient 

Early Delayed Individual input Standard input 
scan scan function a function b 

10 60 r = 0.86 r = 0.40 c 
20 80 r = 0.87 r = 0.59 d 
40 180 r = 0.84 r = 0.86 
10 180 r=  0.87 r =  0.66 e 

a Input function was obtained by frequent arterial blood sampling 
and measurement of octanol extraction fraction for each sample 
b Input function was calculated by use of a standard input func- 
tion. Data of one blood sample were used to normalize the 
standard input function 
° The table look-up method failed to calculate rCBF for 11 ROIs, 
because the early-to-delayed count ratio was out of range for these 
regions 
d Values could not be calculated for seven ROIs, for the same 
reason as given in footnote c. 
e Values could not be calculated for one ROI for the same reason 
as given in footnote c. 

data) and those calculated by the H2150-PET method.  
The r values were est imated for four  different scan t ime 
combinations,  i.e. mid-scan times o f  10 rain and 60 rain, 
20 min and 80 rain, 40 rain and 180 rain, and 10 min and 
180 min, corresponding to the early and delayed scans, 
respectively. All data were obtained f rom studies with 
the Headtome-I I  (group A). Using the individual arterial 
input function, relatively good  correlations were ob- 
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Fig. 8. Typical fit of the regional brain time-activity curve by the 
two-compartment model. Good agreement suggests the validity of 
the two-compartment model for describing the kinetics of IMP in 
the brain 

tained between I M P - C B F  and PET-CBF, and the correla- 
tion coefficients were similar for the different scan com-  
binations, ranging f rom 0.84 to 0.87. On the other hand, 
when the standard input function was used with one 
point  calibration, the correlation coefficient was sensi- 
tive to the scan time combination,  and the best correla- 
tion was obtained for the scan combinat ion o f  40 min 
and 180 min. The correlation coefficient for this scan 
combinat ion was similar to that for the individual arteri- 
al input function. 

Distribution volume 

The V d value was 30.0 + 8.3 in the normal  region, which 
showed normal  density on X-ray  computed  tomography  
(CT) (55 ROIs),  and 14.1 _+ 3.7 in the infarcted region, 
which showed low density on X-ray  CT (10 ROIs).  Stu- 
dent 's  t test indicated a significant difference between 
the two regions (P<0.001).  

Two-compartment model versus three-compartment 
model 

Figure 8 shows a typical fit by the N L L S F  analy- 
sis based on the two-compar tment  model  illustrated in 
Fig. la. Results o f  the N L L S F  analysis based on the 
two-compar tment  model  (Fig. l a) are compared  with 
those based on the three-compartment  model  (Fig. lb)  in 
Fig. 9. The calculated K] values correlated and agreed 
well with each other (r = 0.92). The two-compar tment  
model  analysis produced only a slightly larger K] value 
than the three-compartment  model  analysis (by a factor  
o f  approximately  8%). Values o f  k 3 calculated with the 
three-compartment  model  analysis were (mean +1 SD) 
0.0056 + 0.0128 (36 ROIs),  and were not significantly 
different f rom zero. 
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D i s c u s s i o n  

Table look-up method 

This article describes a new method for measuring the 
rCBF quantitatively using IMP and a rotating gamma 
camera for a given ROI. The clearance of IMP from the 
brain, which can cause a systematic underestimation of 
the calculated rCBF value and reduction of the contrast 
between high and low rCBF areas [6, 8], has been cor- 
rected by employing the two-compartment model shown 
in Fig. la. Two values of rCBF and the regional distribu- 
tion volume of IMP were calculated by implementing 
the table look-up procedure for each ROI. It has been 
confirmed that the rCBF values obtained by the present 
method are consistent with those obtained by the H2150- 
PET technique, suggesting that this method is accurate. 

To minimize the technical procedures, the number of 
required SPET scans was reduced to two, which was the 
minimum number for solving two unknown parameters 
in the model equation (note that calculation of two pa- 
rameters from one tracer administration normally re- 
quires dynamic data acquisition). The suggested scan- 
ning time points of 40 and 180 rain following the admin- 

istration of IMP (see below) can be achieved using a 
conventional rotating gamma camera. The generation 
and use of a standard input function prior to the study 
and calibration of it by one point blood sampling were 
validated. This avoids the need for frequent arterial 
blood sampling and measurement of the lipophilic com- 
ponent for each sample. Two polynomial functions were 
developed for the table look-up procedure, which avoid- 
ed the need for development of a sophisticated program. 
These simplified procedures are of great advantage for 
clinical application. 

One of the reasons for underestimation (by a factor of 
approximately 20%) of rCBF values obtained by this 
technique compared with those obtained by the H2150 - 
PET technique was probably the limited first-pass ex- 
traction fraction (E) of IMR In this article, E was as- 
sumed to be unity when calculating the rCBF value from 
K 1 (Eq. 2a). However, it has been reported by Kuhl et al. 
[2] that E is 0.92 and 0.74 for hemispheric rCBF of 0.33 
and 0.66 ml/min per g, respectively. Other investigators 
[22] have also reported the permeability-surface area 
(PS) product for IMP to be 93.4 ml/~00 g per min; hence 
the Renkin-Crone equation (E=l -e  f) yields a first-pass 
extraction fraction of approximately 0.85 at f=50 ml/min 
per 100 g [23, 24]. Another reason for the systematic un- 
derestimation of rCBF may be the poorer spatial resolu- 
tion of the SPET scanner compared with the PET scan- 
ner. The limited spatial resolution causes a systematic 
underestimation of the radioactivity concentration in the 
grey matter region and cross-contamination between the 
grey and the white matter. Both factors (underestimation 
of radioactivity concentration and tissue mixture) are ex- 
pected to cause systematic underestimation of the calcu- 
lated rCBF values [9, 251. The exact magnitude of the 
underestimation is, however, unknown, and most likely 
patient and ROI dependent. A further study should be 
performed to evaluate the effects of the lower spatial res- 
olution of SPET as compared with PET. 

Optimal SPET scan times 

The present method requires the performance of two 
SPET scans after the administration of IMR The scan 
times are in theory arbitrary for providing both rCBF 
and V d values. However, it has been demonstrated in Ta- 
ble 2 that the agreement between rCBF values obtained 
with the present met]hod and with the H2150-PET tech- 
nique was dependent on the scan time combination, with 
the combination of 40-180 min yielding the best correla- 
tion with the reference method. The following factors 
are related to the optimal SPET scan times: 

1. Error sensitivity to the statistical noise 
2. Error sensitivity to the individual difference in the in- 
put function 
3. Error sensitivity to change of radioactivity distribution 
during the SPET scan 

European Journal of Nuclear Medicine Vol. 21, No. 10, October 1994 



1080 

The most linear and steepest relationship of early-to-de- 
layed count ratio and k 2 (Fig. 3) is preferred in order to 
minimize the error sensitivity to the statistical noise in 
the observed count ratio in the table look-up procedure. 
From this point of view, it is recommended that the first 
scan be performed at the extremely early phase and that 
the second scan be performed at the latest period, e.g. a 
scan combination of 10 min and 180 min. However, this 
combination increases the errors due to the second and 
third factors listed above. The convolution integral for 

f t 
the early scan time, F = p. Ca(te) ® e--V 7" e, is sensitive to 
individual differences in the input function when the 
scan is performed at the extremely early phase. From 
this point of view, the first scan is best performed as late 
as possible in order to minimize the inter-individual dif- 
ference in the integration of the input function. Another 
disadvantage of early commencement of the first scan 
derives from the change in the radioactivity distribution 
in the brain, particularly at a high rCBF range (see Fig. 
2). Quantitative image reconstruction requires a constant 
radioactivity distribution during the scan. The tracer 
concentration in the brain is relatively constant at 40 min 
after IMP administration, allowing the use of a conven- 
tional rotating gamma camera. It is probable that these 
factors caused the scan combination of 40 min and 180 
min to provide the best correlation with the PET tech- 
nique. 

Optimal blood sampling time 

In this article, the time of the blood sample for calibrat- 
ing the standard input function was determined so as to 
minimize the difference of integration of the calculated 
input function from that of the true input function. It 
should be noted that, in the conventional microsphere 
model developed by Kuhl et al. [2], calculated CBF val- 
ue is proportional to the inverse of the integration of the 
input function. Hence, this process was roughly equiva- 
lent to the optimization of the blood sampling time for 
minimizing the error in the calculated rCBF value due to 
the individual difference in the input function. 

Validity of the two-compartment model 

Although there is not a clear physiological justification 
for use of the two-compartment model for description of 
the IMP kinetics in the brain, empirical validity has been 
demonstrated in this article, i.e. (1) the observed tissue 
time-activity curve is well explained by the two-com- 
partment model equation (Fig. 8), (2) no significant dif- 
ference was observed between the K 1 values calculated 
with the two analyses based on the two- and three-com- 
partment models, and (3) the k 3 value was not signifi- 
cantly different from zero. It should be noted that this 
justification included the data for the pathological and 

normal regions. These observations suggested that inclu- 
sion of k 3 (retention rate constant of IMP in the brain) 
increases only the statistical uncertainty, and does not 
improve the systematic error which might be caused by 
ignoring the retention of IMR 

The validity of the two-compartment model has also 
been suggested previously by Yokoi et al. [9], They have 
implemented a unique approach to analyse dynamic IMP 
data based on a graphical plot, and proved empirically 
that IMP follows the two-compartment model kinetics 
even 180 min after the administration of IMR A system- 
atic error can be caused by the tissue heterogeneity, but 
the magnitude of the error was found to be small (less 
than 5%) in the calculated rCBF value. 

SoblFces o f  eFroF 

The following sources of error can be expected in the 
present method and should be discussed: 

1. Limited first-pass extraction of IMP in the brain 
2. Limited reproducibility of selecting ROIs in the same 
location on two SPET images 
3. Difference in individual input function from the stan- 
dard 
4. Saturated table at high rCBF range 
5. Change in rCBF during the study 
6. Limited spatial resolutiOfl' of SPET 
7. Limited physical accuracy in the SPET reconstruction 

The first-pass extraction fraction of IMP could be 
corrected by assuming the PS product; however, this as- 
sumed value may not apply to the diseased regions. In 
order to minimize the error due to the second factor, se- 
lection of a reasonably large ROI may be recommended. 
As for the third factor, further studies would be required 
because of the limited number of subjects in this article. 
However, it should be noted that reasonable agreement 
was observed compared with the reference method 
(H2150-PET) even for a patient who had severe heart 
failure (HYHA grade 3, subject 3 in Table 1). In this pa- 
tient, the input function measured by the frequent arteri- 
al sampling showed a significant delay (by approximate- 
ly 2 min) and dispersion (ca. 50% increase in FWHM). 
The good agreement in the calculated rCBF value was 
due to the low sensitivity of the convolution integral to 
the distortion of the individual input function when the 
scan was made at 40 min and 180 rain. The saturated re- 
lationship of k 2 and the early-to-delayed count ratio 
(fourth factor) can cause an increase in fluctuation at a 
high rCBF range, but this might be less of a problem 
when calculating rCBF values for diseased .regions. 
Change in rCBF may be caused between the two SPET 
scans, particularly if the patient is repositioned. Howev- 
er, the effects of such a change in rCBF are probably not 
significant, because the brain tissue (particularly cortical 
grey matter) is unlikely to accumulate or lose large 
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amounts of radioactivity during the wash-out phase after 
the early scan period even with a large change in rCBF. 
This is because, firstly, the amount of  IMP transported 
from the blood to the brain is small due to the low blood 
radioactivity concentration, and secondly, clearance of 
the tracer is in general less sensitive to the change in 
rCBF for V d of approximately 30 ml/ml. Limited spatial 
resolution of the SPET scanner causes non-negligible ef- 
fects of tissue mixture (e.g. mixture of grey and white 
matter). This can cause systematic error (underestima- 
tion) in the estimation of the average rCBF over the se- 
lected ROI. Further study is required to investigate this 
effect. The last factor listed above includes incomplete 
corrections for the attenuation of gamma rays and the 
scatter, in particular, in the deep grey matter regions 
such as the basal ganglia. It would be highly desirable to 
improve the physical accuracy in the SPET reconstruc- 
tion. 

The future 

In this study the blood sample for calibration of the stan- 
dard input function was taken from the radial artery at 
10 min following the administration of IMR This arterial 
blood sampling can be replaced by venous blood sam- 
pling, which would be of great advantage in the clinical 
setting. Arterialized venous blood sampling is frequently 
performed in PET studies for fluorodeoxyglucose and 
other tracers. In fact, we confirmed in one study that the 
venous radioactivity concentration measured at t=-10 min 
was in good agreement with the arterial blood radioac- 
tivity concentration taken at the same time (difference 
<2%). The optimal time for venous blood sampling to 
minimize the calibration error might, however, be slight- 
ly later than that estimated for arterial sampling (10 min 
post administration) because of distortion of the blood 
time-activity curve around the peak. Further studies 
should be performed to confirm this. 

It has been demonstrated that the V d values are signif- 
icantly different between normal and infarcted regions. 
Although the physiological meaning of V d is not yet 
clear, it is expected that the region showing preserved V d 
values, even though rCBF is reduced, has normal tissue 
density (fraction of non-scar tissue), and that this may 
indicate the viable tissue surrounding the infarcted re- 
gion. It would be important to evaluate further the clini- 
cal significance of the V d value in the border zone, such 
as the ischaemic penumbra zone. 

Conclusion 

A method has been developed to measure rCBF and V d 
from one blood sampling and two SPET scans for a giv- 
en ROI. Clearance of IMP from the brain was taken into 
account by employing the two-compartment model. The 
present study demonstrated that the obtained rCBF val- 

1081 

ues agree well with those measured by the H2150 PET 
method, suggesting the validity of this method. There 
was no significant difference between the rCBF values 
calculated using the two-compartment model and those 
calculated using the three- compartment model, suggest- 
ing the empirical validity of use of the two-compartment 
model to describe the IMP kinetics. Use of the standard 
input function avoided frequent arterial blood sampling 
and separation of the lipophilic fraction. It was suggest- 
ed that the blood sampling should be performed at 
10 min following IMP infusion, and the two SPET scans 
at 40 and 180 rain, respectively. Relatively delayed tim- 
ing of the SPET scans allows use of a conventional rotat- 
ing gamma camera for quantitative measurement of 
rCBF. It was also found that V d values measured by the 
present method were significantly reduced in infarcted 
regions compared with normal regions, indicating the 
importance of simultaneous determination of rCBF and 
V d values for each region. 
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Appendix 1 
Generation of the standard input function 

A standard input function of IMP has been generated 
prior to the study. The subjects consisted of eight male 
normal volunteers and four patients with chronic cere- 
bral infarction. Their ages ranged from 31 to 72 years 
(average: 55). None of the subjects showed any abnor- 
mality in their lung or cardiac function. Five were smok- 
ers. 222 MBq of IMP (111 MBq in four cases, the input 
data being scaled so as to be equivalent to 222 MBq) 
was infused into the antecubital vein continuously at a 
constant infusion rate using a Harvard pump for a period 
of 1.0 min. Following the start of infusion, arterial blood 
(approximately 1.5 ml) was sampled frequently from the 
radial artery. The sampling period was within 2 s for all 
samples. The sampling time was every 15 s for the first 
2 min; the interval was then gradually prolonged, until 
90 rain. One more sample was taken at 180 min from the 
antecubital vein (on the other side from the IMP infu- 
sion). For all blood samples, the whole blood radioactiv- 
ity concentration (cps/g) was counted, and their octanol 
extraction fraction (lipophilic fraction) measured [2]. 

Figure A1 shows the arterial whole blood radioactivi- 
ty concentration curve and the octanol extraction frac- 
tion curve, averaged for all 12 subjects. The averaged 
whole blood radioactivity concentration at 180 min was 
256 cps/ml, and the octanol extraction fraction 0.49. The 
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Fig. A1. Standard whole blood radioactivity curve (above) and 
octanol extraction fraction (below) obtained from 12 human stud- 
ies (eight normal volunteers and four cerebrovascular patients) 
following IMP administration. The product of these two curves 
provides a standard shape of the input function. One blood 
sampling was performed in each study, and whole blood radio- 
activity was measured to calibrate this standard input function. 
Bars correspond to the standard deviation at each time. The whole 
blood radioactivity and the octanol extraction fraction at t= 180 rain 
were 250 + 39 cps/ml and 0.50 + 0.039, respectively 

product of these two curves corresponds to the true input 
function for IMR 

Appendix  2 
Determination of the calibration t ime 
for the standard input function 

The blood sampling time for calibration of the standard 
input function was determined by optimizing the follow- 
ing cost function: 

~C~(s)ds - ~xi(t)  . A(s)ds 
1 12 l0 T 0 (A1) ~( t )  ~ ~ • - , 

i=1 ICa(S)ds 
0 

where Xi(t) denotes the calibration factor calculated as 
the ratio of counts at time t (ratio of the whole blood 
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Fig. A2. Optimization of the blood sampling time for calibration 
of the standard input function. The cost function that has been 
minimized was the inter-individual difference in the integration of 
the input function. The minimum value of 5.3% was obtained 
when the calibration was done at between 9 and 10 min after the 
IMP infusion. The cost function is formulated in Eq. A1 

counts in each subject to that in the standard whole 
blood curve) and T is the integration period for both in- 
put functions (each individual function and the calibrat- 
ed standard function). In this study, the integration time, 
T, was set at 40 min. This cost function is the difference 
of integration (from zero to 40 min) of the standard input 
function calibrated by the counts at time t from that of 
the true input function measured directly by the frequent 
arterial sampling. The minimization of this cost function 
as a function of the calibration time, therefore, corre- 
sponds to the optimal calibration time, which yields the 
minimum error in the integration of the arterial input 
function. 

Figure A2 shows a plot of the cost function, £2 (t), as 
a function of the calibration time. It can be seen that the 
minimum value (approximately 5.3%) was obtained 
when the calibration time was between 9 and 10 min af- 
ter the infusion of IMR The error increased gradually 
when the calibration time was later than 10 rain, and in- 
creased immediately when the calibration time was be- 
fore 9 min. 

Appendix  3 
Table look-up calculation 
using polynomial  functions 

The present method requires generation of two tables 
prior to the ROI analysis, namely a relation between the 
early-to-delayed count ratio (on the right side of Eq. 5 
and the f lV  d value, and a relation between the convolu- 

f 
tion integral (P'Ca(te)®e vd re, defined as F i n  Eq. 7) at 
the early mid-scan time and the f lV  d value. For a given 
input function and a given scan time combination, these 
two tables become unique, and only dependent on a con- 
stant factor for calibrating the individual input function. 
Because of this, generation of the tables is required only 
once, and the table look-up procedure can be replaced by 

European Journal of Nuclear Medicine Vol. 21, No. 10, October 1994 



1083 

0.06 

0 . 0 5  

0.04 

0.03 

0.02 

30000 
. . . .  I . . . .  I . . . .  I ' ~  

40 - 1 8 0  r a i n  

Early-to-delayed r a t i o  

25000 

20000 

g 15000 

10000 

5000 

' ' ' 1  . . . .  I . . . .  I . . . .  i . . . .  

40 - 1 8 0  r a i n  

0 . 0 1  

0 0 

1 2 3 4 

0 1 2 3 4 Early-to-delayed ratio 

Fig. A3. Simplification of the table look-up procedure by 
use of two polynomial equations. Values of k 2 (f/Vd) and F 
(the convolution integral) are replaced by two polynomial 
equations as described in Appendix 3, and can be calculat- 
ed from the early-to-delayed count ratio. The accuracy of 
these polynomial functions (five order) was less than 2% 
for a reasonable range 

T a b l e  A1. Constant factors in polynomial equations (A2 and A3) which describe values o f f / V  d and F for scan combinations 

Early Delayed m 0 m 1 m 2 m 3 m 4 m e 
MST (min) MST(min) 

10 60 - 0.040494 + 0.11819 - 0.099881 + 0.06065 - 0.019667 - 2.6718 10 -3 
20 80 - 0.033093 - 0.080931 - 0.057561 + 0.03027 - 0.008497 + 1.0454 10 -3 
40 180 - 0.047253 + 0.15931 - 0.195045 + 0.121179 - 0.036247 + 4.1532 10 -3 

110 180 - 0.007483 + 0.02823 - 0.014048 + 0.00506 - 8.749 10 4 + 6.1309 10 3 

Early Delayed n o n 1 n 2 n 3 n 4 n 5 
MST (min) MST (rain) 

10 60 + 20781.4 - 14445.68 + 13625.0 - 8379.47 + 2751.219 - 372.8011 
20 80 + 32014.3 - 28185.14 + 22815.9 - 1593.811 + 3119.451 - 348.0232 
40 180 + 43301.1 - 45911.75 + 44139.0 - 24485.46 + 6795.586 - 745.6684 
10 180 + 16879.5 - 3030.615 + 1584.69 - 67.1824 + 98.95825 - 6.854497 

MST, Mid-scan time 

a s i m p l e  n u m e r i c a l  c a l c u l a t i o n  b y  p r e p a r i n g  p o l y n o m i a l  

f u n c t i o n s  p r i o r  to  t h e  s t u d y  as f o l l o w s :  

f / V  a a n d  F fo r  a s c a n  c o m b i n a t i o n  o f  4 0 - 1 8 0  m i n  

w e r e  p l o t t e d  in  F ig .  A 3  as a f u n c t i o n  o f  t h e  e a r l y - t o - d e -  

l a y e d  c o u n t s  ra t io ,  w h e r e  t h e  s t a n d a r d  i n p u t  f u n c t i o n  de -  

s c r i b e d  in  A p p e n d i x  1 w a s  u sed .  In  t h i s  A p p e n d i x ,  t h e s e  

t a b l e s  f o r  e a c h  s c a n  c o m b i n a t i o n  w e r e  f i t t ed  b y  f i v e - o r -  

d e r  p o l y n o m i a l  f u n c t i o n s :  

f / V  d = m 0 + m~ X + m 2 X 2 + m 3 X 3 + m 4 X 4 Jr m 5 X 5 ( A 2 )  

a n d  

F = n o + n l X + n 2 X 3 + n 3 X 3 + n 4 X 4 + n s X  5, (A3) 

w h e r e  X d e n o t e s  t h e  e a r l y - t o - d e l a y e d  c o u n t  r a t i o  fo r  a 

g i v e n  s c a n  t i m e  c o m b i n a t i o n ,  a n d  m 0 to  m 5 a n d  n o to  n 5 
a re  c o n s t a n t  f a c t o r s  w h i c h  a re  o n l y  d e p e n d e n t  o n  t he  

s c a n  t i m e  c o m b i n a t i o n .  V a l u e s  o f  m 0 to  m 5 a n d  n o to  n 5 

a re  s u m m a r i z e d  i n  T a b l e  A 1  fo r  s c a n  c o m b i n a t i o n s  o f  

1 0 - 6 0  m i n ,  2 0 - 8 0  m i n ,  4 0 - 1 8 0  r a i n  a n d  1 0 - 1 8 0  m i n .  
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