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Abstract. Evolution of RNA secondary structure is 
studied using simulation techniques and statistical analy- 
sis of fitness landscapes. The transition from RNA se- 
quence to RNA secondary structure leads to fitness 
landscapes that have local variations in their "rugged- 
ness." Evolution exploits these variations. In stable en- 
vironments it moves the quasispecies toward relatively 
"flat" peaks, where not only the master sequence but al- 
so its mutants have a high fitness. In a rapidly chang- 
ing environment, the situation is reversed; evolution 
moves the quasispecies to a region where the correlation 
between secondary structures of "neighboring" RNA 
sequences is relatively low. In selection for simple sec- 
ondary structures the movement toward flat peaks leads 
to pattern generation in the RNA sequences. Patterns are 
generated at the level of polynucleotide frequencies and 
the distribution of purines and pyrimidines. The patterns 
increase the modu!arity of the sequence. They thereby 
prevent the formation of alternative secondary struc- 
tures after mutations. The movement of the quasispecies 
toward relatively rugged parts of the landscape results 
in pattern generation at the level of the RNA secondary 
structure. The base-pairing frequency of the sequences 
increases. The patterns that are generated in the RNA se- 
quences and the RNA secondary structures are not di- 
rectly selected for and can be regarded as a side effect 
of the evolutionary dynamics of the system. 
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Introduction 

Evolution is often visualized as an uphill walk on a 
"surface of selective value" (Wright 1932, 1967) or on 
a "fitness landscape" (Kaufmann 1989). Implicit to the 
notion of a fitness landscape is the idea of a genotype 
space, upon which the fitness landscape is defined. Such 
a space can consist of genotypes, where each point in the 
space represents a combination of genes, or of individ- 
ual protein (Maynard-Smith 1970) or RNA/DNA se- 
quences (Eigen 1985), where each point in the space rep- 
resents a single gene. Given the paradigm of a fitness 
landscape, it is the structure of the fitness landscape that 
determines the evolutionary process and its products. In 
biotic genomes the various parts of the genome have to 
be coadapted to produce a desired behavior, which im- 
plies a high degree of epistatic interactions. Such inter- 
actions can be both between molecules, as in gene reg- 
ulation, and within molecules, as in the formation of 
higher-order structures within RNAs or proteins. As 
was shown by Kauffman and co-workers (Kauffman 
1989; Weinberger 1990), a high degree of epistatic in- 
teractions leads to very irregular or "rugged" fitness 
landscapes--i.e.,  small changes in the genotype lead to 
relatively large changes in fitness. 

As a paradigm system for fitness landscapes that in- 
volve a high degree of epistatic interactions, we study 
landscapes in which fitness is a function of RNA sec- 
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ondary structure and the genotype is the RNA sequence. 
In the last decades algorithms have been developed that 
give reasonable estimates of the (minimal free energy) 
secondary structure of short RNA molecules (<300). 
(For a review see Konings 1989.) This makes it possi- 
ble to study the transition from RNA sequence to RNA 
secondary structure and its evolutionary properties and 
to study the evolution of RNA secondary structure by 
simulation (Fontana and Schuster 1987; Huynen et al. 
1993). The transition from RNA sequence to RNA sec- 
ondary structure is very sensitive to changes in the RNA 
sequence. Changing 10-15% of the RNA sequence 
gives rise to a difference between the (minimal energy) 
RNA secondary structures that is hardly less than that 
between the secondary structures of two random RNA 
sequences (Fontana et al. 1993; Huynen et al. 1993; 
Bonhoeffer et al. 1993). Small changes in genotype 
space (RNA sequence) lead to large changes in the phe- 
notype (RNA secondary structure). Thus the "RNA 
landscape"- - i . e . ,  the landscape that describes the 
change of RNA secondary structure for changes in the 
RNA sequence--is very rugged. In a recent article we 
showed that secondary structures that have been se- 
lected for a high frequency of base-pairing (>70%) are 
relatively stable to mutations and lie thus within a rel- 
atively smooth part of the RNA landscape (Huynen et 
al. 1993). In these results the evolution toward smooth 
parts of the landscape is mainly a side effect of the spe- 
cific secondary structure that is selected for. In this ar- 
ticle we "turn the idea around"; instead of analyzing 
how selection for a specific secondary structure affects 
the local structure of the RNA landscape we investigate 
whether we can also have selection for a specific local 
structure of the RNA landscape and how this affects the 
RNA sequence and secondary structure. Using genetic 
algorithms (Holland 1975) we simulate evolution of 
RNA secondary structure in two types of environ- 
ments- -a  stable environment (a fixed fitness landscape) 
and a very unstable environment (a constantly changing 
fitness landscape). We want to emphasize that the ob- 
ject of this study is not to model the evolution of some 
specific biotic RNA secondary structure or to generate 
results that can quantitatively be compared to biotic 
data, but to study in general whether evolution "ex- 
ploits" differences in the local ruggedness of  the RNA 
landscape and what types of patterns can result from 
that. We illustrate the relation between the exploitation 
of local variations in the RNA landscape with a num- 
ber of specific examples; the ideas that arise from these 
are, however, more generally applicable. There are a 
number of clues which point to the possibility of se- 
lection for the local structure of landscapes. Kaneko and 
Ikegami (1992) have shown in a model that when the 
mutation frequency itself is evolvable, it decreases once 

a population has reached an optimum. Reducing the 
mutation rate after reaching an optimum in a fixed land- 
scape increases the inclusive fitness of fit individuals 
(the fitness of their progeny). An alternative way of in- 
creasing this fitness is to move toward relatively fiat 
peaks in the fitness landscape. Here not only the fittest 
sequence, but also its mutants, have a high fitness. This 
idea is tightly linked to that of a quasispecies; a species 
does not represent a single point on the fitness landscape 
but is a collection of closely related genotypes that is 
centered around the fittest sequence (the master se- 
quence) (Eigen and Schuster 1979; Eigen et al. 1989). 
Fitness then becomes a collective property that is de- 
termined by all the sequences in the quasispecies 
(Schuster 1989). Evolution toward "the flattest peak" in- 
creases the fitness of the quasispecies and has indeed 
been observed in a double-peaked landscape; the qua- 
sispecies ends up on the lower, relatively flat peak, pro- 
vided that the mutation frequency is sufficiently high 
(Schuster 1989). Agur and co-workers (Agur 1987; 
Agur and Kersberg 1987) show that the smoothness of 
a landscape can be regulated by modulating the geno- 
type-phenotype relation. In their model there is, in a 
changing fitness landscape, selection for individuals 
that can change their genotype-phenotype relation in 
such a way that the effect of mutations on the pheno- 
type is increased. Another example of adaptation of 
landscapes is given by Kauffman and Johnsen (1991), 
who show in a model with multiple coevolving species 
adaptation of the ruggedness of the fitness landscapes 
per species. In our approach the relation between geno- 
type (RNA sequence) and phenotype (RNA secondary 
structure) is fixed; thus there is only one landscape. 
Variations in the local ruggedness of the RNA landscape 
can only be exploited through evolutionary change of 
the RNA sequence itself. 

Methods 

RNA Secondary Structure Determination. The enfold algorithm 
(Hogeweg and Hesper 1984) with the parameter set from Jaeger et al. 
(1989) is used to predict RNA secondary structure. 

Comparison of RNA Secondary Structures. To compare RNA sec~ 
ondary structures we represent the structures as strings in which 
every position has a symbol depending on the direction of the base- 
pairing (upstream or downstream from the hairpin loop); if a base is 
not base-paired the symbol depends on whether or not it is in a hair- 
pin loop (Konings and Hogeweg 1989). Dissimilarity between the 
strings is given by their nominal distance--that is, by the number of 
different symbols at corresponding positions (no alignment). 

Types of Mutations (Genetic Operators). We will use the term ge- 
netic operators (Holland 1975) to denote operations (mutations) that 
change an RNA sequence. We use three kinds of genetic operators: 



Point mutations are substitutions of nucleotides in the RNA string. 
Insertions/deletions (indels) are made by inserting one nucleotide in- 

to the RNA string and removing one. The sites are chosen ran- 
domly and independently. One indel thus creates a shift of one nn- 
cleotide over the distance between the insertion and the deletion. 

For cross-over one piece of the RNA string is substituted by another 
piece from another string in the population. 

Evolution. Selection for a fixed secondary structure: A Genetic Al- 
gorithm (Holland 1975) was used to simulate the evolutionary search 
process. A population consists of 200 RNA strings (GNOMES) of 30 
nucleotides. At each time-step 20 GNOMES are removed from the 
population. The chance of being removed is inversely proportional to 
the relative fitness of the GNOMES--i.e., "nonsurvival of the non- 
fittest." (For selection criteria see below.) Thereafter reproduction 
takes place. From the remaining population 20 GNOMES are random- 
ly chosen and copied to create 20 new GNOMES. The genetic oper- 
ators change the primary sequences of these new GNOMES. After 
point mutations or indels, (equal) cross-over between the new 
GNOMES takes place and the latter enter the population. The sec- 
ondary structure and fitness of the newly formed GNOMES are then 
determined. In the initial population all GNOMES are identical, a set- 
ting that is biologically more relevant than the traditional setting for 
genetic algorithms in which all initial strings are chosen independently 
(Huynen and Hogeweg 1989). Each simulation is run for 30,000 
time-steps; 25 simulations are performed for every set of genetic op- 
erators. 

Evolution in a highly variable environment. The system we mod- 
el is analogues to that which describes the interaction between a pop- 
ulation of antibodies (A) and population of pathogens (B). It is, how- 
ever, not meant to present any biotic system in particular; it is designed 
to study evolution in a highly variable environment. There are two 
populations: population A consists of 250 GNOMES, population B of 
50. The sequence length is 50. Every time-step all GNOMES of A 
randomly encounter GNOMES of B. (The system is fully mixed.) The 
absolute fitness of a GENOME in A is the similarity of its secondary 
structure to that of the GNOME of B it encounters. GNOMES of A 
reproduce every time-step. GNOMES of B reproduce once in every 
five time-steps; their absolute fitness is 50 minus the maximum sim- 
ilarity of their secondary structure to that of the GNOMES of A they 
encountered in the last five time-steps. The "adaptive capacities" of 
population A (the chasing population) are clearly higher than those 
of population B (the population that is being chased). The idea behind 
this is that we wanted to increase the pressure in population B to 
change. Population sizes are constant; there is only competition with- 
in populations. Reproduction rates are constant, and fitness only af- 
fects the relative chance of death. 

Selection Criteria. Selection for a single hairpin: The absolute fit- 
ness is the number of base pairs in the hairpin (up to a maximum of 
12). Selection for a double hairpin: The absolute fitness is the prod- 
uct of the lengths of the two hairpins (up to a maximum of 5 per hair- 
pin). The absolute fitness in the coevolving system is the absolute sim- 
ilarity (population A) or dissimilarity (population B) of secondary 
structures of GNOMES that "meet." 

Frequencies of Occurrence of Genetic Operators. The frequency 
of occurrence of a genetic operator per newly formed string has a Pois- 
son distribution. The mean number of point mutations per new 
GNOME is 1 in the selection for a fixed secondary structure and it is 
0.1 in the coevolving system. It is kept relatively low in this system 
to keep the variation within both coevolving species low and to re- 
duce dilution effects. (If the variation in the populations is high, 
GNOMES of A will encounter GNOMES of B they are not adapted 
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to.) The mean number of indeIs per new GNOME is 0.25. The mean 
number of cross-over events per new GNOME is 1. There is no cross- 
over in the coevolving system. 

R e s u l t s  

E v o l u t i o n  in a S tab le  E n v i r o n m e n t  

S e l e c t i o n  for  a S i m p l e  S e c o n d a r y  S t ruc tu r e  U s i n g  

D i f f e r e n t  T y p e s  o f  M u t a t i o n s  

T h e  t r a n s i t i o n  f r o m  R N A  s e q u e n c e  to R N A  s e c o n d a r y  

s t ruc ture  s h o w s  d i f f e ren t  sens i t iv i ty  to d i f f e ren t  types  o f  

m u t a t i o n s  (gene t i c  ope ra to r s ) ;  i n s e r t i o n s / d e l e t i o n s  ( in-  

de ls )  c ause  m o r e  c h a n g e  in the  s e c o n d a r y  s t ruc tu re  t han  

do po in t  m u t a t i o n s  ( H u y n e n  et al. 1993).  One  can  i m a g -  

ine  tha t  s e c o n d a r y  s t ruc tu re s  tha t  are r e l a t i v e l y  i n s e n s i -  

t ive  to one  gene t i c  o p e r a t o r  m a y  no t  be  r e l a t i v e l y  in-  

s e n s i t i v e  to a n o t h e r  gene t i c  ope ra to r .  T h i s  i m p l i e s  tha t  

i f  s e q u e n c e s  h a v e  e v o l v e d  w i t h  one  t ype  o f  g e n e t i c  op-  

e ra tor ,  a n d  h a v e  m o v e d  d u r i n g  e v o l u t i o n  to r e l a t i ve ly  

s m o o t h  reg ions  in the  l andscape  (flat  peaks )  wi th  r e spec t  

to the  gene t i c  o p e r a t o r  they  e v o l v e d  wi th ,  t hey  m i g h t  

still  be  in a re la t ive ly  r u g g e d  par t  w i th  r e spec t  to ano the r  

g e n e t i c  o p e r a t o r .  ( N o t i c e  t h a t  t he  g e n o t y p e - p h e n o -  

t y p e / f i t n e s s - l a n d s c a p e  m e t a p h o r  is d e f i n e d  on  the  b a s e  

o f  n o m i n a l  d i s t a n c e  or n u m b e r  o f  p o i n t  m u t a t i o n s  be -  

t w e e n  the  g e n o t y p e s ;  a " l a n d s c a p e  w i th  r e s p e c t  to a ge-  

ne t i c  o p e r a t o r "  [o the r  t h a n  p o i n t  m u t a t i o n s ]  is no t  a 

v e r y  w e l l - d e f i n e d  c o n c e p t  and  is u s e d  he re  in  a m a n n e r  

o f  speak ing . )  W e  le t  s e q u e n c e s  e v o l v e  for  a s i m p l e  sec-  

o n d a r y  s t r u c t u r e  (a s i n g l e  h a i r p i n )  u n d e r  d i f f e r e n t  

r e g i m e s  o f  g e n e t i c  o p e r a t o r s  and  t e s t ed  the  s ens i t i v i t y  

o f  t he i r  s e c o n d a r y  s t ruc tu re s  to the  d i f f e r e n t  g e n e t i c  

o p e r a t o r s  (Fig.  1). 

T h e  r e s u l t s  s h o w  t h a t  s e c o n d a r y  s t r u c t u r e s  t h a t  

e v o l v e d  w i t h  i nde l s  are  less  a f f ec t ed  b o t h  by  inde l s  and  

b y  p o i n t  m u t a t i o n s  in  the  R N A  s e q u e n c e  t han  are sec-  

o n d a r y  s t ruc tu re s  tha t  e v o l v e d  w i t h  p o i n t  m u t a t i o n s .  In 

the  f o l l o w i n g  we  wi l l  u se  the  p h r a s e  " s e n s i t i v i t y / r e s i s -  

t ance  to m u t a t i o n s "  to d e n o t e  the  e f fec t  o f  m u t a t i o n s  in  

the  R N A  s e q u e n c e  on  the  ( m i n i m a l  e n e r g y )  R N A  sec-  

o n d a r y  s t ruc ture .  T h e  re su l t s  a lso  s h o w  tha t  the  use  o f  

c r o s s - o v e r  d u r i n g  e v o l u t i o n  i n c r e a s e s  the  r e s i s t a n c e  o f  

the  s e c o n d a r y  s t ruc tu re s  to b o t h  types  o f  m u t a t i o n s .  

T h e  r e s i s t a n c e  o f  s e c o n d a r y  s t ruc tu re s  to m u t a t i o n s  

is a c c o m p a n i e d  b y  a p a t t e r n  at  the  s e q u e n c e  l eve l  (Fig.  

2). T h e r e  is an  o v e r r e p r e s e n t a t i o n  o f  p o l y n u c l e o t i d e s  

( > 4 )  c o n s i s t i n g  so le ly  o f  p u r i n e s  or  o f  p y r i m i d i n e s .  

T h i s  p a t t e r n  is m o r e  d o m i n a n t  in  s e q u e n c e s  tha t  h a v e  

e v o l v e d  w i th  inde l s  than  in  s e q u e n c e s  tha t  h a v e  e v o l v e d  

w i th  po in t  m u t a t i o n s  and  is m o r e  d o m i n a n t  in  s e q u e n c e s  

tha t  h a v e  e v o l v e d  w i t h  c r o s s - o v e r  t h a n  in s e q u e n c e s  

tha t  h a v e  e v o l v e d  w i t h o u t  c r o s s - o v e r .  
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Fig. 1. Decrease in fitness (= decrease in number of base-pairs in 
a single hairpin) after mutation for sequences that have evolved with 
different combinations of genetic operators for a single hairpin struc- 
ture (sequence length 30 nucleotides, maximum fitness is reached with 
12 base-pairs). The sequences that have evolved with insertions/dele- 
tions (indels) are specifically resistant to indels. The use of crossover 
increases the resistance to mutations that occur during evolution• A 
Decrease in fitness after point mutations, for sequences that have 
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evolved with point mutations (mncm) or with indels (idncm). B De- 
crease in fitness after indels, for sequences that have evolved with 
point mutations (rancid) or indels (idncid). C Decrease in fitness af- 
ter point mutations for sequences that have evolved with point muta- 
tions and with (mcom) or without crossover (mncm). D Decrease in 
fitness after indels for sequences that have evolved with indels and 
with (idcoid) or without crossover (idncid). 

The correlation between the pattern generation and 
the resistance to mutations points to a causal relation. 
Polynucleotides increase the modularity of the sequence 
and can thereby prevent large "swaps" in secondary 
structure after mutations. This, however, does not ex- 
plain the relatively high frequency of polynucleotides in 
sequences that have evolved with indels. Nor does it ex- 
plain the high increase in resistance to indels in these 
sequences (relative to the increase in resistance to point 
mutations). Apparently polypurines and polypyrim- 
idines create secondary structures that are specifically 
robust to indels. The reason for this can be understood 
from the sequence level; shifting a polynucleotide of 

purines or pyrimidines causes little harm at the se- 
quence level itself and will thus cause relatively little 
change at the secondary structure. Another reason for 
the extremely high frequency of polynucleotides in se- 
quences that evolved with indels and cross-over is the 
combination of the genetic operators themselves; the 
combined action of indels and cross-over causes polynu- 
cleotides de novo and leads even in neutral evolution to 
an overrepresentation of polynucleotides of purines or 
pyrimidines. The frequencies are, however, much low- 
er than the ones found in our simulations of selection for 
a single hairpin structure (data not shown). 

The use of cross-over during evolution increases pat- 
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purines or pyrimidines in sequences that have evolved with different 
combinations of genetic operators for a single hairpin structure. The 
expected frequency is set to 1 (=  the frequency in a random sequence 
with the same frequency of purines and pyrimidines). Shown is the 
mean of 25 runs. The overrepresentation of long stretches of purines 
or pyrimidines is more pronounced in sequences that have evolved 
with crossover than in sequences that have evolved without crossover, 
and more pronounced in sequences that have evolved with indels that 
in sequences that have evolved with point mutations. 

tern generation and decreases the effect of mutations on 
the evolved secondary structures (Fig. 1). One can look 
upon cross-over as a kind of noise in the system, the 
source of which lies in the system itself. Thus there is 
not only selection for secondary structures that are in- 
sensitive to the noise, but also for harmless noise. This 
idea will be illustrated in the next part of the results, 
which is on selection for a more complicated secondary 
structure. The relatively high resistance to mutations in 
secondary structures that have evolved with cross-over 
implies that sequences that evolve without cross-over do 
not reach the flattest peaks of the landscape. Even if we 
use the sequences that were generated by evolution with 
cross-over as a starting point for evolution without 
cross-over, the resistance to mutations and the fre- 
quencies of the polynucleotides drop toward the level 
that was reached when evolution started with random se- 
quences (data not shown). There is a paradoxical situ- 
ation here; on the one hand mutations lead to the se- 
lection pressure that moves the quasispecies toward 
relatively smooth regions; on the other hand mutations 
are responsible for the genetic drift that moves the qua- 
sispecies away from the smoothest regions. 

Selection for a Double-Hairpin Structure 
We let sequences evolve for a double-hairpin structure. 
Figure 3 shows the resistance to mutations at the time 
when the population has adapted to the required sec- 
ondary structure for the first time, and at the end of evo- 
lution (in this case 30,000 time-steps). The resistance to 
mutations has increased during the simulation. It appears 
that initially the quasispecies climbs in the fitness land- 
scape a peak that is relatively near, and that the move- 
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Fig. 3. Decrease in fitness after point mutations in sequences that 
have evolved for a double-hairpin structure (fitness is the product of 
the length of the two hairpins, max = 25) with point mutations and 
with or without crossover. The upper curve shows the effect of point 
mutations on the secondary structure of sequences that during the sim- 
ulation have reached the required secondary structure for "the first 
time" (generally within 500 generations). The lower curves are of pop- 
ulations that have evolved for 30,000 generations. Shown is the mean 
of 25 runs. As is shown, the resistance to mutations increases during 
evolution, especially if crossover occurs. 

ment toward relatively flat peaks is more a long-term 
process. 

During selection for a double-hairpin structure there 
is in the sequences a pattern generation that is associ- 
ated with the development of resistance to mutations. 
Figure 4 shows the development of frequencies of 
polynucleotides in time. The pattern that has developed 
is different from that which has developed during se- 
lection for a single hairpin; besides an overrepresenta- 
tion of long polypurines and polypyrimidines (>4),  
there is also an overrepresentation of monopurines and 
monopyrimidines. The specific pattern that is generat- 
ed is shown in Fig. 5. One hairpin is made of one stretch 
of purines on one side and one stretch of pyrimidines on 
the other side, whereas the other hairpin is made of al- 
ternating purines and pyrimidines. This pattern is very 
efficient in preventing alternative foldings. Not only 
does it prevent the two hairpins from merging to one 
large hairpin, where the 5' side of the 5' hairpin inter- 
acts with the 3' side of the 3' hairpin, and the 3' side of 
the 5' hairpin interacts with the 5' side of the 3' hairpin, 
but it also prevents the two hairpins from merging to one 
small hairpin where the 3' side of the 5' hairpin inter- 
acts with the 3' side of the 3' hairpin or the 5' side of 
the 5' hairpin interacts with the 5' side of the 3' hairpin. 
The same type of pattern formation, although less pro- 
nounced, was observed with selection for two hairpins 
of length 8 in sequences of length 44 (data not shown). 

The movement toward flat peaks reduces the differ- 
ence in selection strength between mutants and should 
therefore give rise to more variation in the population. 
Indeed, if one monitors the amount of variation in the 
populations, it is seen to increase long after the popu- 
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Fig. 4. Development, during evolution for a double-hairpin struc- 
ture, of patterns in the frequencies of polynucleotides consisting sole- 
ly of purines or pyrimidines. Shown are the relative frequencies of 
polynucleotides of length 1, 2, 3. . .  >9 during time for 25 runs (scal- 
ing only within columns, the maximum frequency that is reached is 
set to I000). The bottom row shows expected frequencies in random 
sequences. The data show a clear overrepresentation of the poly- 
nucleotides of length 1 ("mono-purines" and "-pyrimidines") and of 
polynucleotides longer than 4; there is, however, a considerable 
amount of variation in the relative frequencies of the very long polynu- 
cleotides. 

lations have reached the desired secondary structure 
(Fig. 6), and is more-or-less parallel to the pattern gen- 
eration in the populations. It is interesting to note that 
during the development of an increase in resistance to 
mutations the fitness of the whole population increases 
only very little (Fig. 6), particularly in comparison to the 
decrease of the effect of mutations on the fitness of se- 
quences with the maximum fitness (Fig. 3). The effect 
of the increase in resistance to mutations seems to be 
partly nullified by the increase in the variation in the 
population. 

In the evolution for a relatively complicated sec- 
ondary structure we see again that cross-over plays an 
important role in the development of patterns and in the 
increase of resistance to mutations. Cross-over leads to 
a selection at the subgenomic level. (See also Hogeweg 
and Hesper 1992.) In the results presented here, cross- 
over leads to the formation of two hairpin structures that 
are relatively independent of each other. The actual 

number of potential secondary structure interactions 
within the molecule is thereby decreased. 

Evolution in a Rapidly Changing Environment 

In order to study whether it is also possible for the qua- 
sispecies to evolve toward relative rugged parts of the 
landscape, we developed a system with a rapidly chang- 
ing environment. The system consists of two popula- 
tions of RNA strings. The fitness of strings in popula- 
tion A is positively dependent on the similarity between 
their secondary structure and the secondary structure of 
strings in population B, whereas the fitness of strings in 
population B is negatively dependent on this similari- 
ty. Population A thus "chases" population B in a Red 
Queen type of evolution. The situation is very like that 
of antibodies in an immune system (A) which try to 
match an epitope of a fast-evolving pathogen (B). 

Because there is no specific secondary structure con- 
nected with the fitness criterion, we can compare the 
sensitivity of the secondary structures of sequences to 
mutations with that of random sequences. Figure 7 
shows the relation of dissimilarity between sequences 
and between secondary structures for random sequences 
and for the sequences of population A and population B. 
The sensitivity to mutations in the chased population (B) 
is clearly higher than that in random sequences. Popu- 
lation A also shows a trend, although less pronounced, 
to move toward relatively rugged regions. 

One can understand this higher sensitivity if one re- 
alizes that it is in the interest of sequences of B to 
change their secondary structure rapidly and thus stay 
ahead of the chasing population. The fitness landscape 
for B changes rapidly, but its changes are in a way pre- 
dictable, since a secondary structure that gives a high fit- 
ness at time X will give a low fitness at a time X + t, 
so anything is better than staying at the same spot; thus 
there is selection for (phenotypically) rapidly evolving 
quasispecies. For the chasing population the situation is 
more complex; population A has no way of knowing 
where population B will move to. The sensitivity to 
mutations of the secondary structures in population A is 
affected mainly by their evolution toward the specific 
secondary structures of population B. With respect to 
models of the interaction between an immune system 
and a rapidly changing virus (e.g., the AIDS model of 
Nowak et al. 1990) these results imply that the quasi- 
species of the virus will move toward regions where the 
effect of mutations on the higher-order structure of the 
antigen is maximized, and thus the cross-reactivity of 
antibodies with antigens is minimized. Indeed, the env 
gene of lentiviruses, which codes for the protein that is 
located on the surface of the virus, has a relative low re- 
dundancy in its codon usage, which means that a rela- 
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The amount of variation within the populations, both geno- Fig.  6. 
typic and phenotypic, and the mean fitness during evolution for a dou- 
ble-hairpin structure. The variation shown is the mean difference be- 
tween two sequences per population. As the data show, the genotypic 
variation increases long after the desired secondary structures are 
reached. (All 25 populations reach the required secondary structure 
within 2000 generations, more than 85% within 500 generations.) 

tive high frequency of mutations on its RNA sequence 
will affect  the amino-acid sequence (Huynen and 
Hogeweg 1989). 

The evolution toward relatively rugged parts of the 
landscape leads to pattern generation at the RNA sec- 
ondary structure level. That is, in order to increase the 
effect of mutations, the amount of secondary structure 
(= frequency of base-pairing) is increased. In random 
sequences of length 50 the mean frequency of base-pair- 
ing is 34%. In the population that is chased (B) it goes 
up to an average of 53%, whereas in the chasing popu- 
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Fig. 5. The distribution of purines and 
pyrimidines in the sequences of one population 
after evolution for a double-hairpin secondary 
structure. Shown is the "co-occurrence" of the 
purines or pyrimidines between the different 
positions in all the sequences of one population 
(N = 200, the original distribution which lies 
between 0 and 200 is drawn between - 1  and 
+ 1). The "co-occurrence" of purine contents with 
themselves (the diagonal) is set to zero, its gray- 
level serves as reference. The presentation 
visualizes that interaction is only possible 
between purines and pyrimidines, and not 
between purines and purines or between 
pyrimidines and pyrimidines. White regions can 
only interact with black regions, and regions with 
alternating black and white can only interact with 
other regions with alternating black and white. 
Thus, the only way the presented structure can 
possibly fold, even after a few mutations, is by 
forming two unconnected hairpins. 
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Fig. 7. The effect of point mutations on the secondary structure of 
random sequences (equal probabilities for all nucleotides in all posi- 
tions) and of sequences in a co-evolving system after 5000 time- 
steps. The fitness criterion for sequences in population A is the sim- 
ilarity of  their secondary structure to the secondary structure of  
sequences in population B, whereas for population B the fitness de- 
pends on the dissimilarity of its secondary structures to those of A 
(population A thus "chases" population B in a Red Queen-like fash- 
ion). Both populations show an increased effect of point mutations on 
their secondary structures; the effect, however, is strongest in popu- 
Iation B. 

lation (A) it becomes 42%. One might expect such an 
increase in base-pairing frequency to lead to more sta- 
ble secondary structures instead of the less stable ones 
observed here. This effect, however, only appears to 
play a role with very high frequencies of base-pairing 
(>70%) in long RNA sequences (150 nucleotides) 
(Huynen et al. 1993). 
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The quali tat ive results reported here (an increase in 
the effect of  mutations on the secondary structure and 
pattern generation in the secondary structure) do not de- 
pend on the specific parametr izat ion of  the model  and 
were observed for a wide array of  models,  including 
models with population dynamics or a spatial dimension 

(Huynen 1993). 

Discussion 

Patterns in sequence data are general ly  attributed to di- 
rect selection pressures,  historical  accidents (pseudo- 
genes), and mutation pressures/random drift. According 
to the results of  our simulations, patterns in sequence da- 
ta can also be a side effect of  the evolut ionary dynam- 
ics, which in this case explo i t  the var ia t ions  in the 
ruggedness of  a fitness landscape.  Another  example  of  
how the evolut ionary dynamics can generate patterns in 
sequence data is the evolut ion of  mult iple  coding as a 
side ef fec t  of  c ross -ove r  and high matura t ion  rates 
(Hogeweg and Hesper  1992). 

By evolving toward relat ively smooth or rugged ar- 
eas of  the R N A  landscape the quasispecies  actually in- 
creases or decreases the occurrence of  phenotype af- 
fecting mutations. Kaneko and Ikegami  (1992; Ikegami  
and Kaneko,  1992) have studied models  where the mu- 
tation frequency itself was part of  the genotype, and sub- 

ject  to mutat ion and selection.  They observed  a de- 
c r ea se  o f  the m u t a t i o n  f r e q u e n c y  in f i xed  f i tness  
landscapes after the populat ion had reached an opti- 
mum, whereas the mutat ion frequency was mainta ined 
at a high level  in a constantly changing fitness land- 
scape. This is analogous to our results on varying the lo- 
cal ruggedness of  the landscape if  one only considers 
mutat ions that affect the phenotype.  From a biological  
point  of  view an important  difference between varying 
mutations rates and varying the (local) ruggedness of  the 

landscape is that mechanisms for varying mutation rates 
genera l ly  affect large parts o f  the genome,  al though 
they do not necessar i ly  affect the whole genome (e.g., 
local somatic hypermutat ion regions in B ce l l s - -F re nc h  
et al. 1989), whereas  the ruggednes s  o f  the geno-  
t y p e - p h e n o t y p e  t r ans i t ion  in d i f fe ren t  par ts  of  the 
genome can be varied locally.  However ,  an advantage 
of varying mutation rates is that mechanisms for this can 
be turned on or off on an evolut ionary relat ively short 
t ime scale. Both mechanisms  can of  course coexist ,  
which allows for fine tuning of  the phenotype-affect ing 
mutat ion rates in the whole genome. 

An important  question is whether these results also 
hold for geno type -pheno type  landscapes that are based 
on a relat ion other than the R N A  sequence -RN A  sec- 
ondary structure relation. Basical ly  the results depend 
on whether there are variat ions in the local ruggedness 
of the phenotype/f i tness  landscape.  An obvious exam- 
ple of  another geno type -pheno type  relat ion is the rela- 

tion between protein sequence and protein higher-order  
structure. Because in prote ins  there is a greater choice 
of building blocks which can be used to form higher-or-  
der structures (20 amino acids vs four nucleotides)  we 
expect  to f ind at least as much variat ion in the correla-  
t ion of  protein landscapes  as we find in R N A  land- 

scapes. 
It has often been argued that selection does not op- 

erate at a level  higher  than that of the individual .  This 
precludes selection for propert ies  that affect the evolu-  
t ionary process itself. Here we observe select ion for 
the effect of  mutat ions on the phenotype,  which is pos- 
sible because the selection acts at the level  of  the qua- 
sispecies (Eigen and Schuster  1979; Schuster  1989). 
This type of  selection can be referred to as metaselec-  
t i o n - - t h a t  is, select ion for proper t ies  that affect  the 
"evolvabi l i ty ."  In this sense it resembles  one of  the ex- 
planations for the evolut ion of  sex (for a review see 
Hamil ton et al. 1990) - -namely ,  that sex evolved be- 
cause it facilitates evolutionary adaptation of hosts to re- 
sist parasites.  
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