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Abstract. Monte Carlo simulation has commonly been 
used in phylogenetic studies to test different tree-re- 
construction methods, and consequently, its application 
for testing evolutionary models can be considered as a 
natural extension of this usage. Repetitive simulation of 
a given evolutionary process, under the restrictions im- 
posed by the model to be tested, along a determinate tree 
topology allow the estimate of probability distributions 
for the desired parameters. Next, the phylogenetic tree 
can be reconstructed again without the constraints of the 
model, and the parameter of interest, derived from this 
tree, can be compared to the corresponding probability 
distribution derived from the restricted, simulated trees. 
As an example we have used Monte Carlo simulation to 
test the constancy of evolutionary rates in a set of cy- 
tochrome-c protein sequences. 
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Introduction 

Computer- in tens ive  methods based on resampling 
(Efron and Tibshirani 1991), have recently gained im- 
portance in the field of phylogenetic analysis (Felsen- 
stein 1988) because they require very little in the way 
of modeling, assumptions, or analysis, and can be au- 
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tomatically applied to the estimation of any parameter, 
no matter on how complicated its actual distribution is 
(Efron and Gong 1983). One class of computer-inten- 
sive method is the Monte Carlo simulation, in which 
specific assumptions concerning the model to be simu- 
lated are required. Felsenstein (1988) proposed the use 
of the "parametric bootstrap" (Efron 1985) for phylo- 
genetic analysis. This approach consists simply in tak- 
ing the best tree and simulating new data sets of the 
same size by evolution occurring along that tree under 
the postulated model (Felsenstein 1988). The approxi- 
mation of the "parametric bootstrap" can be used not on- 
ly to evaluate the variability held by the original esti- 
mate of the tree, as proposed by Felsenstein (1988); it 
also can be extended to test whether the evolution of a 
given set of data can be described by a given model. In 
this approach, the tree is reconstructed under the re- 
strictions imposed by the model and the evolution along 
it is simulated following the model. Next, the tree is re- 
constructed free of the constraints of the model and 
tested against the constrained tree. 

To illustrate this approximation we have chosen as 
evolutionary model the molecular clock. Here, we show 
how to perform a Monte Carlo simulation of evolution 
under a molecular clock model and how to test whether 
a set of data actually fits to the expectations of the 
model. 

Materials and Methods 

Sequences of Cytochrome-c and Evolutionary Pattern. We have used 
a set of cytochrome-c protein sequences obtained from the NBPF-PIR 
database (release 23). The corresponding species were Saccharomyces 
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cerevisiae (accession code (AC) = A00037) and Triticum aestivum 
(AC = A00060) (used as outgroups); Helix aspersa (AC = A00029); 
Eiseniafoetida (AC = A00027); Macrobrachium malcolmsonii (AC 
= A00028) ;  Manduca sexta (AC = A00032) ;  Drosophila 
melanogaster (AC = A00030); Asterias rubens (AC = A00026); Eu- 
thynnus pelamis (AC = A00022); Lampetra tridentata (AC = 
A00025); Rana catesbeiana (AC = A00021); Columba livia (AC = 
A00013); Anas platyrhynchos (AC = A00015); Oryctolagus cunicu- 
lus (AC = A0009); and Homo sapiens (AC = A0000I). These species 
constitute a reasonable representation of the animal kingdom. Also 
Saccharomyces cerevisiae and Triticum aestivum have been includ- 
ed, and used as outgroups. 

The branching pattern (topology of the evolutionary tree) used to 
relate these sequences to each other was that proposed by Margulis 
and Schwartz (1982). 

The sequences were aligned by means of the multiple-sequence 
alignment algorithm developed by Higgins and Sharp (1989), using 
the program CLUSTAL. 

Method of Phylogenetic Reconstruction for Both Expected and Ob- 
served Trees. The least-squares method (Fitch and Margoliash 1967) 
was used because it is available in the PHYLIP package (Felsenstein 
1990) in two versions: the KITSCH program, which implements the 
method under the molecular clock assumption; and the FITCH pro- 
gram, which implements the same method with no constraints imposed 
for branch lengths. KITSCH was used to obtain a least-squares esti- 
mation of the "expected," clocklike, phylogenetic tree, whereas 
FITCH was used to obtain the "observed" one. Thus, differences be- 
tween the "expected" and the "observed" trees due to the use of dif- 
ferent tree-reconstruction methods are avoided. 

Pairwise distance matrices were obtained using Kimura's modi- 
fied estimator (Kimura 1983, p. 75). 

Simulation of the Evolutionary Pattern. The evolutionary branch- 
ing pattern simulated was the one proposed by Margulis and Schwartz 
(1982). The expectations for branch lengths under a molecular clock 
were obtained by the application of the KITSCH program (least- 
squares assuming a molecular clock) for the previous branching pat- 
tern. 

For each simulation, an ancestral sequence was randomly gener- 
ated with a length (L) equal to that of the aligned set of sequences and 
with an amino acid composition identical to the shown by the con- 
sensus sequence. The topology of the tree is traversed in preorder 
(Knuth 1973) from the ancestral sequence to all the tips. Each de- 
scendent sequence, d, was obtained from its corresponding ancestor, 
a, by changing each individual position with probability Pa,0]L, where 
Pa,d was the expected number of mutations, under the molecular 
clock model, along the branch leading from sequence a to d. All pos- 
sible changes between the 20 amino acids were assumed to be 
equiprobable. This probability of change corresponds to the "Poisson 
model" (see Adachi and Hasegawa 1992; Adachi et al. 1993)--the 
simplest and most widely used model in phylogenetic studies, even 
if not stated explicitly. 

Test Based on the Empirical Distribution of Expected Values. 
The aim of the test based on the simulation was to obtain the proba- 
bility distribution for all the branch lengths under the molecular clock 
assumption. These distributions will allow one to check whether the 
observed branch-length values belong to their corresponding distrib- 
ution or, on the contrary, whether they can be considered significantly 
different from their clocklike expectations. To carry out the test, 
1,000 clocklike data sets were simulated as described above and, 
based on them, 1,000 phylogenetic trees were reconstructed by the 
KITSCH program. (The tree topology was forced to be the same 
with the "user tree" option; see Felsenstein 1990.) For each simulat- 
ed tree, all the branch-length values were recorded. From them, the 
distribution of values for each clocklike branch was constructed. The 

distributions were then used to test the observed branch-length val- 
ues by means of two-tailed percentile tests. 

Results 

Figure 1A shows the tree obtained with the FITCH pro- 
gram, and Fig. 1B shows the tree obtained with the 
KITSCH program. Branches represented with a dotted 
line were zero in the case of the FITCH tree, or non- 
significantly positive (see Dopazo 1993) in the case of 
the KITSCH tree. Table 1 shows the "observed" un- 
constrained branch lengths, as well as the averages cor- 
responding to the constant-rate tree obtained by simu- 
lation. When the "observed" values were compared to 
the "expected" constant-rate distributions obtained by 
simulation, some stretches of the tree actually revealed 
significant departures from their expectations under the 
assumption of constant-rate evolution (Table 1). Inter- 
nal edges showing zero values in KITSCH that were 
positive in FITCH were detected as nonclocklike lin- 
eages. E. foetida and H. sapiens lineages showed a 
higher evolutionary rate than expected under a molec- 
ular clock. 

The application of the inequality rate test (Felsenstein 
1984) rendered a F(13,78) = 3.21, which indicates that 
the observed tree is significantly different from a con- 
stant-rate tree at 99.9% level. 

Figure 2 shows the probability distribution obtained 
by simulation for four branch lengths. These include the 
terminal branches leading to H. sapiens and E. foetida, 
which showed a faster evolutionary rate than expected 
under the assumption of a molecular clock, the termi- 
nal branch leading to M. malcolmsonii, which showed 
a clocklike behavior, and an internal branch showing an 
evolutionary rate lower than expected under a molecu- 
lar clock assumption (although this rate was not low 
enough to be considered significantly different from a 
constant rate). 

Discussion 

Although Dickerson (1971) claimed that cytochrome-c 
behaves as a molecular clock, our analysis, which in- 
cludes a slightly different set of sequences, has shown 
that a molecular clock cannot be assumed for all the 
species studied. In fact, local deviations from a constant 
rate of evolution have been detected. A common pro- 
cedure used to test the molecular clock hypothesis has 
been the dispersion index (Kimura 1968, 1983, 1987; 
Langley and Fitch 1974; Gillespie 1986; Gillespie and 
Langley 1979), although recently, Gillespie (1989) has 
pointed out that the clock could be strongly affected by 
the topology of the phylogeny or by lineage effects due 
to differences in generation times. A similar problem 
was noticed by Felsenstein (1988) for the "relative rate 
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Fig. 1. Phylogenetic trees for the evolution of cytochrome-c. A 
"Observed tree" obtained using the FITCH program. B "Expected 
tree" under constant-rate assumption obtained using the KITSCH 
program. Dot ted  lines represent branches not significantly positive. 

test" (Sarich and Wilson 1967). To avoid this problem, 
different tests, which compare two phylogenetic trees in- 
ferred for the same set of data, have been proposed. Usu- 
ally, two trees, one of them inferred under the assump- 
tion that its evolutionary process has been directed by 
a molecular clock ("clocklike tree"), and the other tree 
inferred without such an assumption ("observed tree"), 
are contrasted. This is the case of the test for inequali- 
ty of evolutionary rates (Felsenstein 1984), and the 
more sophisticated likelihood ratio test (Langley and 
Fitch 1974; Felsenstein 1990). 

Analogous to Monte Carlo simulation, maximum- 
likelihood (ML) methods involve the adoption of a 
model for the evolution of the data. Indeed, in this pa- 
per, a model currently used in ML phylogenetic studies 
has been employed  (Adachi and Hasegawa  1992; 
Adachi et al. 1993). This model provides a very simple 
description of the process which describes the evolution 
of the protein sequences because it does not take into ac- 
count the different probabilities of change shown by dif- 
ferent amino acids at different sites of the molecule 

(see Pesole et al. 1992). Nevertheless, in spite of its sim- 
plicity, the Poisson model has been demonstrated to be 
efficient in ML tree reconstruction (Adachi et al. 1993) 
and, consequently, it can be considered a good approach 
to the study of the evolutionary processes of the se- 
quences. In ML methods, the model must commonly be 
extremely simple because of the complexity of the cal- 
culations; however, from the point of view of simula- 
tion, the use of more complicated models does not in- 
crease the complexity in the calculations to the same 
extent that a ML approach does. Moreover, evolution of 
DNA or protein sequences and even DNA restriction 
sites and other characters can be simulated, including 
features of difficult modeling in algebraic models (such 
as the correlation between positions due to the necessi- 
ty of maintaining protein structure or RNA foldings, 
etc.), without a significant increase in the complexity of 
the calculations. 

The modification of the "parametrical bootstrap" 
(Efron 1985; Felsenstein 1988) here proposed allows the 
expected tree (a tree inferred under the assumption of 
constancy in the evolutionary rates) to be used to sim- 
ulate new data sets with evolution occurring along the 
tree under the postulated model. Thus, the variability 
among the trees estimated from those simulated data sets 
can be used to construct probability distributions for the 
parameter (or parameters) of interest--in this case the 
branch-length values. At this point, a simple two-tailed 
test can be used to assess whether the observed par- 
ameter falls into the expectations under the model. 

Although the classical inequality rate test (Felsen- 
stein 1984) was able to detect a significant noncon- 
stancy in the evolutionary rates of the studied set of 
proteins, the simulation approach provides more infor- 
mation, indicating which branches significantly deviate 
from the assumptions of the model, as well as the trend 
of this deviation. 

Simulation can be considered as a well-established 
method in the field of phylogeny although its most com- 
mon use has been for testing tree-reconstruction meth- 
ods. Thus, simulation for gene frequency (Astolfi et al. 
1981; Nei et al. 1983; Kim and Burgman 1988), discrete 
morphological characters (Fiala and Sokal 1985; Sokal 
1983), and molecular data (Peacock and Boulter 1975; 
Tateno et al. 1982; Li et al. 1987a,b; Tateno and Taji- 
ma 1986; Saitou 1988; Rzhetsky and Nei 1992), to cite 
just a few cases, has been extensively used. Hence, the 
method here proposed constitutes a natural extension of 
the application of the simulation to phylogenetic stud- 
ies. 

Since the simulation allows the comparison of ob- 
served values to their expectations under some as- 
sumption of interest, other applications besides testing 
evolutionary rates can be performed within this frame- 
work. So, comparison between different types of nu- 
cleotide or amino acid substitutions can be performed, 
providing that the expected values can be modeled by 
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T a b l e  1, Observed number of mutations (obtained by FITCH program), expected number of mutations under constant rate assumption 
(KITSCH program), average branch lengths and standard deviations obtained from 1,000 simulated replicates of the constant rate tree 

Branch FITCH KITSCH Branch length SD 

Origin--A 15.43 15.87 16.01 4.12 
Origin--Triticum aestivum 31.20 30.12 30.14 4.72 
Origin--Saccharomyces cerevisiae 29.05 30.12 30.15 4.63 
A--Helix aspersa 13.32 14.54 14.57 3.84 

A--B 1.68 a 0.00 0.00 0.00 
B --Eisen ia foe tida 21.75 a 14.54 14.58 3.62 
B--Macrobrachium malcolmsonii 16.76 14.54 14.51 3.51 
B- -C 4.96 5.24 5.16 2.19 
C--Manduca sexta 12.59 9.30 9.32 3.07 
C--Drosophila melanogaster 6.02 9.30 9.32 2.90 
A- -D  0.12 1.53 1.54 1.25 
D--Asterias rubens 13.01 13.00 13.01 3.48 
D- -E  4.68 3.12 3.12 1.77 
E - - F  1.94 a 0.00 0.00 0.00 
F--Euthynnus pelamis 10.23 9.90 9.87 2.96 
F--Lampetra tridentata 10.87 9.90 10.11 2.99 
E- -G  0.56 3.46 3.47 1.84 
G--Rana catesbeiana 6.52 6.40 6.46 2.38 
G- -H  2.36 2.42 2.35 1.53 
H - - I  2.05 2.48 2.50 1.55 
I--Columba livia 1.99 1.52 1.51 1,25 
I--Anas platyrhinchos 1.06 1.52 1.48 1,23 
H- -J  1.26 a 0.00 0.00 0.00 
J--Oryctolagus cuniculus 1.81 4.00 3.94 1,88 
J--Homo sapiens 7.63 a 4.00 3.96 1.93 

a Indicates values of the branches significantly different (o~ = 0.05) from their corresponding constant-rate expectations obtained by simulation 
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Fig. 2. Empirical distributions 
for clocklike branch-length values 
obtained by simulation. The 
continuous line represents the 
theoretical Poisson distribution and 
the arrow shows the observed 
branch-length value obtained upon 
the application of the FITCH 
program. See text for discussion. 



simulation. Also, under some circumstances and for 
some cases, a test similar to this one can be used in a 
"comparative method"--i .e. ,  to compare characters 
across species so as to discover patterns in character 
evolution (Ridley 1983; Felsenstein 1985; Donoghue 
1989; Maddison 1990). 

Computer-intensive methods such as the approach 
proposed here, based on Monte Carlo simulation, pro- 
vide a very attractive alternative to ML methods (see 
Efron 1985) in statistical studies of evolutionary pro- 
cesses in sequences. 
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