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Introduction

There are clear signs these days that qualitative research in education has
come of age. Its methodology receives regular reviews and updating in the
mainstream journals and anthologies (e.g., Wilson, 1977; Smith, 1978) and is
frequently taught in graduate schools alongside basic statistics courses.
RFPs (requests for research proposals) now call routinely for the buttressing
of surveys by field studies or other “softer” data-collection modes. Ethno-
graphic jargon—‘“thick description,” “grounded theory,” “triangula-
tion” —can now be heard on the lips of the most rigorous psychometricians
without the slightest note of derision. In fact, many of these people have
undergone a process of mellowing, if not downright conversion, in their
assessments of what naturalistic research can do, even within the limits of
existing methodological canons (e.g., Snow, 1974; Cronbach, 1975; Camp-
bell, 1975; Cook and Campbell, 1979). It may be recalled that not too long
ago, Campbell and Stanley (1963) assimilated field studies to one group, that
of post-test-only design, and dismissed this model as so lacking in control
and randomization procedures as “to be of almost no scientific value” (p.
176).

Another good sign is that qualitative researchers have begun to move
away from a largely defensive posture (e.g., spending much of their time
pitting the strengths of field studies against the weaknesses of survey
approaches, or dwelling obsessively on safeguards against measurement error
in field studies in order to show that qualitative research can be even more
rigorous than correlational and experimental studies). Interest now has

* Prepared for the Symposium on Advances in the Analysis of Qualitative Data, American
Educational Research Association Meeting, March 1982.

0033-5177 /83 /%03.00 © 1983 Elsevier Science Publishers B.V.



282

shifted, happily, to a more self-aware, deliberate study of how qualitative
research is actually done—what a “qualitative design” looks like; how it
affects data collection; how these data are aggregated, partitioned and
analyzed; and how findings can be reported in a more easily digestible form
than in the past. Judging from the demand, there is clearly a need for this
kind of work, even though it often does not go beyond descriptive reporting
and procedure-exchanging.

Such a demand, however, gives rise to some cause for alarm. It suggests
that a lot of qualitative researchers are experiencing difficulty in the
field—and that there is an insufficient corpus of reliable, valid or even
minimally agreed-on procedures to rely upon. This is a curious state of
affairs, since field studies have been in existence longer than experimental
studies, and social anthropologists have written extensively about their
experiences in the field, some with warnings and advice built directly into
their subtitles (e.g., Wax, 1971).

Part of the problem seems to be that these writings are uneven, to put it
charitably. There is typically a greater wealth of advice than is needed
concerning gaining and maintaining access, and on avoiding obvious sources
of bias, but a decided poverty concerning issues of data reduction and
analysis (Sieber, 1976). Some sociologists and ethnographers have even
hesitated to become involved in these issues, on the grounds that an
unequivocal determination of the validity of their findings is not possible
(e.g., Becker, 1958; Bruyn, 1966; Lofland, 1971). There has also been a
somewhat magical belief in “bracketing”, and in the intuitive insights
generated by the experienced ethnographer as s/he progressively discerns
clear classifications and an overarching pattern from the welter of field data,
and does this in ways that are presumably irreducible or even incommunica-
ble.

It should also be noted that many qualitative researchers have, on epi-
stemological grounds, simply refused to enter this arena at all, which is,
incidentally, another reason why basic methodological canons for qualitative
research are so lacking. For many social phenomenologists and
ethnomethodologists, and even for some social interactionists, there is no
innate social reality to account for, and thus there is no need to evolve a
robust set of methodological canons to help explicate its laws (see Dreitzel,
1970, pp. v—xvii). The social processes which can be determined are judged
to be ephemeral, continuously fluid, or to have no existence independent of
social actors’ ways of accounting for and describing them. On this basis,
whatever “causes” we may consider it possible to abstract from observed
social relationships would be simply the fruit of our fertile imaginations. As
Wittgenstein put it in the Tractatus, “causes are superstitions” [1], and the
debate between causal idealists, such as Wittgenstein, and causal realists,
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who work in the logical positivist tradition, has continued to rage and shows
no signs of subsiding in our own or our grandchildren’s lifetimes (see Kim,
1981).

Finally, most of the serviceable work concerning validation and analysis
issues done by social and cultural anthropologists does not clearly apply to
the settings that educational field researchers operate in, or to the kinds of
research they are now trying to do. Field research in exotic cultures does not
transpose directly to field research in one’s own culture. Studies of simple or
primitive cultures are not necessarily conducted in the same way as studies
of complex, multicultural social groups. Even more crucially, if it is desired
to make stronger inferences or to generate policy, the familiar single case-
study must give way to multisite case studies— which, speaking methodologi-
cally, represent a virtually new species of social-scientific research.

Scope of This Paper

Over the past several years, both of us have found it necessary to contend
with many of the above shortcomings of qualitative research methodology,
most notably the lack of general procedural canons or specific decision rules
for analyzing and verifying data. Initially, we considered this state of affairs
as creative and challenging; it enabled us to break new ground, to try out
homegrown techniques and to mix psychometric with phenomenological
procedures. However, we felt progressively less optimistic as we came to
grips with problems of imprecise measurement, weak generalizability, vulner-
ability to several sources of bias, data overload with a high dross rate,
underattention to manipulable variables in favor-of contextual features, and
labor-intensiveness. Writing later about this initial work revealed our am-
bivalence; Miles (1979) presented an article entitled “Qualitative data as an
attractive nuisance”, and Huberman (1981a) wrote one entitled “Splendors
and miseries of qualitative research”.

The present paper draws on this experience in two new studies, one just
being completed and one in progress, illustrating the dilemmas faced and the
solutions found. The aim is to be concrete and self-examining, and to
stimulate similar activity among other qualitative analysts.

The first project considered is a multisite field study of the dissemination
of educational innovations (Huberman and Miles, 1982), carried out as part
of the Study of Dissemination Efforts Supporting School Improvement (Cran-
dall et al., 1982). In the field study, we tried to learn from our previous
errors by devising a battery of procedures for data collection and analysis
that could overcome some of the more acute problems. Essentially, we aimed
for more extensive data-processing in the initial stages and for greater
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homogeneity in the modes of data collection and reporting among field
researchers. For example, we used a guiding conceptual model, a finite and
focused set of research questions, a preliminary list of sensitizing codes,
ongoing procedures for comparing data sets, and a common structured
format for writing-up site reports. Further details are given shortly.

We then embarked on a follow-up study (Miles and Huberman, 1983)
whose chief objective was to refine and make explicit the data-analysis
methods used in the first. The subsequent study had four parts. First, it
involved feeding back to informants at the twelve field sites (a) summaries of
the principal findings, (b) an explanatory path model (we called it a “causal
network™) with an accompanying text explicating the key variables that had
been identified at the site, and (c) a set of predictions concerning what we
thought was likely to have happened by midway in the following year, in the
light of the findings. We wanted to investigate whether our methods of
analysis had, in fact, yielded findings that were plausible to respondents at
the field sites (in general, it appeared that this was indeed the case).

The second task in the follow-up study was a substantive exploration of
three topics, through secondary analysis of the original data. These topics
were: users’ and administrators’ motives in adopting innovations, including
career-related and other nonimmediate agendas; the process of user practice
mastery; and the micropolitics of institutionalization.

The next—and core—component of the study focused on methods of
analysis. The intention was to become vigorously self-aware of what we were
doing. To this end, a monitoring mechanism was established that would
register and document each of the steps taken in the course of the secondary
analysis, from the initial formulation of a research question to the final
write-up. Included in this methodological audit were the specific analysis
task, the step-by-step procedures used during the analysis and the rationale
for each one, the confidence in the conclusions, and a review of the strengths
and weaknesses of the analytic procedures used. In the course of use, this
self-auditing form has already undergone three iterations. It will probably be
reshaped a few more times until it can serve as a workable device for other
qualitative analysts to use as they work, and for secondary and meta-analysts
to use in verifying reported findings (e.g., Guba, 1981). The current version
of the documentation form is attached (see Appendix I).

The three tasks mentioned above lead into the fourth, the preparation of a
methodological handbook for the analysis of qualitative data. It is hoped
that the process of scrutinizing the methods used to analyze and report
nonnumerical data sets will yield a corpus of procedures that are both
manageable and robust. In addition to our own self-auditing exercises, we
plan to draw on promising work done along the same lines by other
qualitative methodologists (e.g., Guba and Lincoln, 1981; Firestone and
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Dawson, 1981; Stearns et al., 1980; Smith, 1978; Glaser, 1978).

In preparing the handbook, we focused more narrowly on five analytic
tasks which seem to bedevil analysts the most: coding data, integrating
qualitative and quantitative data sets, data reduction, data display, and
conclusion-drawing and verification. In the remainder of this article, we
examine two of these, data reduction and data display, drawing on the
techniques used in the dissemination study mentioned earlier, and on what
has been learnt to date from using the self-auditing documentation form [2].
First, a short overview of the issues is given.

THE DATA-REDUCTION PROBLEM

Every qualitative analyst encounters the problem of data overload. The
fact that field-study data are not usually translated immediately into numeric
or alphanumeric form means that a lot of words accumulate in the course of
data collection, increased still further by the analyst’s concern for following
serendipitous leads, confirming hunches and resolving puzzles—all of which
may or may not be fruitful, but will certainly add buik to the corpus of field
notes. Typically, veterans begin reducing their data set early in the course of
data collection, often via coding or interim site summaries, but they may still
be left with 500-odd pages of transcribed field notes that have to be reduced
just to allow preliminary analysis. This is, in effect, the nub of the problem:
qualitative data need to be reduced for any analysis to occur, and the choice
of a reduction strategy or heuristic will determine what kind of analysis is
possible and will thus foreclose other kinds. Reducing data implies aggregat-
ing and partitioning them according to some decision rules that may be, at
best, tentative or intuitive, but that always have important consequences. At
worst, this procedure may lead to hasty, unfounded conclusions, or to
shapeless data from which it is impossible to extract any meaning—some-
thing which may be discovered weeks later, when there is no time to go back
over the 500 pages of field notes and reduce the material differently.

Reduction not only allows analysis, it is analysis, in that clusters and
partitions will necessarily follow the analyst’s evolving sense of how the data
come together and how they address the research questions s/he wishes to
answer. This leads to two general questions, of (1) how qualitative data can
be reduced without unduly distorting or oversimplifying them, (2) and which
reductive methods still leave room for a wide range of alternative analytic
approaches, including a realistic possibility of reducing the same data set in
ways other than those tried initially.
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DATA DISPLAYS

One part of the answer, we feel, lies in the way in which qualitative data
are displayed. Displays in matrix or graphic form are a major improvement
over narrative text, with several important functions. First, they help a
reader make sense of a large data set, which might otherwise be spread out
over hundreds of dispersed pages, and retrieved only selectively by the
analyst. Such charts can also do the basic work of laying out main findings
for the reader, leaving the text to provide illustrations and qualifications.
However, displays are helpful in other ways as well.

First, displays can facilitate cross-site analysis. Using common formatting
techniques in reporting findings at the site level makes it possible to consider
sites economically side by side. A common graph, for example, already
“standardizes” the data to a common “metric” that allows overlaying of one
set of results on another, to reveal common trends and “distances” between
site configurations. In other words, displays reduce batches of data in ways
that enhance their comparability, and allow hypothesis generation for fur-
ther analysis. Graphic or matrix displays are a way of getting the trees
located in the forest in such a way as to see not only what the forest (or parts
of it) looks like, but also how it would look if the trees were moved around.
Looking at data in this way, as illustrated below, generates analysis: it
actually tells the qualitative researcher what the next, most likely analysis
step should be, and how s/he will know whether it has worked—whether it
can be verified or corroborated. The result is something like “grounded
data-manipulation”: continuing iterative cycles of data reduction, display,
analysis, new reductions, new displays and new analyses, until a full and
coherent set of meanings has been generated from the data.

Data Base

Before illustrating some of the data-reducing and data-displaying devices
used in the dissemination field study mentioned above, we now review the
data base very briefly.

Table I shows the principal characteristics of the sample. Twelve field sites
were drawn from 146 sites comprising a larger survey sample (Crandall et al.,
1982), and two main dissemination strategies were chosen for attention: that
of the National Diffusion Network (NDN), an outside-in delivery strategy,
through which a nationwide pool of innovations is made available locally
with assistance from the developer; and Title IV-C, a homegrown strategy
supporting the local development of projects and their subsequent statewide
diffusion. The regional and setting characteristics of the sample are shown,
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together with the dates of initial implementation and current status, in Table
I. The program types specify the forms of implementation of the projects on
a local basis: substitution of new materials (drop-in), enrichment of the
regular curriculum (add-on), provision of a locale for tutorial or project work
(puli-out), or constitution of a new, independent program or institution
(subsystem). The final two columns in Table I list the twelve project
acronyms and their areas of focus.

Table II shows a breakdown by field site of the data-collection procedure
[3]. In the course of the school year, a site was typically visited three or four
times, for two or three days, with interim contact by telephone. The number
of visits and total days on site varied with the proximity of the site, the
number of informants, the complexity of the program, and the difficulty of
eliciting credible accounts from site informants. Data were collected chiefly
by means of interviews—usually multiple interviews with key informants,
and single interviews with more-peripheral actors—using a common, semi-
structured schedule across sites which covered the principal research ques-
tions. There were also informal talks (e.g., in empty classrooms, cars, cafes)
that yielded valuable background information. Observations were typically
unstructured, although each field researcher usually had specific things s/he
was looking for. Similarly, whenever a document appeared significant, we
asked to look at and /or copy it. Each document retrieved was abstracted on
a document-analysis form, and the interview and observation notes were
dictated in narrative form together with any pertinent analytical or methodo-
logical notes, and then transcribed. Finally, about midway in the school year,
site-specific raw questionnaire and interview data became available, and
were used as a verification device, as a source of new leads to follow and of
puzzles to solve.

Data Reduction

Data reduction actually occurs throughout the entirety of any project
involving qualitative data: during basic project design, during data collection
itself, and during preliminary and final analysis.

DESIGN STAGE

Both of us having had problems in previous “inductive” efforts, we
decided to begin with a relatively tight design. In part, this was making a
virtue of necessity; we intended to interface with a survey-type data base
(Crandall et al., 1982), and thus had to be clear where the same issues were
being addressed in commensurable terms, in order to merge the two data sets
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appropriately. More generally, we found it essential to elaborate and obtain
agreement among the field staff concerning an overarching conceptual
framework, a set of research questions, and basic instrumentation. Doing
this, of course, reduced the scope of the study substantially. For instance, the
initial conceptual framework (see Appendix II) was longitudinal, considered
particular contextual and school-specific variable sets, and construed the
innovation process as a series of reciprocal interactions among users, innova-
tion characteristics and institutional parameters—in short, a conflict model
of school innovation, as opposed to a more rational or technological model.

From the conceptual framework, 34 research questions were generated,
corresponding globally to the blocks of variables in the framework. Typi-
cally, a question had a descriptive, broad-scoped formulation. Here is an
example: “What were the manifest and latent reasons of teachers and
administrators that led to the choice of this new program?”. There were then
subquestions (e.g., one for latent reasons, with possible response domains
including gains in power or prestige, career mobility, boredom reduction,
peer contact, etc.); these were subsequently translated into probes on the
interview schedule. Of course, no-one was asked about his/her latent mo-
tives, but researchers knew that they had to deliver an answer—from other
informants, through informal chats, by well-supported inference—for all key
informants at the site.

Finally, a semistructured, omnibus interview schedule keyed to the 34
research questions was generated, containing possible probes. Again, we
opted for middle-range precision. Here are three sample items: “What were
you doing before you came here?”; “What was this school like, before (the
innovation) entered the picture?”’; “When you first heard about (the innova-
tion), what did you think it might be like to use it?”. Interviewers were free
to vary the order within the schedule or to put it aside when informants
diverged in promising directions. Experience here was that field researchers
reshaped the schedule according to their congenial interviewing styles.

Critics might argue that, by restricting the range of constructs, questions
and instruments, other ways of looking at and capturing the phenomena
under study were screened out. Of course: anticipatory data reduction was
occurring. This should not cause undue concern. First, the framework,
questions and probes were general and middle-range. Next, it would have
been hidebound to ignore the value of existing empirical and conceptual
work as an orienting frame. Third, we expected to make—and did
make—changes in the conceptual framework as the data proved it incom-
plete, unbalanced, or, in some parts, overbuilt. We began with conceptual
consensus among a team with various social-scientific persuasions (psychol-
ogy, social psychology, education, anthropology), and then allowed each
discipline to inform the others in the course of data collection about more
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compelling or promising ways to look at the phenomena all were studying.
Furthermore, the field-study instrumentation was designed to be redesigned
as a function of emerging trends, thereby remaining data-sensitive and
nonfrozen.

In summary, the data-reduction issue in the gearing-up phase was address-
ed by specifying the boundaries of data collection, and by standardizing the
initial data-collection procedures to allow the production of reasonably
comparable data sets across the twelve field sites.

FIELDWORK

In a nutshell, data reduction during fieldwork was dealt with by collecting
less data than field studies usually do and by analyzing continuously the
data collected. This ongoing analysis indicated where to focus and probe
discriminatingly in future data collection, and gave a continuous reading of
which research questions were still unanswered.

In conducting these cycles of data collection and analysis, nine devices
were used: coding, policing, dictating field notes, “connoisseurship”, pro-
gressive focusing and funneling, interim site summaries, external critiquing,
memoing, and outlining. We now consider each one briefly.

Coding

We started with about 85 sensitizing codes, all derived from the 34
research questions. For example, a user’s initial assessment of an innovation
was coded as SIZUP, and changes made in the innovation during use were
coded INNMOD. After the first month of fieldwork, the number of codes
was expanded to 104, and these remained intact throughout data collection.
All codes were defined operationally, and initial field notes were coded
separately by two analysts, and then compared until adequate agreement was
obtained. _

With a view to subsequent analysis, we adopted three additional types of
codes——actually, metacodes. One type, anticipating single-site analysis, sig-
naled leitmotifs or recurrent patterns, together with puzzles or apparent
contradictions. A second type built towards cross-site analysis by adding to
these leitmotif codes a suffix (OS) to indicate that a field researcher had
unearthed a pattern s/he had also found in notes from some other site.
Finally, there was a code to identify what seemed to be a causal link
(CL-EXPL) that could account for a recurrent pattern, and another
(SITECL-EXPL) whenever site informants gave their own explanation of
why things had turned out as they did.

Coding was onerous, but useful. Not only did it render the data ap-
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propriate for single-site analysis, but it also guided ongoing data collection.
The strategy—sometimes obviated when there was a coding backlog—was
to code the previous set of field notes before the next trip to the field sites.
This line-by-line coding had the merits suggested by Glaser (1978): it
revealed gaps and puzzles, identified core themes, illuminated theoretical
components, uncovered potential sources of bias, and, overall, set the agenda
for the next field visit. Had coding been done only at the end of data
collection, the ongoing analysis would have been less sharp and would have
resulted in data that were incomplete or equivocal, with no opportunity to
obtain resolution.

Policing

Perhaps this term is too strong, but it implies more than “monitoring”.
First, the four field researchers worked in teams (with a senior researcher
overseeing a junior researcher). Also, the two senior researchers read each
others’ field notes. The idea was not only to uncover instances of possible
bias, but also for the researchers to keep one another on track. There was a
real danger of an analyst’s wandering off tangentially or rummaging around
happily and blindly in his or her area of expertise. Of course, some of this is
endemic to ethnographies. A field site is seamless; everything is related to
everything else, and everything has meaning, from where people sit at lunch
to how they introduce researchers to other informants. After an initial wave
of site visits that accumulated every promising piece of data into an alarming
amount of field notes, strict conventions were established governing the level
of detail that could be tolerated. A datum would be registered only if it
addressed either a specific research question or the relationship between two
or more questions. Second readers then worked to keep their partners’
accounts lean. The degree of leanness was hard to judge; it was estimated
according to the fact that transcribed field notes under 200 pages were thin
on core issues, and sometimes had gaps, whereas those over 300 yielded
more information than could be processed.

There was also self-policing, as another vehicle for data reduction to
facilitate subsequent analysis. Each fieldworker kept some form of book-
keeping ledger, with an indication of which research questions had been
answered satisfactorily for which informants. This helped (a) to avoid
data-collection redundancy, and (b) to specify which data needed to be
completed on the next site visit.

Dictating field notes

We chose, as a general rule, to dictate notes from interviews and observa-
tions, and not to take verbatim tapes. This reduced the data set substantially.
It also brought to awareness self-reflective issues or questions that were
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unclear in the fieldworker’s mind and that could be, literally, talked out and
transcribed (such issues were marked off in the text with double parentheses).
These issues or questions,- moreover, were data-condensing; they usually
united strands of information into meaningful or synthesizing units of
analysis. In order to protect against selective note-taking, we had each
member of a team taking separate notes on the first field visit, and then
checked for agreement between the two transcripts.

Connoisseurship

It is hard to avoid immodesty here. We reasoned that people who knew
their way around schools, could relate easily to school people, and who knew
the research literature concerning knowledge dissemination and use would
be less easily misled and distracted, and could keep the dross rate down—all
ways of keeping the data base manageable. This proved true. We found, in
fact, that many informants were laconic or elusive until they had decided
that the fieldworkers were aware of school issues. The second-reader method
helped to correct for arrogance.

Progressive focusing and funneling

Qualitative researchers are discovering that procedures for protecting
reliability and heightening validity can be as rigorous—in their own
terms—as the canons of classical test theory (see especially Guba and
Lincoln, 1981). Since we have illustrated this thesis elsewhere (Huberman
and Crandall, 1982), we shall be brief here. The main point of emphasis is
that iterative procedures are needed: data are collected, coded, analyzed, and
then new data collected as a function of that analysis—until, after several
such cycles, a final account is at hand that is plausible, internally consistent
and verified by recourse to multiple sources of corroboration. We drew
mostly on two methodologies: (a) grounded theory/theoretical sensitivity
(Glaser and Strauss, 1967; Glaser, 1978); and (b) investigative social re-
search (Douglas, 1976). When combined, these constitute an approach which
could be described as detective work done by intellectuals. Anthropologists
have sometimes described similar techniques of analytic induction (e.g.,
Lindesmith, 1947; Turner, 1953), but this documentation is usually sketchy
and sometimes defensive. More generally, philosophers of science (e.g.,
Hesse, 1974) have pointed out that the rules for verifying the results of
analytic induction are nowhere nearly as well formulated as those of, say,
propositional logic or statistical inference.

Our inductions had the desired effect of limiting and channeling the next
round of data collection; we were examining progressively fewer elements in
more detail, notably the elements we would be concentrating on during
case-study write-ups and cross-site analyses (see below). So, essentially, the



294

drafting stage was reached with less data—and more of it analyzed already
—than we suspect qualitative researchers often have.

Interim site summaries

Here again, it seemed that every exercise obliging us to collate and
compare what had been collected to date was a beneficial, if stressful, means
of focusing down onto the essential questions to be addressed. Nonetheless,
there was still room for new findings or insights to emerge that we had
neither thought nor dreamed of.

These insights often emerged when the data were summarized and pooled,
thereby guiding the next set of visits to the field sites. In these 20-page
summaries, written about halfway through the school year, each researcher
reviewed preliminary findings, audited the research questions not yet or not
well addressed, and commented on the verisimilitude of his/her data. The
exercise took precious time from ongoing data collection, but ultimately
saved more time in subsequent analysis. By way of doing preparatory work
for cross-site analysis, we added to this exercise another one: two external
readers, one working on another part of the dissemination study and another
with substantive expertise but no connection to the study, critiqued and
synthesized the material from the interim site summaries.

Memoing

Following Glaser (1978), we wrote periodic memos to one another about
issues uncovered at more than one site. For example, one memo concerning
the career trajectories of users and administrators led to greater data
collection on this theme, and ultimately to a key subsection of the cross-site
analysis dealing with implementation motives. For the most part the mem-
oing was episodic and superficial, but the device nonetheless has potential
value as a cognitive activator, and as a stimulus to sharper focusing of data
collection and to more-differentiated ongoing analysis.

Outlining

All the data-reduction methods used so far led naturally and rapidly to
the specification of a standard writing outline for site-level case reports. The
outline dealt systematically with each research question, and specified the
data displays (see below) associated with each. The fact that these outlines
were drafted and iterated to stability before final data collection had been
completed also made for additional focusing; it guided the last part of the
field work. '



295
Data Displays

It has been argued that the several steps outlined above bring the analyst
into the final write-up phase with leaner, better-analyzed data than usual. So
far, so good. However, for each site about 250 pages of coded field notes still
result, plus a few dozen document analysis forms and a large pile of raw
questionnaire and interview forms.

The key question is that of how this material can be reduced quickly and
without too much loss of relevant detail. Overall, the answer adopted here
stressed standardized formatting, with a strong emphasis on graphic and
matrix displays. We first summarize and illustrate these methods.

DISPLAYS FOR WITHIN-SITE ANALYSIS

As noted above, a detailed site-report outline was developed with standard
formats for aggregating and partitioning blocks of codes that fell into a
single research question or set of questions. This was the principal working
tool for the twelve site reports. It had the merit of assuring cross-site
comparability and the drawback of specifying in advance how data within a
given research question were to be reduced and displayed. The drawback is
that the site data could easily have been collapsed into other aggregates and
partitions that were analytically satisfactory or compelling—but this would
have varied among sites and reduced cross-site comparability. As it hap-
pened, the formats chosen were plausible and fruitful, probably because they
were created near the end of data collection, and were more data-sensitive
than an earlier iteration would have been. Data were displayed in two
general modes: matrices and figures.

Matrices

Some of these were descriptive (e.g., a three-way display of types of
assistance (ongoing, event-linked) by phase (initial, first year, second year)
and source (building administrator, peers)), or could be organized around a
checklist (e.g., a list of implementation-readiness criteria, or an index of
institutionalization with judgments and qualifications in the cells). Table 111
displays part of a checklist matrix for judging preimplementation readiness,
for early and later innovation users and administrators. The appeal of the
matrix, beyond the fact that it allows an analyst to draw preliminary
conclusions (such as the modest improvement over time shown in Table III),
is that the twelve sites can readily be compared by pulling out the twelve
sheets from the individual case reports, together with the two or three pages
of text in each report that provide further context, qualifications, illustra-
tions and a summary. Checklist matrices can also be keyed easily to survey
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data, which is indeed what was done with the readiness indices [4]. Five of
the indices on the full readiness checklist replicate corresponding question-
naire items. The case-study material can thus provide a validity check, add
new empirical factors, extend and differentiate the survey measures by giving
varying weight to the factors, and illustrate the survey findings with citations
and examples.

We also used progressive matrices, charting shifts over time in the levels of
users’ practice mastery, changes in each innovation, organizational changes,
and sequences of technical assistance. As an illustration, Table IV shows an
excerpt from a site report using a format for tracking changes in innovations
over time. The list of program components is taken directly from the survey
component of the larger study, so that, here again, the survey measures of
fidelity of implementation can be matched with field-study measures. Note

TABLE 1V

Illustration of Progressive Matrix (Carson Site): Changes in IPA (individualized planning)
Innovation

Program First Later Later implementation
components implementation implementation 1979-80
1977-78 1978-79

Education Sample forms  Plans kept in Monitoring of teachers’ educational

plans developed files; form plans minimal; educational plans dis-
simplified cussed at nine-weeks conference,
somewhat for rather than at start of year; some
next year coordination with special-education

profiles; little specification of “long-
range goals” by elementary teachers;
some plans minimal, nonresponsive
to student interests or individual pur-
poses; some teachers not using plan
forms; material prepared on “how to
write a plan”

Frequency of Fewer home Home conferences discontinued; di-
conferences conferences rections for conferences standardized
(manual); high school, reduced to
two conferences including parent and
two with student alone; elementary,
reduced to two three-way con-

ferences
Student Madified; Addition of First full filling-out of interest inven-
profiles color-coded more affective  tory; dropped-student attitude inter-

testing (school  view; profile data incompletely filled
attitude, self- in; profile used casually or partly by
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TABLE IV (continued)

Program First Later Later implementation
components implementation implementation 1979-80
1977-78 1978-79
concept, etc.) teachers: ambiguity about which tests
to be included for next year (in
absence of validation requirement);
use of profile standardized (manual);
profile simplified, some information
added: triplicate for parent, teacher,
profile file (year-end changes); some
coordination with special-education
individual plans
Management Fewer meetings Fewer meetings (every three to four
team (less than weeks)
weekly)
Parent involve- Clarification: “Family learning nights” held less
ment parent should frequently than planned; some
help with activ- parents do not take part in con-
ities, not leave ferences
to teacher
Administrative Added full- Coordinator does pull-out
team (coordi- time aide; “batching” of students in special

nator and aide)

Formative
evaluation

Teacher needs
assessment
(in-service)

Parent advisory
committee

field-trip coor-
dination more
centralized by
coordinator

Special in-
service sup-
plied for new-
comers to pro-
gram

Committee not
separately
formed; used
existing high-
school Title I
advisory com-
mittee

activities, more for elementary, espe-
cially by kindergarten and grades 1
and 2(7)

Some complaints about “too many
questionnaires”; data returns usually
incomplete

Connection to individual plans some-
times vague or not visible to teachers;
in-service reduced from hopes; in-
service committee recommendations
to be channeled through manage-
ment team; orientation materials pre-
pared (for teachers, students, parents)

Committee met only twice
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Program First Later Later implementation
components implementation implementation 1979-80
1677-78 1978-79
Community Community re- Only 25-30% of parents help with
component source-book activities

(citizens help
with activities)

Other aspects

Purposes of
program

“Match-ups”
of students and
teachers

Numbers in-

volved
Entry to pro-
gram
Teacher time

investment per
student

Student activi-
ties

Some switching
of advisees
among teachers

14 teachers, 4
administrators,
60 students

delayed; used
little by
teachers

In high school,
moved toward
advisory, class-
scheduling em-
phasis; at
elementary
level, “don’t
push into
career side”

Discontinuance
of multigrade
match-ups,
especially in
elementary
schools

20 teachers, 4
administrators,
83(7) (120?)
students

Voluntary, but
some pressure
on teachers to
take part

Rarer to spend
weekend time
with students

Closely tied to “advisor” system in
high school; defined more as “en-
richment”, add-on, interest-focused

program in elementary school

Students at high school who wish it
may change advisors

47 teachers, 686 students

Required for all teachers (less moti-
vation); required for all students;
wider socio-economic range, lower-

capability students included; re-
source teachers’ participation
dropped

Reduced by one-half to one-third
(10-30 instead of 60 min per con-
ference); less intense, more “diluted”

Sometimes omitted by teachers; often
carried out in “batch” or group form
(e.g., unit on dinosaurs); more fre-
quently done during school day (not
nights, weekends)
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also the list of other aspects, indicating that the field researcher also found
core components of local significance other than those highlighted by the
program developer.

Another type of progressive matrix considered longitudinally the effects of
a stimulus or sets of stimuli. Table V shows the locations, types, assessments
and consequences of the assistance provided to users at a field site, together
with an analytic commentary by the site researcher. At the site-report level,
this helps the analysts to obtain an overall view of assistance and its impact
without missing details, to contrast positively assessed with negatively as-
sessed assistance, and to array these data according to the source or locus of
aid.

Other matrices used were even more directly causal, displaying the con-
nection between assorted states or processes, and outcomes. Table VI shows
how data were displayed that bear on the question of what led to changes in
the organizational structure and functioning of a site.

Still another type of summarizing matrix arrayed conceptually clustered
data, usually within a set of research questions: Table VII is an illustration.
It combines informant-given motives for adopting an innovation (as distinct
from researcher-inferred motives), responses given or inferences made about
career plans implicated in the new project, informants’ judgments of the
centrality or relative importance of the innovation in their daily life—how
large it loomed—and their initial attitudes towards the project. Here again,
motive categories and ordinal or dichotomous scales—involving data trans-
formations on the part of the researcher—readied each of the twelve charts
for cross-site analysis, while at the same time enabling the site analyst to
explore the relationships among these variables.

Figures

In addition to matrices, we used commonly formatted graphic displays for
within-site and cross-site analysis. These included:

profiles of the growth or decline of innovations over time as a function of the
numbers of users and numbers of units concerned (we called these “growth
gradients”);

organization charts with-entries to show authority lines, informal relation-
ships, attitudes towards an innovation, year of adoption (for teachers),
informants’ age and relationship to the new practice (user, supporter or
adversary, innovation champion); such charts were also used to map flows of
assistance during innovation implementation, including the direction, type,
and assessment by recipients (Fig. 1 shows an example);

event-state flowcharts, which assembled the key events during the life of
the project, identified their system-state effects, and interrelated the entire
set to show how these factors evolved mutually over time (an excerpt appears
in Fig. 2); and
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Location and Orientation of Assistance
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S.Wortman
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1977-79
S. Wortman
1979-80
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Lr;zt:;isenplercelved by uss{s}qnce Qecelved TTR = teaching, training 0 = ER ol
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+ positive >—= solicited and received ng z ;g?:‘-\lltlito?'t.lgigvmzrocess helping  AD = gﬂ;gicslt‘mg

o neutrq\, nit == heavy, frequent RES = -resource —adding interests

- negative CON = controlling INQ = inquiring
SSUP = supporting, encouraging feeding back

formatively

Fig. 1. Illustration of Organization Chart with Assistance Flows (Masepa Site).

causal networks that emerged from the flowcharts and represented the
interrelationships among a set of core variables identified for all twelve sites.

Concerning this last device, the causal network, we were searching for a
tool to summarize and interrelate the full set of data. The best vehicle
seemed to be the themes, patterns, and contrasts across the twelve sites that
the field researchers were coding progressively as they came across phenom-
ena reported by others. Building from here, we worked up a set of some 30
core variables that were salient and influential at all sites. The list contained
three sets of temporally related variables: antecedents, mediators and out-
comes [5].

For each report, a field researcher drew a flowchart (see Fig. 3) mapping
the progression and interrelationships of these variables. Hypothesized causal
influence was represented by arrows between variables whose magnitude was
set grossly at high, moderate or low. A two- or three-page text summarized
the relationships, helping both to keep us honest and to aid reading by
others. This device was an economical yet appropriately complex summariz-
ing tool. It allowed validity checks via critique and correction by a second
researcher, and via feedback at the field sites (informants could, and did,
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TABLE VIII

Illustration of Predictor-Outcome Matrix: Contextual Features as Predictors of Organiza-

tional Change?

Site Environ-  Demo- Needy stu- District Superin-
mental graphic dent popu- innova- tendent
pressure  changes lation tive orien-

history tation
(Style,

District Building  attitude
towards
innovation)

Innovation in place, organizational changes

Carson Moderate More pro- — Past, Moder- Reform-

(IV-O) fessionals low; ate— ist*

recent, high
high

Masepa — — Many Title High, Moder- Superin-

(NDN) I children proactive  ate tendent,

distant;
asst.
superin-
tendent,
active

Innovation in place, few organizational changes

Plummet High More in- Hard-core Moderate: (not MD *

(IV-C) ner-city offenders, need for  appli-

students dropouts improve-  cable)
ment felt

Perry-Park-  Low-— — — Moder- One high; Entrepre-

dale (NDN) moderate ate— one neurial *

high moderate

Tindale — More low- Many low- Low Low MD *

(Iv-0) ability ability

students students

Banestown Moder- — 30% Title 1 Low Low Weak—

(NDN) ate population distant *

Astoria — — — Low Low MD *

(NDN)
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School External Salience / Motiva- Central Climate of
board fund-seeking scale of tion for office school
attitude history funds adoption advocates
Supportive, Little done * Low Problem- Present Collabora-
progressive (896 000) solving (super- tion, cohe-
intendent) siveness,
tolerance
Supportive, Successful *  Low or none Problem- Present Collabora-
progressive (30-50000) * solving tion, cohe-
siveness,
tolerance
Supportive MD High Problem- Present (not appli-
progressive (8300000) *  solving cable)
Supportive Active, op- High Opportunism; Present One, colla-
(MD) portunistic, ($300000) *  some prob- boration;
successful lem-solving one, iso-
: lation
Supportive, Selective, Low-moder- Problem- Present Isolation
middle-of- cautious ate solving (MD)
road about feder- ($87000)
al funds
Conflictful, Little done Low-moder- Problem- Present Isolation,
progressive/  currently * ate solving some diver-
conservative ($5000- sity, toler-
mix 6000) ance
MD) (ineligible None Problem- Present Collabora-
for public solving tion, cohe-
funds except siveness

Title I)
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TABLE VIII (continued)

Site Environ-  Demo- Needy stu- District Superin-~
mental graphic dent popu- innova- tendent
pressure  changes lation tive orien-

history tation
(Style,

District Building  attitude
towards
innovation

Limited use of innovation, no organizational changes

Calston — More mixed More stu- Moderate Moderate MD

(NDN) population,  dents re- —low

more Latin quiring in-
Americans dividual-
ization

Lido — — — Low Low- “Lame duck”,

(NDN) moderate  restrict-

ivet

Burton — — — Past, low; Low Active,

(NDN) recent, change-

moderate orient-
—high ed *

Dun Hollow — — — High Moderate MD *

(Iv-0)

Proville Low- — — Moderate MD Power-

av-0) moderate —high oriented *

redraw, eliminate or add arrows and revise the narrative— although, gratify-
ingly, their changes were relatively minor). The display was grounded in the
data, not spread over the site reports. The network display mode prepared
and facilitated cross-site analysis. Finally, it served as a good analogue to the
modeling done using the survey data.

Path-analytic devotees might point out that the above causal networks are
nonrobust, contain only gross estimates of variable magnitudes, no path
coefficients, are overidentified, etc. Perhaps the key here is not to compare
these networks with path models, but to see them as outcrops of a progres-
sive analysis during which relationships are deduced and mapped gradually,
building from a field researcher’s evolving sense of causal influence, but
amenable to critical review by a second analyst. Note that this is essentially
what happens during secondary analyses of survey-based data.
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Buard External Salience/ Motiva- Central Climate of
attitude fund-seeking scale of tion for office school
history funds adoption advocates
MD Active, “High” (in-  Problem- Present Isolation
successful service, solving
materials
provided)
Active, not Selective, High Opportunism,/ Absent Isolation *
always sup-  cautious ($61000) problem-solv-
portive (MD) about feder- ing mix
al funds
Supportive MD High Problem- Present Collabora-
progressive ($31000) solving tion (MD)
Indifferent, MD None Opportunism Absent Isolation? *
traditional (MD)
Conservative  Active, op- Low origin-  Opportunism Present MD
(MD) portunistic,  ally, then
successful moderate—
high

2 Ttems marked with an asterisk (*) were inferred or estimated from the site report; MD
denotes missing data; a dagger (1) denotes lack of salience in local context.

Displays for Cross-Site Analysis

Up to this point, the data have undergone two analysis and reduction
cycles, the first during the iterative process of analytic induction in the
data-collection phase, the second at the time of the site-specific write-ups. At
this second stage, coded data have been assembled, analyzed in conformity
with the set of research questions, reduced in a commonly formatted tabular
or graphic form, reanalyzed and summarized in a few pages of accompany-.
ing text. We thus reach the stage of cross-site analysis with twelve sets of
summarizing displays and a few pages of text for each. Of course, the
cross-site analyst also has the case reports (ranging from 80 to 150 pages) for
ready reference.
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We then used two display-analytic general procedures in virtually all
sections of the cross-site analysis. First, a descriptive metamatrix was assem-
bled that displayed the data from all twelve sites on a theme including one or
more research questions. Sometimes this began mechanically by covering an
office wall with twelve matrices or figures for a rapid scan. The descriptive
metamatrix was then produced, usually with a blend of text excerpts, core
sentences and descriptors for each site in each cell, sometimes with ratings
(high, moderate, low, etc.) (for an example, see Table X).

Then began the next cycle of analysis and reduction. In many cases, this
entailed regrouping the sites by magnitude of an outcome measure (e.g.,
more or less practice change), then arraying this scale against a series of
predictors. Table VIII shows such a predictor—outcome matrix for analyzing
the influence of contexual factors on the degree of organizational change. It
is important to note that the analyst selects the predictors, drawing from
those (a) already on a site-specific summary matrix or figure, (b) not on a
summarizing display but identified in several site reports, or (c) abstracted
from the metamatrix. From here on, the shape of the data usually guides
subsequent analysis. In general, however, we tended to move towards an R
analysis, by examining associations among variables and factoring them into
fewer predictors, and/or towards a Q analysis, by looking for clusters or
families of sites.

Obviously, it is not straightforward to claim that this last series of analytic
procedures will produce valid meaning. For quantitative data, first- and
second-order factoring, choice and formulation of predictors, configural
scoring and cluster analysis are all data manipulations for which there are
agreed-on algorithms. If it is claimed to perform similar operations without
numbers, or with nothing more than dummy variables and two- or three-point
ordinal scales, how plausible is the claim, and how credible are the results?
Or are we talking about analogues of statistical analysis, of the type that
Barton and Lazarsfeld (1955) initially called “quasistatistics” and that
presumably conform to “the logical structure of quantitative research” (p.
348)—whatever that is? Or perhaps these are just metaphors that qualitative
analysts use to express the types of bivariate and multivariate operations
engaged in by any inductive analyst when making attributions and estimates
— mentally registering the numbers of times things happen together or apart,
or happen only when still other things are present, by processing information
cognitively in a sort of mental covariance analysis. Cognitive psychologists
(e.g., Kelley, 1973; Nisbett and Ross, 1980) are beginning to understand
both the power and the shortcomings of these intuitive procedures; this can
help to determine how robust they are on logical or statistical grounds.

These are important questions that need answering, and our current work,
most notably the self-documenting log, is designed to obtain some pre-



316

liminary closure. At this stage descriptive answers are needed. What do
qualitative researchers actually do when they reduce and analyze data? For
example, how did Stearns et al. (1980) progress from case studies to
“propositions” to a “site factor matrix”, and what kind of matrix is being
considered? How did Stake and Easley (1978) reduce a gargantuan data set
to a small number of “issues” and “problems”, and what is the veridical
status, inferentially speaking, of those issues and problems? The only way to
understand such processes is to exhibit them for analysis and critique, and
possibly for replication—rather than alluding to them generally, or con-
centrating only on final products.

Cross-Site Analysis Methods: A Case Account

We here offer an account of two of our cross-site analyses, drawing on the
documentation data. The first deals with early implementation dynamics,
and the second with changes in an innovation.

EARLY IMPLEMENTATION

The cross-site analytic question had two parts: (1) What was early
implementation like? (2) What accounted for smooth and rough experiences
during initial use? A key predictor for the second question was obviously the
degree of preparedness, which is shown for one of the field sites in Table III.

We began with the site-level summary charts. For this question, we had
two sets of charts: estimates of the presence or absence of requisite start-up
(readiness) conditions (such as those in Table III), and another summary
chart showing users’ initial feelings and concerns, their degree of understand-
ing of the project, what they were spending most of their time on, and what
problems they were having. From the readiness charts, the data were simply
standardized to an ordinal scale running from “factor not in place” to
“factor fully in place” (the same scale, incidentally, as used in the survey
data). From the initial-experience chart, the relative smoothness of early
experience was assessed, which sometimes entailed making a determination
not made in the site report, but which was typically derivable from the list of
concerns and problems (a second analyst corroborated these judgments).
Using a regression “logic”, we then constructed the left-hand part of Table
IX up through the column labeled “Training”.

The display helped to visualize how good overall preparedness was (not
too good), and which factors were most or least in place. It also allowed a
visual estimate of the relationship between smoothness of initial use, pro-
gram sponsorship (NDN versus IV-C), and readiness. Clearly, the next step
was to go into further detail.

The between-program sponsor differences are marked: all five IV-C sites
were rough starters. In order to examine the smoothness—readiness rela-
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tionship, weighted scores were assigned and computed (see note ¢ to Table
IX). The scores also had another weighted estimate added: (F) means that
the site researcher noted that the readiness component markedly facilitated
early use by its presence (or hindered early use by its absence); (B) signifies a
barrier. Where this datum was absent, it was inferred from the section of the
site report concerning early experience, which sometimes involved a second-
order estimate, reviewed by a second analyst. The preparedness scores and
medians for each smoothness group are listed in Table IX. There is a linear
relationship, but the range is modest and there are exceptions in the
rough-starting sites. By returning to the display and the twelve short sections
in the twelve cases, reasons for these exceptions were found. For example,
the high score for the Carson site is a function of the fact that the
commitment items may be overweighting the total preparedness score. We
also derived scores for rough starters and very rough starters, and found the
first group median to be 13 and the second 11, which strengthens the
linearity of the relationship between preparedness and smoothness of early
use. We further considered two more variables (last two columns) in order to
determine whether these two conditions on the initial-readiness chart were
actually met during early use.

It should be mentioned here that we always kept our words and numbers
together, for two reasons. First, our previous experience has been that
condensing quaiitative data (words, plus verbal estimates of magnitude or
valence, such as more-less, good—bad) into numerical variables, and then
putting aside the field-study data and manipulating these values, is likely to
lead to either banal or mystifying results, largely because the variables had
not been created in the first place to be measured and transformed in this
way. It would be better to put more energy into survey measures which are
designed for such manipulations than to transform them in this way.

Secondly, it was important to be able to shift rapidly back down into the
raw data set when equivocal results were encountered—back to the site-
specific charts and text, and, if necessary, back to the coded field notes. If
only numbers were available, it would have been necessary to resolve the
problem with more numbers, and it would have taken a week to get back
into the untransformed raw data.

However, the analysis is not yet complete. The display in Table IX
indicates that some requisite conditions matter more than others (for exam-
ple, consider those underlined, with (B) or (F) appended; it can be seen that
user commitment is more important than user understanding); but also, only
about one-third (42) of the total pool of readiness indices (132) are under-
lined. It can also be seen that being well prepared does not help smoothness
of initial use as much as being poorly prepared hinders it. For some sites
(e.g., Astoria), few or none of the factors are underlined. Thus, there must
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TABLE IX

Predictor—Outcome Metamatrix Used in Analysis: Degree of Preparedness as Related to Ease
of Early Implementation at Field Sites (First Generation of Users)?

Eas_e ofbearly use Commitment Understanding
at sites Users Building Central Users Building  Central
principal  office principal  office
admini- admini-
stration stration
Smooth
Astoria (NDN) / f f f f f
Burton (NDN) ) » f(F) p a f(¥)
Mostly smooth
Lido (NDN) f(®) f MD J/ P MD
Mixed?
Calston (NDN) f f f(F) P P f
Perry-Parkdale (NDN) f(F) a4 f(F) f a f
Rough
Banestown (NDN) f(F) »p f(F) p a P
Masepa (NDN) f 7 f(F) a(B) a 7
Carson (IV-C) () f(F) f r(B) »p )2
Dun Hollow (IV-C) P P P ! ! f
Plummet (IV-C) f f f p p(B) p
Proville (IV-C) r(B) p(B) f(F) P P P
Tindale (IV-C) a(B) f(F) f(E/B) »p f p(B)

# Underlined entries signify that the field researcher estimated the corresponding factor to be
decisive in affecting ease of early use: (F) indicates facilitation, (B) a barrier to successful
early use; f indicates factor “fully in place”, p indicates factor “partly in place”, a indicates
factor largely absent or missing; MD denotes missing data.

have been something else also influencing smoothness of early use. This
called for a wider hunt for predictors, so we returned to the twelve brief
sections concerning early experience, notably to the summary table of user
concerns /behavior,

To summarize the results of that search, five more variables were derived
at a low level of inference: the actual degree of practice change; the degree of
latitude to make changes; the size or scale of innovation; the goodness of
actual organizational fit; and the degree of user constraint to adopt. We then
prepared a new array and found that these variables, especially the first
three, indicated not only more about readiness, but more than readiness.

The smooth sites were small-scale, with a high latitude for making changes
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Resources / Skills Train- Pre- Group Ongoing Building

materials ing pared- median aid /in- level-
ness service support
score °

f f P 19 18 p p
£(F) P f 17 r P
f(F) P f 17 17 a f(F)
a(B) p(®)  f 16 15.5 p® S
f r(B) f 15 p p
p(B) p(B) p(B) 12 13 r(F) f
a(B) a(® p 8 f(®) r
P r(B)  p(B) 16 f(F) /
2(B) [(F) p 14 P p
p(B) p(F) a 14 ? f
p p P 10 ' p p
f(E/B) J4 f 13 f(F/B) f

" Field researcher’s judgments from users’ responses and/or from observation of practice in
use.

¢ Computed in the following way: f=2,p=1,a=0, (F)= +1, and (B)= — | points.

4 Smooth for some users, rough for others.

and minor-to-moderate practice change. They had used this latitude to
derive a small innovation from the large-sized version they started with, so
readiness was easy to ensure and initial use was smooth. The rough-starters
involved major practice changes in moderate-to-large-scale projects, with
varying amounts of latitude. Thus readiness was far more problematic, and
initial use was difficult. We reached this conclusion by moving back and
forth between the cross-site display and the site-specific displays and
summaries, and by doing some more of the underlining and counting done
for the readiness scale. In the process, we happened on a grounded second-
order variable-—administrative latitude—of the sort that is less likely to
emerge in survey analysis when the stage is reached of recoding and rescaling
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derived variables, further and further away from the original data. This
variable also served to strengthen a subsequent section of the cross-site
analysis, as follows.

TRANSFORMATIONS IN INNOVATIONS

In the conceptual framework (Appendix II), we had postulated a cycle of
transformations during which changes would ensue in an innovation, in the
users’ daily practice, and in the working arrangements of the school. In
accordance with conflict theories of change (e.g., Schelling, 1963) and with
empirical work on implementation (Berman and McLaughlin, 1975), we
searched for reciprocal influences among users, innovation demands or
characteristics, and institutions (as it turned out, organizational changes were
not abundant, largely because most of the projects themselves were defined
as institutionally modest or classroom-bound—if not at the start, then at the
end of initial implementation).

As in the preceding section, the cross-site analysis of changes in innova-
tions proceeded by stages, shuttling back and forth between the summary
tables and text in the case reports and the emerging cross-site analytic
findings. We first wanted to know, for the twelve field sites, the nature of
such changes, how they evolved over time, the degree of change, and whether
there were between-program-sponsor (NDN versus [V-C) differences. Then
we would turn to a consideration of how and why such changes in the
innovations occurred, and determine whether there were families of sites
having similar profiles.

The point of departure was, again, the twelve summary charts from the
case reports, of the form of Table IV. Note that there is a lot of text, and no
specification of the type or nature of the changes made—a deliberate
decision, so as not to predefine categories that we wished to be grounded
‘empirically. Scanning the twelve charts, we sought indications of what was
being done to the innovations. At the broadest level, we found that the
entries in all cells for all twelve cases fell into three categories: people were
reducing an innovation, adding to it, or reconfiguring it, i.e., reorganizing its
parts and/or folding in segments according to their preimplementation
repertoires. This led to the first descriptive metamatrix, shown as Table X
(for simplicity, only the IV-C portion is presented here).

Once again, the matrix involved major data reduction (the three types of
change, and the estimates of extent and of importance). It allowed us to see
in one place the data to be analyzed, and to generate hunches to guide that
analysis. The first feature noted—through what we called “squint analysis”
—was that the NDN projects involved making a lot of reductions and
making them early, quite unlike the IV-C profiles. In fact, we were fascinated
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to see that many of these reductions were made before actual implementa-
tion began. We also saw that some sites continued to reduce an innovation
over time, whereas others stabilized, and yet others reinserted components
they had discarded previously.

To estimate the degrees of change, we simply counted the numbers of
components which had not been used or had been changed, using an
instrument from the survey which listed the components and showed changes
which the developer deemed unacceptable. We did this for two periods
(cutting the total time in half), constructed a simple ordinal scale (see note ¢
to Table X), and produced the penultimate column of the table. This
indicates that more than one-half (7) of the sites had changed between
one-third and two-thirds of the components considered essential by the
developer to unacceptable versions. Three more sites show such a degree of
change in more than two-thirds of the key components. Only the two
remaining sites were faithful implementations, so the degree of change was
far-reaching [6].

However, the significance of these changes varied. It seemed that some of
the components within a project were rather trivial (“teacher visits student
in detention™) and others more weighty (“special education teacher teams
with regular teacher to develop, update and implement individualized educa-
tional plans”). Thus we needed an index not only of the amount of change,
but also of the significance of changes made in the innovation, which is
shown in the last column of Table X. This index was derived by judging and
weighting each component changed as minor, moderate or significant, and
then taking the median. This estimate was a discretionary one on the part of
the analyst—and one not done independently by the two analysts, although
it well could have been. This point was duly noted in reviewing the
confidence that could be placed in the analysis. We then examined the
degrees of significant change (five significant-change sites, four moderate,
and three minor), and began to examine the text content in the site reports
for the significant and minor-change cases in order to determine how
significant-change sites differed from minor-change ones, and obtain details
of how users and administrators were justifying these changes. On this last
score, we found six distinct motives that exhausted the full set (this is
another instance showing our belief that qualitative cross-site analysis has to
be exhaustive, rather than probabilistic; all the cases must be categorized,
and uvsually all analyses and interpretations must be made using the full set
—a more stringent condition than for many kinds of statistical analysis).

The reasons given by users and administrators for making changes were
the starting point in our search for predictors. If, for instance, teachers
across the twelve sites were saying simply that they did not like a new
practice, we considered this as a possible instance of poor user fit. We began
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TABLE X

Excerpt from Descriptive Metamatrix Used in Analysis (IV-C Sites): Types, Evolution and Extents of
Changes in Innovation *

Site Initial implementation (6-9 months) Second year
Additions Reductions Reconfigu- Additions Reductions Reconfigu-
rations rations
Carson Full-scale implementation More test- Fewer con- Simplifi-
(by volunteers) ing; more ferences; cation of
centrali- fewer educational
zation; meetings; plans,
adding less use using ex-
staff of commu- isting me-
(aide); nity chanisms
adding in- (parent
service meetings)
training
Dun More les- — — Still more — —
Hollow sons, ac- instruc-
tivities, tional sup-
materials plements,
e.g., voca-
bulary
cards and
sentences
Plummet — Lowered — More staff; Dropping Organizing
academic more coun- conven- program
content seling; tional
more team- curricula
ing
Proville — Simplified — Partial — —
student reinstate-
selection; ment of
not re- first-year
cruiting reductions
staff; no
training;
poor stu-
dent—job
match; de-
ieting jobs
Tindale — Omitting — Partial More wide- Shifting
small sec- reinstate- spread sequences
tions of ment of discarding
units; se- first year of small
lective reductions sections;
use of elimina-
materials; tion of
uneven one unit
testing

2 Blank cells indicate no changes (initial implementation), or no further changes (later implementation).



Third year Extent and Importance of
evolution changes ©
Additions Reductions Reconfigu- of changes ®
rations
Program Less monitor- “Batching” Low-moderate Significant
mandated ing; education- of students
for all al plans more
desultory;
fewer meetings,
conferences;
evaluations in-
complete; in-
service
incomplete
Supplementary Not using Rearranging Low-moderate Minor
pictures approved re- instructional
source personnel sequences (to
make them more
logical)
Same trend continued in second year Low-High Significant
Further re- — — High—moderate Significant
instatement of
first-year
reductions
— — More wide- Low throughout Minor

spread shifts
in sequences

® Low, less than one-third of key components; moderate, one-third to two-thirds of key components;

high, more than two-thirds of key components shifting into “unacceptable” or “absent” category.
© Researcher’s estimates.

323
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TABLE X1

Predictor—Outcome Matrix used in Analysis: Effects of Five Predictors on Changes in
Innovations ?

Site User Anticipated  Anticipated  Organi- Demand
fit P classroom organiza- zational character-
change ® tional change ® fit istics ©

Significant changes

Astoria (NDN) Good High High Poor Strong
Burton (NDN) Fair High High Poor Strong
Carson (IV-C) Fair- High High Fair- Moderate—
good good strong
Plummet (IV-C) Good High High Good Strong
Proville (IV-C) Good Low ¢ Moderate Fair Moderate
Moderate changes
Banestown (NDN) Good Low Low— Good-  Small-
moderate fair moderate
Calston (NDN) Good Moderate Low Good Small-
moderate
Lido (NDN) Fair Moderate Low Good Small-
moderate
Perry- Fair— Low ¢ Moderate Good Moderate—
Parkdale (NDN) good strong
Minor changes
Masepa (NDN) Fair— High Moderate Fair Moderate—
Poor strong
Dun Hollow (IV-C) Poor Low Low Good Small—
moderate
Tindale (1V-C) Fair Moderate Low Good Moderate

# Underlining indicates strong predictors of ensuing change.
® From informants’ responses.

¢ Researchers’ estimates.

4 Program with few classroom-level components.

with six predictors similar to those for which we already had codes, then
added two predictors that were congruent with the reasons given for making
changes, and had also emerged earlier in the analysis. This exhausted the set.
Table XI is a display which allowed examination of five of these variables,
with sites arrayed by degree of significance of change.

Without going into detail, note that: (a) some of these variables covary
fairly well with the significance of change, while others do not; (b) there are
relatively few underlines to denote causal influence, and no clear pattern
except for the user-fit variable at minor-change sites; and (c) there are a fair
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number of second-order researcher estimates that required data transforma-
tions from site-report tables or text. Again, the second analyst verified the
first; the first analyst also re-did the same exercise from the beginning two
days later, which yielded only one discrepancy in the 60 cells.

A similar analysis (not detailed here) was made for the three remaining
variables: implementation readiness, administrative latitude to make changes,
and 1nitial (pre-implementation) scale or scope. For the middle variable,
administrative latitude, a significant result was found. The chart indicated
that latitude was high in all cases except those where minor changes had
occurred in the innovation. This suggests that users were making more
significant changes whenever they had permission to do so—and thereby, of
course, as was seen in Table X, generally reducing ‘the degree of practice
change. Greater latitude meant less relative innovativeness. Moreover, this
variable resulted in underlines in nine of the twelve cases, making it a far
more significant predictor, in the eyes of field researchers and analysts, of
innovation changes than the other seven variables examined. Finally, of
these nine sites, the chart showed that eight were NDN projects. Since Table
X had indicated that modifications in NDN innovations came early, often
prior to actual implementation, it appeared as if administrators were giving
early and wide latitude to users who were asking for it—possibly as a
precondition of use in their classrooms. If this was so, we had a bargaining-
exchange paradigm (e.g., Elmore, 1978) with strong potential explanatory
power.

The enchantment of qualitative data analysis in cases like this is that it is
easy to return to the raw data rapidly—provided, of course, that the
corresponding sections are readily accessible, and that those sections are
already summarizations of the raw data set. It-is then possible to search in
the innovative-change sections for data indicating how and when modifica-
tions were made in the innovations. In this instance, we were returning to
about five pages of text and two tables for each of the twelve sites, which
was manageable. The documentation form shows that this next step took
about an hour. This could not have been done as quickly had we had, say, 45
cases, but it is. fair to argue that if there were 45 cases, either survey-type
analysis should be done in the first place, or a family of 12—15 sites should
be selected and a qualitative analysis done on those.

In at least four of the eight NDN cases, we found precisely the scenario
we hypothesized might be present—overt bargaining for latitude to make
preimplementation changes. There was also covert bargaining at all sites,
which often appeared in the form of informants’ accounts of fine-tuning of a
project, or “making it easier to do in the school” by reducing an innovation’s
disruptive impact. We also noted a bargaining chain stretching from the
original developers, who accepted local adaptations in order to get their
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projects installed, to central office administrators haggling with principals,
then to principals negotiating with teachers. Further, these deals differed
across levels and sites, ranging from unlimited discretionary power given to
teachers to make changes, to strict policing of users.

Where to go from here? We saw emerging trends but could not yet plot
them. We appeared to have an economical construct (negotiated change)
uniting several strands, but it was not yet clear how this construct interacted
over time with the other seven predictors. We saw, if very dimly, various
scenarios.

We also had data from elsewhere in the cross-site analysis that could
provide alternative interpretations. For example, we had found earlier that
approximately one-half of the users had adopted an innovation because of
administrative pressure: given the choice, perhaps they would have imple-

Relationship of constraint to adopt and degree of latitude

given to users at 12 sites

High
Masepa (NDN) Constraint
Oo-——=0 to adopt .
O Astoria (NDN)
Tindale (IV-C)
Q- ——=0
Calston (NDN)
O————F— =0
O Banestown (NDN)
Dun Hollow
O- = — — ——=0
e
Lati Latitude
atitude o Proville (IV=C)
? OLido (NDN)
|
I
O Carson (IV-C)
O Burton
(NDN)
O Perry-Parkdale (NDN)
O Plummet (IV-C)
Low
Constraint
to adopt
Legend

—— = evolution during later
program implementation

Fig. 4. Circumplex Plot used in the Analysis.
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mented less of it, or none at all. Perhaps administrators were letting users
modify projects as a reward or palliative after having pressured them to
adopt. We needed to check this hypothesis before pursuing the logic being
evolved within the eight-predictor data set under analysis. Here again, we
made the same two moves as stressed throughout this paper, namely, setting
up the data in ways that allowed us (1) to see clustering and covariation, and
(2) to gauge, if only primitively, the extent or significance of these relation-
ships. In this instance, we plotted constraint versus latitude in circumplex
form, in order to investigate whether there was bunching in the appropriate
quadrants (high constraint-high latitude, low constraint-low latitude). Fig-
ure 4 shows that there was not, although there was a drift in this direction
during subsequent implementation.

The next step was to search for a condensed, integrated way of segmenting
the emerging bargains, scenarios and interactions among the predictors. To
save time, we simply show the ultimate model derived, and then backtrack
rapidly to trace how it was arrived at. This also allows us to include some
excerpts from the self-documentation form [7] and, in so doing, to indicate
how a secondary analyst can verify or audit the data-analytic trail of such a
qualitative study.

Figure 5 lays out the model. It may be divided into three parts: (a) the
latitude issue; (b) the remaining seven predictors; and (c) the scenarios.

(a) The latitude stream runs along the bottom of the preimplementation
phase (left-hand side of Fig. 5) and shows the cascade of negotiations from
developer to end-users, together with the interactions between this variable
and the other predictors. Drawing on the self-documentation form, here is
how the stream was obtained:

Procedure Results, conclusions

1. Read section in case reporis to obtain  Strong, decent data base in all twelve cases
bargaining points in time, and actors
involved

2. Sketch out latitude stream Straightforward: virtually identical for all

NDN sites

3. Read case sections to see whether con- Explicit for all NDN sites; implicit but at
sented latitude actually led to modifica- higher inference level for IV-C sites
tion

4. Connect latitude stream to other predic-  Easy criterion to meet: “causal” flow makes
tors—if more than three cases of specific, logical sense
explicit influence and no reverse/incon-
sistent influence, draw arrow

Note that the analytic procedures combine counting, transforming (text into
“bargaining points”) and inferring. The inferences appear plausible, but they
also appear subjective (explicit—implicit inferences, logical sense), and make
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causal claims resting largely on the sequences reported in the case reports.
Next we turn to task (b), that of examining the relationships among the
seven other predictors, above the latitude stream:

Procedure Results, conclusions

1. Read sections in case reports to obtain At least four sequence streams in twelve
sequence of predictors, starting with un-  cases: needs further reduction
derlined predictors that assume causal
influence

2. If at least three cases have a sequence Easy criterion to meet: four cases for most
linking two variables in the same order, arrows
draw arrow; if two cases, draw broken
arrow

3. Reread high-low cases for each box Covariation works with underlined cases
connected to another box, to see whether
causal links work for both

4. Does model make sense? Yes, but other models could make as good

sense

Two observations should be made here. First, although the procedures are
hardly elegant, they represent the rudiments of a data-analytic strategy that
combines inductive and deductive methods. Second, the cross-site analysis is
ultimately only as strong as the sum of the site-specific analyses. The
relationships, influences and causal inferences are made already in the site
reports [8]; the cross-site analyst extracts them, directly (from explicit text or
magnitudes) or indirectly (by transforming text into magnitudes, and by
inferring explicit relationships from what s /he determined are implicit ones).
It should be remembered that the findings and inferences in the site reports
themselves are not probabilistic in a statistical sense, nor even Bayesian, but
inductive. Thus, we are really not talking at all about a numerical causal
path or chain of multiple indicators as in a LISREL prediction model, but
rather about a causal model built by someone like a forensic pathologist, a
detective or an historian, using a progression of inferential analyses to run an
evidential trace out to its end point.

Finally, we move to task (c), that of discovering whether there are
different scenarios or families of sites with similar courses of events during
the process of change in innovation. The scenarios run from column 3 to
column 6 in Fig. 5. Here is how they were obtained:

Procedure Results, conclusions
1. Recode chart {see Table X) to obtain Three or four overlapping patterns
types of change and times of change;
cluster sites
2. Determine amounts of change (by
counting component shifts) at times of
first implementation
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3. Connect predictors to T1 (see column 3)
by following decision rule: connect if

Four types for twelve cases; two types have
a readiness problem

three cases of explicit influence and no
reverse /inconsistent influence

4. Do same exercise for later changes,
types, extents, bargaining points; use
decision rules:

at least two key predictors the same;

same overall amounts of change (num-
bers of components changed);

same trends of change; e.g., low—mod-
erate, high throughout (see Table X);

similar bargaining and latitude-giving
processes: same actors, same arguments,
same results for outcome

5. Collapse ultimate criterion measure
(outcome) (distinction conceptually
muddled)

6. For remaining eleven sites, derive overall
name for each of four scripts: “overre-
aching”, “locally refitting”, “salvaging”
and “enforcing”

7. Derive names for later process factors
and later changes made in four scripts

8. Reiterate each step, especially step 4

Reduces twelve sites to six, but three pro-
files have only one case each

Reduces to four families, but still one

profile with only one case

Some links between scenarios C and D

One site perhaps in two scenarios, but
computation of component changes locate
it in B, so kept as is

This somewhat circuitous trail took a day and a half. A second analyst
then went over and verified it. Obviously, a second analyst might have done
it differently, although s/he too would probably have looked for clusters
(the scenarios) and factors (the predictors) in one shape or another. This is
not unreasonable—two quantitative data analysts also do the same thing as
a result of their leanings and experience. Some favor R, some Q analysis;
some would adopt either. There are linearists and nonlinearists, etc. The
important point is that the second analyst can follow and verify the
procedures of the first.

A useful aid in this audit, we would argue, is provided by the successive
data displays, which show another analyst the stages which have been
traversed and, thereby, how to retrace the trail. The displays also render a
similar service to the reader, by reducing the typically voluminous case
studies of qualitative researchers into a more amenable form.
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Concluding comments

Four major points have been made in this paper, behind the welter of
detail that is probably the natural consequence of ethnographic concern for
completeness. First, data reduction, also known as data transformation,
occurs at all points in a study from design through to data collection and
write-up. It is not something separate from analysis, it is analysis: analysis of
a form which sharpens, sorts, focuses, throws away, organizes and clarifies
data in such a way that final analysis can occur coherently.

The second main point is that data reduction and data analysis have as an
indispensible accompaniment some form of data display, and that the
display modes chosen will inevitably condition the processes and conclusions
of analysis. The most frequently adopted and typical display mode for
qualitative data ‘to date—narrative text—is also the most cumbersome and
limiting one imaginable. We here advocate much more elegance, simplicity
and variety in display modes. We have emphasized matrices and figures of
several sorts, and many other types can be generated that meet the need to
display data coherently and compactly.

The third main point is that single-site and multisite analysis processes, at
the present state of the art, are of course complex, perhaps even obsessively
baroque, but not arcane, obscure or ineffable. It is possible to understand,
we have found, how an analyst X got from point A to point B [9].

The fourth main point follows immediately. It is possible to understand
processes such as those considered, if they have been documented accurately,
using some reasonably standardized scheme. Such documentation permits an
external audit, in Guba’s terms; it allows reproducibility of findings—the
core of science—and replicability of studies; it can support dialogue among
researchers struggling with qualitative analysis that can lead to something
resembling shared methodological canons. Such canons save energy, reduce
doubt and anxiety over the status of conclusions, and enable accumulation
of knowledge. However, the presence of such canons is not an unmixed
blessing. Judging from the history of quantitative analysis methods, method-
ological canons also result in endless disputation and refinement of effort,
intense socialization of novitiates into a received orthodoxy, and preoccupa-
tion with methods rather than with the substance of inquiry. It would be a
great pity if the next cohort of graduate students had always to be merci-
lessly grilled on whether their predictor—outcome matrix followed Huber-
man—Miles Rule II, and if the proportion of qualitative methodological
papers at researchers’ conventions overwhelmed that of papers reporting
substantive findings.

Perhaps it is possible to ward off at least some of the probable bad effects
of becoming more systematic about qualitative data analysis. However,
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self-documentation is labor-intensive and not a total substitute for verbal
elaboration. Filling out our forms usually took at least 15% of the total
analysis time. Even taking that much care, we found that an uninitiated
reader could not quite follow what had been done without added oral
explanation (of the sort offered in the preceding sections, but even more
detailed). Thus, although the present documentation method is actively
recommended, with appropriate revisions and further iterations to make it
easier and more useful, its limitations should be borne in mind. Above all, it
is hoped that the work reported here will help supply some of the common
language and syntax that qualitative researchers will need in elaborating a
well documented and credible methodology.

Notes

Hanson (1958) formulated an especially striking aphorism along the same lines. Causes, he
wrote, “are certainly connected with events, but this is because our theories connect them,
not because the world is held together by cosmic glue” (p. 64).

Note that these methods have also been used successfully in another study (Huberman,
1981b).

Beverly Loy Taylor and Jo Ann Goldberg were our colleagues in the design, data collection
and within-site analysis portion of the study, with responsibility for eight of the twelve sites.
Their energy, care and determination were crucial for the quality of the study.

Note, however, the scaling confusion in the Table III matrix: the estimates range from
low-high, absent—present, poor—good, whereas the survey scores (Crandall et al., 1982) are
on a “not in place”—“fully in place” scale. This is what happens typically when formats are
not fully standardized at the outset. Note also that individual responses have been
aggregated.

This technique combines and complicates such distinctions as the “constructive” versus
“enumerative” strategy of data reduction made by Goetz and Lecompte (1981). Causal
network variables were indeed generated from the local stream of behavior (constructive
approach), but they could derive, directly or indirectly, only from the pre-established
conceptual framework and research questions (enumerative approach).

The survey data for the entire sample of 146 sites did not show that as much unacceptable
change had occurred. That is understandable, since the users in the larger sample were only
current users (2-6 per site), interviewed at one point in time about their present use. We
assembled data from all users we could find, past and present, and tracked use over the
course of a school year, supplementing interview data with observations. Under such
circumstances it would be expected naturally to note that more adaptation in innovations
had occurred. It should also be noted that in three of the five IV-C and in two of the seven
NDN sites in the sample, adaptation and development were being encouraged explicitly or
implicitly. We do not know whether such figures are typical.

The quotes have been compressed and edited here and there to make them more readable to
people not familiar with the study.

We wish to stress this point heavily. Causality, where it happens, happens /locally. Too many
analysts seem to assume, like survey researchers, that some sort of averaged-out causality
can be inferred from summed variables, each considered atomistically across all sites.

7
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® The documentation also shows the reader the labor-intensiveness of the approach used.
Although the episode we have described took a day and a half, there were many, many such
episodes. Our deliberately thorough cross-site analysis occupies about 350 pages, while the
original twelve site reports total about 1000. Less intensive approaches could of course be
adopted using many of the techniques described here, but we do not wish to encourage the
view that qualitative data analysis is cheap. It is probably as expensive as the data-process-

ing costs typically incurred in mounting and analyzing a large and complicated survey data
base.
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