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Abstract. Researchers have devoted considerable effort to identifying homogeneous travel- 
behavior groups, each of which also has distinctive sociodemographic characteristics. Interest in 
these efforts has been fueled by both theoretical and applied concerns. From a theoretical perspec- 
tive, if such behaviorally and sociodemographically homogeneous groups can-be identified, we 
would have an improved understanding of the determinants of travel. From an applied perspective, 
because spatial choice models assume behavioral homogeneity within each sociodemographically 
defined subgroup, one would like to be able to identify groups that are homogeneous with respect 
to both behavior and sociodemographics. Most previous efforts to define such groups have classi- 
fied individuals on the basis of one-day travel records. In this paper we review these efforts, note 
the problems inherent in using one-day travel records for identifying homogeneous travel-behavior 
groups, and use standard grouping procedures to classify individuals on the basis of behavior ob- 
served over a longer time period (five weeks). Using multi-day travel data means that the travel 
measures employed in classifying individuals are different from and more complex than those used 
with one-day data. We identify five travel-behavior groups, each of which has distinctive socio- 
demographic characteristics. Considerable intra-group variability remains, however, even though 
the groups are classified on the basis of longer-term behavior. The paper concludes with an exami- 
nation of the implications of day-to-day variability in individual travel for classification proce- 
dures. 

The quest for an unders tanding  of the mechanisms generating u r ba n  travel 

has recently taken the path of a t tempting to define groups of individuals  with 

similar travel-activity patterns and to identify variables (usually descriptors of 

the sociodemographic and  locat ional  characteristics of those individuals)  that  

can successfully account  for the between-group variance in such patterns. The 

choice of this part icular  path seems logical; it reflects the belief that  depicting 

the pat terns and the correlates of the patterns is the first step in comprehend-  

ing travel-activity patterns, in grasping how and  why they change, and in 

predicting future pat terns successfully. Perhaps it is the scientist 's convict ion 

that  the world operates in a fundamenta l ly  orderly fashion that  convinces trav- 

el behavior  researchers that  there do exist groups of people with essentially 

similar spatial behavior and that these groups can be dist inguished by 

meaningfu l  independent  variables. Certainly the search for such groups is 

motivated at least in part  by the fact that  disaggregate choice models,  by seg- 

ment ing  the popula t ion  on sociodemographic descriptors and then calibrating 

a choice model  for each resultant subgroup, assume the existence of 

homogeneous  behaviora l / sociodemographic  groups. Oppenhe im captures the 
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essence of  this assumption in the hypothesis central to his own empirical study: 
" . . .  if two travelers have the same personal characteristics and live in similar 
urban environments, they will have the same travel behavior" (Oppenheim, 
1975, p. 141). 

One reason for the plausibility of  expecting to find distinguishable travel- 
activity patterns among different well-defined groups is the intuitively reasona- 
ble notion that the longer-term decisions of  individuals and households syste- 
matically affect their short-term behavior (see for example Salomon, 1983; 
Cullen & Phelps, 1975). Such long-term decisions as those regarding employ- 
ment (e.g. the type and amount of  paid work to undertake and the location 
of  such work), car ownership, marriage, and residential location are thereby 
seen as determining (at least to some extent) the daily travel pattern. There is 
a corrollary to this line of  thinking, and it is an assumption that usually re- 
mains unarticulated in studies of  spatial behavior. This is the belief that the 
daily travel-activity pattern of  any individual or household is largely habitual. 
The twin assumptions that long-run decisions govern short-term behavior and 
that behavior varies little in the short run feed a vision of  behavior as eminent- 
ly predictable. Once the larger, longer-term decisions have been made, accord- 
ing to this view, the individual quickly falls into a repetitive daily pattern, the 
shape of  which depends on such things as auto ownership, sex, employment 
status, marital status, and residential and work locations. 

The belief in the existence of  orderly, identifiable behavioral/sociodemo- 
graphic groups is so attractive and tenacious a notion that it persists in the face 
of  evidence that is at best partial and tentative and at worst confusing and con- 
flicting. Whether individuals are grouped first on the basis of  their sociodemo- 
graphic characteristics, such as roles (e.g. Van der Hoorn,  1979; Janelle & 
Goodchild, 1983), or first on the basis of their daily travel behavior (e.g. Recker 
& Schuler, 1982; Pas, 1984), the results are similar: groups defined on the basis 
of  sociodemographics are not isomorphic with (in fact they often bear little re- 
lation to) groups defined on the basis of  travel-activity patterns. And yet there 
has been some success, albeit limited, in relating the individual's sociodemo- 
graphic and locational characteristics to his or her travel pattern (e.g. Pas, 
1984; Recker & Schuler, 1982; Hanson & Hanson, 1981; Allaman et al., 1982). 
Existing evidence (reviewed in detail below) is therefore somewhat mixed, in- 
dicating as it does that although certain types of  individuals do display similar 
travel-activity patterns, the levels of  intragroup variability in measures of  travel 
behavior remain high. 

Before the search for order is abandoned as futile, there is an important 
question that needs scrutiny: to what extent is intragroup variability in be- 
havior patterns an artifact of  a particular type of  data base? Most studies have 
defined travel behavior groups on the basis of  travel records for only one day. 
The validity of  using a one-day data base to identify homogeneous behavioral 
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groups rests on the assumption that within-group behavior is homogeneous 
not only in the long run, but also in the (very) short run. That is, individuals 
within each group are implicitly assumed to exhibit precisely the same type of 
habitual behavior. As Recker & Schuler (1982, p. 118) have recognized, defin- 
ing groups of  individuals with similar behavior on the basis of  a one-day travel 
record is fraught with problems. Depending upon whether a person happened 
to take (or not to take) a particular type of trip (such as a shopping trip or 
a social/recreation trip) on the diary day, he or she will be assigned to one 
group as opposed to another. As long as the travel measures used to classify 
individuals are fairly detailed, groups defined on the basis of one-day travel 
records are likely to be highly unstable. Members of different groups in Recker 
& Schuler's analysis, for example, could actually, as they point out, exhibit 
quite similar behavior patterns if behavior were observed over some longer 
time period. 

Although habitual behavior has long been assumed the norm and although 
travel behavior models and theory have been tested almost entirely with one- 
day data bases, it is no secret that for any individual one day's travel pattern 
is probably not exactly like every other day's pattern. Curry (1967), for exam- 
ple, posited regular cycles of behavior in his deductive analysis of the relation- 
ships between travel and central place systems. A reasonable working hypothe- 
sis is that the individual's behavior is neither completely random nor 
completely habitual but is in fact cyclical - characterized by what might be 
called systematic variability, with certain daily patterns or fragments therefore 
recurring at known intervals. Acknowledging day-to-day variability in in- 
dividual travel throws doubt on the validity of attempts to group people on the 
basis of  one-day trip records. The existence of temporal variability suggests 
that classification should proceed on the basis of travel behavior recorded over 
some extended time period rather than for one day. In this paper we first review 
other work aimed at identifying homogeneous travel behavior groups (each 
having distinctive sociodemographic attributes) and then seek to identify 
groups of  individuals having similar travel behavior, where the measures are 
drawn from a five-week record of  out-of-home travel-activity patterns. 

Background 

The assumption that an individual's personal characteristics systematically af- 
fect daily behavior stretches back to early time budget studies (e.g. Szalai, 
1972; Chapin, 1974) which examined differences among population subgroups 
in time use. It is an idea that still wields-considerable force despite difficulties 
encountered in assembling the evidence base needed to underpin it. 

Two main approaches have dominated attempts to obtain the necessary evi- 



274 

dence. The first has been widely used in time budget studies; it consists of  
defining a priori population subgroups (for example, working men, full-time 
working women, part-time working women and so on) and then examining the 
variations in time-use patterns among the different groups. Until the past two 
or three years most studies focusing on people's use of  space, or of space and 
time, adopted essentially the same approach: they first established 
sociodemographically-defined groups and then searched for behavioral differ- 
ences among the groups (see Hanson & Hanson, 1981, for a review of  such 
studies). It is worth noting that an explicit concern for the level of  intra-group 
variability in the behavioral measures was not, until recently, characteristic of 
the studies that followed this approach. Van der Hoorn's (1979) study is one 
that reflects the emerging recognition of  the problem of intra-group variation. 
Having set out to find " . . .  more or less homogeneous person categories and 
to derive some broad macro relations regarding their behavior" (p. 312), Van 
der Hoorn  first divided his sample from the Netherlands into five groups 
(working men, working women, housewives, students, and others). When he 
examined travel times and travel frequencies for each of  these groups, Van der 
Hoorn  claimed to have found differences between the groups (although no 
tests of  significance are presented), but he was also troubled to find high levels 
of  intragroup variation. Moreover, within each separate group there was no 
strong relationship between the measures of  activity pattern (travel time and 
travel frequency) and " . . . soc ioeconomic  variables like age, income, etc." 
(p. 326). 

Most recent studies have adopted the alternative approach of  first grouping 
individuals on the basis of  their observed behavior and then searching for so- 
ciodemographic or locational characteristics that help to explain such be- 
havioral groupings. Pas (1984), for example, with data from Baltimore identi- 
fied groups of  individuals on the basis of  their one day travel-activity patterns. 
He then sought to determine via regression analysis whether or not each of  a 
number of  sociodemographic characteristics had a significant impact on the 
daily travel-activity pattern and found that a large number of  them did. Simi- 
larly Recker & Schuler (1982) cluster individuals first on the basis of  their one- 
day travel activity patterns and then use discriminant analysis to examine the 
impact of  a set of  sociodemographic and locational descriptors on these travel 
activity patterns. The authors were able to identify a set of  such descriptors 
that did discriminate among the different groups to some extent. Dangschat 
et  al. (1982) adopted a similar approach, but found that sociodemographic 
descriptors were very poor discriminators among groups of  individuals defined 
on the basis of  their travel-activity patterns (measured by participation in 
work, shopping, and social activities). They found that sociodemographic 
characteristics were distributed about the same across all five behaviorally de- 
fined groups. Similarly Oppenheim's (1975) initial optimism about the similar- 
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ity between (a) groups defined on the basis of behavior and (b) groups defined 
on the basis of sociodemographic characteristics turned to sheer pessimisms 
when he examined his data. 

Several researchers have used modified versions of these two approaches, but 
even grouping people on a mixture of behavioral and sociodemographic varia- 
bles has not yielded groups that were highly homogeneous with respect to be- 
havior. Herz (1982, 1983) divided his German sample into 271 a priori groups 
on the basis of sociodemographic and locational characteristics. This large 
number of groups was then collapsed to 7 by maximizing between-group and 
minimizing within-group variability with respect to behavior (time spent on 
different activities, frequency of different activity sequences, time spent travel- 
ling by different modes). Despite some intra-group similarities in travel-activity 
patterns, Herz found a disturbingly high level of intragroup variability: "At the 
best, 30% of the behavioral variability between individuals is explained by 
these sociodemographic groupings, and for hourly travel time budgets, broken 
down by the three main modes, it is only 3%" (Herz, 1983, p. 392). Using a 
modified version of the a priori group-definition approach, Clarke et aL 

(1981a) have had somewhat better success in explaining the differences between 
groups defined on the basis of stage in the life cycle. With information gleaned 
from qualitative interview data about people's daily activity patterns, Clarke 
et  al., identify life cycle groups and an archtypical activity pattern for each 
group. They then investigate actual time use via one-week activity diaries, and 
are able to discern significant differences among most of the life cycle groups' 
patterns of time use. 

In general, these recent studies have found that sociodemographic descrip- 
tors, and particularly role descriptors, are better discriminators of travel- 
activity patterns than are locational characteristics; yet sociodemographic 
characteristics still explain only a relatively small amount of the variation in 
behavior patterns between individuals (Herz, 1982; Recker& Schuler, 1982; 
Wermuth, 1982; Kutter, 1973; Pas, 1984; Vidakovic, 1983; Allaman et al., 1982; 
Hanson, 1982). The degree of success achieved by sociodemographics in ex- 
plaining travel behavior depends, of course, on the complexity of the be- 
havioral measures used. Sociodemographics (especially stage in the life cycle) 
are more effective as discriminators when the behavioral measure is the rela- 
tively simple one of time allocated to different types of activities (as in Clarke 
et al., 1981a; and Allaman et  al., 1982) and less effective when complex meas- 
ures of space-time behavior are used (as in Herz, 1982, 1983). When the be- 
havioral measure is the daily activity (or activity program), for example, there 
is high intragroup variability in the number of different types of daily pro- 
grams observed. Still the notion persists that "individuals with similar role sets 
possess similar behavior . . . "  (Dangshat et  aL, 1982, p. 1167), and modelers 
continue to erect their models on this assumption. Vidakovic's model for exam- 
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pie, assumes that the frequency of  visits of a particular type "is entirely based 
upon [the individual's] socio-occupational and accessibility/mobility situa- 
tion" (Vidakovic, 1983, p. 179). That is, for all individuals in a given socio- 
demographic group, the probability of  making a particular type of visit is in- 
variant. 

With the exception of  two studies (Van der Hoorn  and Clarke et  al.), all of  
the studies reviewed above used behavioral measures derived from a one-day 
window on travel. The Van der Hoorn  study uses a one-week diary, but he 
recognizes numerous problems with the data, not the least of which were that 
the diaries record only the major activity for each quarter hour and the fact 
that the trip destinations and distances traveled are not known. 

If  indeed relying on a one-day data base makes it difficult to identify groups 
of  individuals with similar behavior, and if repetitive or habitual behavior does 
exist, then we might aim to classify individuals on the basis of  their long-term 
behavior. This raises the question, however, of  how we might measure such be- 
havior. In this context there has been some interest in trying to elicit individu- 
als' usual or habitual behavior from reported estimates on questionnaires. 
Godard (1983) has, however, documented some of  the problems associated 
with trying to collect data on habitual behaviors in a survey rather than a diary 
format. By comparing respondents' answers to questions about their habitual 
behavior with their responses on a one-day diary, he has shown that when peo- 
ple are asked to identify their habitual activities and the frequency of each, 
they overestimate the frequency with which they participate in most activities, 
and the amount  of  overestimation depends on the type of activity in question. 

If  it is not possible to obtain accurate measures of  habitual behavior from 
questionnaires, is it possible to derive them from one-day records of  travel be- 
havior? Even if one selects a mid-week day so as to capture the traveler's "most 
typical" day (as recommended by Adiv, 1983), it is difficult to know whether 
that day is the most typical. It is also hard to discern habitual behavior from 
a one-day window because the one-day data base does not permit the research- 
er to observe much in the way of  variability in the behavior pattern. What con- 
stitutes habitual behavior cannot really be established with one-day data 
sources; it can only be assumed. As a consequence, any variation in travel be- 
havior observed at the aggregate level must be assumed to spring from unex- 
plained heterogeneity within the population, whereas much of  the observed 
variance may in fact be due to nonrandom, day-to-day variation in individual 
travel behavior. In order to classify individuals in a way that accommodates 
temporal variability, data collected over some period of time longer than one 
day (for example a week or a month) are required. 
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Data 

This study uses data on out-of-home travel-activity patterns collected in Up- 
psala, Sweden. The Uppsala Household Travel Survey made use of  self- 
administered travel diaries to collect detailed information on all out-of-home 
movements by the adult members of  a sample of  households over a 35-day 

period. In this paper we use a sample of  149 individuals from 93 households 
that constitute a representative sample of  Uppsala's population. Each home- 
to-home circuit was defined as a series of movements consisting of one or more 
stops that began and ended at home. For each stop on each circuit, the panel 
members recorded the time of arrival at and departure from the stop, the exact 
location and purpose of the stop, and the mode of travel used to arrive at the 
stop. Three unusual aspects of  this data set are; (1) the inclusion of all non- 
motorized (walking and bicyle) movements in addition to vehicular move- 
ments; (2) the use of  an extremely detailed locational coding scheme in which 
the origin and destination of each movement are associated with street ad- 
dresses; and (3) the length of time over which behavior is observed. The fact 
that the data cover a five-week period does limit to daily and weekly cycles the 
types of  repetitive behavior that can be observed; monthly and yearly cycles 
in travel behavior cannot be captured in a 35-day record. Nevertheless, no oth- 
er data set on travel behavior covers in detail the entire travel-activity pattern 
of  a sample of  individuals for as long as five weeks. 

One of the problems with using data collected over so long a time period 
is the vulnerability to bias if respondents do not record their behavior with per- 
sistent precision over time. A commonly held belief among transportation 
researchers is that respondents will become increasingly lax in recording trips 
as they loose interest over the course of  a longitudinal study. In fact Clarke et  

al. (1981b) report a slight reduction in the number of  trips reported per day 
over a 7-day period in one English study. Therefore, the first question to ad- 
dress to any longitudinal data set is the degree to which recorded travel remains 
stable over the observation period. We have examined this question in detail 
elsewhere (Hanson & Huff,  1982) and have found no significant trends in ei- 
ther the number of  stops or the number of  trips made per individual per day 
over the 35-day study period. For over 90% of the individuals in our sample 
both the number of  trips made per day and the number of  stops made per day 
were stable; for those few individuals where a trend in the rate of  trip making 
was discernable, the trend was not consistently one of  reduced tr ipmaking over 
time. 
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Analysis 

The analysis seeks to group individuals on the basis of  their observed travel 
behavior over the 35 days and to characterize the sociodemographic and loca- 
tional attributes of  the resultant groups. I f  there exist groups of  individuals 
that are distinctive in both their travel behavior and sociodemographic charac- 
teristic, then, for the reasons outlined above, there is a better chance of  iden- 
tifying such groups on the basis of  behavior observed over five weeks than on 
the basis of  behavior observed for only one day. 

Deriving the travel measures on which to classify individuals 

From the information contained in the 35-day travel diaries, one can derive a 
plethora of  measures, each of  which describes some aspect of  the individual's 
behavior over the study period. As one cannot use several dozen measures as 
the basis for classification and as the a priori grounds for selecting a small sub- 
set of  the key travel variables are not well established, it is necessary to use a 
data-reduction technique [such as Principal Components  Analysis - (PCA)] 
to identify such a subset. Here we develop an extensive set of  travel-activity 
measures similar to those used in an earlier study (Hanson & Hanson,  1981) 
but different in a number  of  important  ways because the aims of the two 
studies are different. We then subject the matrix of  travel measures to PCA in 
order to identify those few travel variables that best summarize an individual's 
travel-activity pattern and that can then be used for grouping individuals with 

similar travel behavior. 
One of  the ways in which longitudinal travel-diary data differ from one-day 

diaries is the presence in the former of  both travel and no-travel days for many 
individuals. Also, it is worth distinguishing between no-travel days that occur 
when the person remains at home and no-travel days that occur because the 
person has left town (e.g., for vacation or a business trip). The distinction is 
important  because in-town no-trip days can be considered days on which the 
individual is essentially "at risk" to travel, whereas such is not the case for out- 
of-town days. Perhaps because of  its focus on one-day trip records, previous 
research has had little to say about the importance, or even the existence, of  
no-trip days. One exception is a study by Br6g and Meyburg (1981) who report- 
ed that whereas willingness to respond to a (one-day) travel survey has little 
to do with sociodemographic characteristics, it is very much related to the in- 
dividual's propensity to travel. Persons unlikely to make a trip on the survey 
day believe their lack of  travel renders them "uninteresting" and "unimpor-  
tant"  to those taking the survey and therefore fail to respond. Furthermore, 
this effect works differently for personal-interview as opposed to postal- 
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questionnaire travel surveys. In fact the number of days a person did not travel 
because he or she remained at home may be a measure of  travel behavior that 
is important in identyfying groups of individuals with similar travel-activity 
patterns. Our analysis takes explicit recognition of both types of  no-trip days 
(in-town and out-of-town no-travel days). The overall measures of  trip genera- 
tion ("number of trips per travel day" and "number of stops per travel day") 
were based on the days on which the person made at least one trip. 

In addition to the number of in-town no-travel days and the number of trips 
and stops per travel day, ~ many other measures were generated from each in- 
dividual's longitudinal record. (These are shown in Table 1, which reports the 
results of the PCA discussed below.) Several variables (the proportions of the 
individual's trips that were of  different stop lengths) were employed to indicate 
the individual's propensity to make simple as opposed to complex trips. Other 
measures were the proportions of the individual's stops that were made for 
each of five different travel purposes (social, personal business, shopping, 
work, and recreation), by each of five different modes (walk, bike, bus, car 
driver, car passenger), at each of four different times of day (before 9 a.m., be- 
tween 9 a.m. and 4 p.m., between 4 p.m. and 7 p.m., and after 7 p.m.), on the 
weekends as opposed to the week days, and in each of six different sections 
of the city (within one km of the center of Uppsala; beyond six km of the town 
center; and, within the remaining five km annulus, the proportion of stops 
made in each of the four quadrants: southwest, northwest, southeast and 
northeast). Another set of measures indicated the proportions of the individu- 
al's out-of-home time spent in each of the five different purposes. Travel dis- 
tance measures included "kilometers traveled per travel day" as well as the 
proportion of  the individual's total travel distance associated with pursuing 
each of the five trip purposes. 

We included several measures that are possible to compute only with multi- 
day data; these are indices of the level of variety vs. repetition present in the 
individual's travel-activity pattern: the proportion of the individual's stops that 
were made; (1) at different locations (defined as street addresses); (2) at differ- 
ent land use types (identified by a 99-category coding scheme that distin- 
guished, for example, banks from supermarkets from a friend's home); and (3) 
for different activities (identified by 70 different activity codes that distin- 
guished for instance, "eat meal alone" from "eat meal with others"). To take 
an example, suppose a person made 200 stops over the 35 days and visited 50 
different locations; the "proportion of different locations visited" would be 
0.25. These variables measure how dispersed or concentrated the person's stops 
were in different locations, in different land use types, and in different activity 
categories. Finally, we included centrographic measures on the point set com- 
prising the spatial distribution of each person's destinations visited during the 
35 days (see Hanson & Hanson, 1981, p. 339) as measures of the spatial extent 
of the individual's travel-activity pattern. 
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Table 1. Results of principal components analysis of travel measures: Varimax rotated factor 
loadings, 

Factor l: Shopping and work 

Loadings Variables 

.87 Proportion of out-of-home time spent shopping 

.81 Proportion of stops made for shopping 

.81 Proportion of km traveled for shopping 

.77 Proportion of stops made to purchase food 
-.73 Proportion of stops made for work 
-.72 Proportion of work trips that were single stop 
-.67 Proportion of stop that were made before 9 a.m. 
-.66 Proportion of out-of-home time spent in work 
-.59 Proportion of stops made between 4 p.m. and 7 p.m. 

Percent of variance explained 20.7 

Factor 2: Complexity of Travel 

Loadings Variables 

-.81 
-.77 

.73 

.71 

.66 

Proportion of trips that were single stop 
Proportion of stops at different locations made on single stop trips 
Proportion of trips that had more than 4 stops 
Proportion of trips that had 3 stops 
Proportion of trips that had 4 stops 
Percent of variance explained 11.5 

Factor 3: Frequency of travel 

Loadings Variables 

.85 

.78 
-.74 
-.67 
-.53 

Number of trips per travel day 
Number of stops per travel day 
Proportion of stops made for different activities 
Proportion of stops made at different locations 
Number of in-town no-trip days 
Percent of variance explained 9.2 

Factor 4: Personal business 

Loadings Variables 

.88 Proportion of stops for personal business 

.87 Proportion of km travaled for personal business 

.84 Proportion of out-of-home time spent in personal business 
Percent of variance explained 8.3 



Table 1. Continued. 

Factor 5: Spatial extent of activity pattern 

Loadings Variables 

281 

-.78 
.76 
.75 
.72 

-.52 

Proportion of stops made on foot 
Distance between home and centroid of activity space 
Average distance between home and destinations 
Km traveled per travel day 
Proportion of stops within 1.0 km of city center 
Percent of variance explained 6.6 

Factor 6: Recreation 

Loadings Variables 

.88 Proportion of stops for recreation 

.84 Proportion of km traveled for recreation 

.80 Proportion of out-of-home time spent in recreation 
Percent of variance explained 6.3 

Factor 7: Social 

Loadings Variables 

.83 

.83 

.73 

Proportion of stops for social activities 
Proportion of km traveled for social activities 
Proportion of out-of-home time spent in social activities 
Percent of variance explained 4.8 

Total percent of variance explained 67.3 by 7 factors 

Although these measures of travel-activity pattern bear close resemblance to 
the set used by Hanson & Hanson (1981), they differ in several important ways, 
reflecting the different goals of the two studies. First, the previous analysis 
took no explicit notice of in-town no-trip days. Second, all travel measures in 
the previous study (with the exception of the mode use variables) were calculat- 
ed on the basis of  "number of days the individual was at risk to travel in Up- 
psala" rather than as measures internal to each person's total travel-activity 
pattern. For example, the variable "number of social stops" was calculated as 
(number of  social stops) + (35 - the number of  days the out of town); in this 
study it was calculated as (number of social stops) + (individual's total number 
of stops). This reflects the fact that the goal of the previous analysis was 
primarily to identify the dimensions of travel-activity patterns in the popula- 
tion rather than to define groups of individuals with similar behavior patterns. 
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Finally, the variables included here relating to time-of-day of  travel and to the 
sectors of  Uppsala visited were not included in the earlier study. 

We used PCA to reduce the large data matrix to a smaller set of  factors, each 
measuring an "independent" component to be used in grouping individuals 
with similar travel behavior. 2 The results (Table 1) show that the factors iden- 
tify the propensity of  the individual to undertake travel for each of several pur- 
poses (Factors 1, 4, 6, and 7), the overall frequency of  travel (Factor 3), the 
complexity of  the individual's trips (Factor 2) and the spatial extent of the in- 
dividual's travel-activity pattern (Factor 5). These results are interesting in light 
of  the widespread reliance in previous studies on "time spent in different ac- 
tivities" as the dependent variables measuring travel-activity pattern. Our find- 
ings support the use of  such variables as valid indices of  activity pattern, but 
suggest the need for additional measures to capture overall travel frequency, 
trip complexity, and destination dispersion. 3 

Clustering individuals on the basis of travel characteristics 

The results of  the PCA identified the subset of measures that best described 
parsimoniously an individual's travel-activity pattern and that could be used, 
therefore, to identify groups of individuals having similar travel characteristics. 
These measures were the variables with the highest loading on each of  the fac- 
tors with an eigenvalue greater than 1.9. 4 Prior to their use in the clustering 
routine, some of the variables were transformed so that their distributions 
more closely approximated the normal distribution. The variables used to clus- 
ter individuals were, therefore; (1) the proportion of out-of-home time spent 
in shopping (square root transformation); (2) the proportion of trips that were 
single-stop trips; (3) the number of  trips per travel day (square root transfor- 
mation); (4) proportion of stops that were made for personal business (square 
root transformation); (5) proportion of  stops that were made for social pur- 
poses (square root transformation); (6) proportion of  stops made on foot; and 
(7) proportions of  stops made for recreation (square root transformation). 

A k-means clustering algorithm (BMDP, 1981) partitioned the 149 cases into 
five groups :  the procedure yields a pseudo F-ratio indicating the importance 
of  each variable in determining the clusters, and these showed that whereas all 
seven variables were highly significant discriminators among the groups, the 
two most important were "proport ion of stops made on foot" and "number 
of  trips per travel day." 

Table 2, showing the cluster means on each of  the seven travel variables, in- 
dicates the ways in which the travel behaviors of  the individuals in the different 
clusters vary. In interpreting the clusters, it is useful to keep in mind the dimen- 
sion of  travel that each of the seven variables represents. "Proport ion of  stops 
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made on foot" ,  for example, is closely related to other measures of  the spatial 
extent of  the travel-activity pattern, and "proport ion of  trips that were single 
stop" is tied to other measures of  trip complexity (see Table 1). Individuals in 
Clusters 1 and 2 are set apart by their high levels of  trip making and their high 
proportions of  single-stop trips but their relatively low participation in recrea- 
tional activities. Individuals in Cluster 1, however, spend a distinctly higher 
proportion of their time in shopping, make an exceptionally large proportion 
(18 percent) of  their stops for personal business (which includes visits to the 
post office, to a physician's office, to the laundry and so on), make a large 
proportion (65 percent) of  their stops on foot, but make relatively few social 
stops. Clusters 3, 4, and 5 share lower levels of  trip making and relatively high 
levels of  participation in social activities; Cluster 4 stands out as having the 
highest proportion of  time spent in shopping (11 percent) and the largest 
proportion of  pedestrian stops (72 percent). Cluster 3 individuals, on the other 
hand, make relatively few stops on foot or for personal business or shopping, 
but make a high proportion of  single-stop trips and recreational stops. Mem- 
bers of  Cluster 5 make mostly multi-stop trips (only 44 percent of  their trips 
were single purpose), make relatively few stops on foot, and make a high 
11 percent of  their stops for social purposes. 

Discriminating among the groups using sociodemographic and locational 
variables 

If the popular assertion is true that different sociodemographic characteristics 
are responsible for the development of  different travel-activity patterns, then 
we should be able to associate distinct sociodemographic descriptors with each 
of  these clusters. The individual's residential location vis-a-vis the set of  estab- 
lishments in Uppsala could also play a role in the emergence of  one type of  
travel-activity pattern as opposed to another. The sociodemographic and loca- 
tional variables shown in Table 3 were used, therefore, to discriminate among 
the five clusters in a multiple discriminant analysis. The sociodemographics 
are typical of  those used by other researchers who have attempted to relate 
travel to the characteristics of the individuals and the household. The location- 
al variables in Table 3 were selected from a larger set of  locational measures 
on the basis of  results from a previous analysis (Hanson, 1982); they are similar 
to the measures of  zonal density used by Pas (1984) and Recker & Schuler 
(1982). 

The discriminant analysis revealed that two discriminant functions were sig- 
nificant in distinguishing among the five travel clusters: 

Dl = -1.64 (sex) - 0.64 (household size) + 0.0007 (number of establishments 
within 1.0 km of  home), and 



D 2 = 0.36 (household size) + 0.18 (sex) + 0.003 
within 1.0 km of home). 
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(number of  establishments 

Table 3. Sociodemographic and locational variables used as discriminators in multiple dis- 

criminant analysis. 

Age in Years 

Household income, before taxes, in Swedish crowns (sq. root t ransformation)  
Number  of people in household 
Years of  formal education 

Number  of hours worked per week 

Sex 

Auto  availability: number  of  autos owned by household + number  of  persons in household 

with valid drivers license; index is 0 if person does not  hold driver's license or if household 
owns no cars 

Number  of establishments within 1.0 km of  home 

Number  of establishments wihtin 4.0 km of home 

The eigenvalues associated with each function were 0.44 and 0.14 respectively, 
indicating that the two functions together account for 58 percent of  the vari- 
ance in the discriminating variables. The canonical correlations, measuring the 
degree of association between each discriminant function and the five clusters, 
were 0.55 and 0.35 respectively, indicating that each discriminant function is 
moderately correlated with the clusters. 

Although the same three variables comprise both discriminant functions, 
the relative importance of sex and household size shifts between the two func- 
tions, with sex being the more important  in defining the first function, and 
household size dominant  in the second. The density of  establishments close to 
home is statistically significant in discriminating among the clusters, but its 
relative contribution is notably less than that of  the other two variables. The 
coefficients indicate that persons with high scores on the first discriminant 
function will be women from smaller households located in areas with many 
establishments; persons scoring highest on the second function will be men 
from larger households, also from areas with a high establishment density. 

Further insight into the nature of  the discriminant functions and the compo- 
sition of the clusters can be obtained by inspecting Table 4 and the locations 
of  the cluster centroids in the space defined by the two discriminant functions. 
The first function differentiates Clusters 1, 4, and 5 from Clusters 2 and 3. Al- 
though (as seen in Table 4) Clusters l, 4, and 5 all have a high proportion of 
women and relatively small households, only Clusters 1 and 4 are located in 
areas with a high establishment density; the mean number of  establishments 
within 1.0 km of Cluster 5 residences is the lowest for any group. Clusters 2 
and 3 differ on the first discriminant function (especially from Clusters 1 and 
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4) in having a higher proport ion of men who come from larger households and 

lower-density residential environments. The second discriminant function 
differentiates, rather weakly, Clusters 1, 2, and 4, representing (supposedly) in- 
dividuals from larger households (but see from Table 4 that Cluster 4 has a 
very low mean household size), from Cluster 5, a group with fewer people per 
household living in a low density environment. It is clear that the second dis- 
criminant function is not as effective as the first in discriminating among the 
clusters; it is also clear from perusing Table 4 that the locational variables can- 
not be relied upon to discriminate consistently among the clusters. 

The proximity of  the cluster centroids in the space defined by the dis- 
criminant functions (especially those of Clusters 1 and 4) suggests that there 
is considerable overlap among the groups, despite the fact that the discrimina- 
tion is statistically significant. This is born out by the fact that the discriminant 
functions could classify only 45 percent of  the individuals in the correct clus- 
ter. The classification procedure correctly assigned 68 percent of  Cluster 2, but 
only half of  Clusters 1 and 5. Individuals in Cluster 4 proved to be the most 
difficult to classify, with only 29 percent assigned correctly to Cluster 4; about 
a quarter of  the individuals in Cluster 4 were incorrectly assigned to Cluster 1, 
and a quarter t o  Cluster 5. 

One purpose of the discriminant analysis was to identify those sociodemo- 
graphic and location variables that best distinguish among the five clusters and 
that would be therefore the most salient for describing the sociodemographic 
and locational differences among the groups. The cluster means on each of the 
three variables identified as the most important are shown in the first three 
columns of Table 4; the other variables in this Table have been added because 
their F statistics showed them to be the most important  remaining variables 
and because they help in some cases to interpret the composit ion of the 
clusters. 

It is now possible to summarize by describing the key characteristics of each 
cluster. 

Cluster 1. Comprised mostly of  women from larger households living in 
areas with a high density of  establishments, Cluster 1 is distinguished by a high 
level of  trip making. A large proportion of these trips are single stop, are made 
on foot, and are made for the purposes of  personal business and shopping. 
Cluster 1 individuals make few of their stops for social or recreational pur- 
poses. 

Cluster 2. Most members of  Cluster 2 are full-time employed males from 
large households. They are also likely to be young and to have access to a car. 
Cluster 2 individuals make many trips, but few of these are made on foot. Al- 
though very few of their stops are for shopping or recreation a relatively high 
proport ion are to socialize. 

Cluster 3. Predominantly men who work full-time, Cluster 3 individuals 
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make relatively fewer trips, but nearly three quarters of  these trips have only 
one stop. Few of  their stops are made on foot, for shopping, or for personal 
business, yet a high proportion are recreational or social stops. 

Cluster 4. The typical Cluster 4 individual is a woman living in a small 
household in an area with a high density of establishments. A relatively large 
proportion (41 percent) of  this cluster is employed full-time, but also a large 
proportion (46 percent) is not employed. People in Cluster 4 make few trips, 
about one-half of  which have more than one stop. Nearly three quarters of  
their travel is done on foot, and a high proportion of  their time is spent shop- 
ping. Social and recreational stops also make up a relatively high proportion 
of  their stops. 

Cluster 5. Roughly two thirds women, Cluster 5, like Cluster 4, has high 
proportions of  both full-time employed and not employed people. Members of 
Cluster 5 come from small households living in areas with relatively few estab- 
lishments. Although they have the lowest level of  trip making of  all the 
clusters, members of this cluster differ from the others in that the majority of 
their trips (56 percent) have more than one stop. Only a quarter of  their stops 
are made on foot. Although a high proportion of  their travel is for shopping 
and socializing, little is for recreation. 

This examination of  the travel and personal characteristics of  the clusters 
reveals a number of  interesting points. It is worth noting, for example, that 
there is no consistent relationship between establishment density close to home 
and the overall level of  trip making. This runs counter to the findings of  previ- 
ous studies that have. reported an inverse relationship between trip generation 
and the population density of  residential zones (e.g., CATS, 1977); the dis- 
crepancy might be explained by the focus of studies like the CATS on vehicular 
travel and their exclusion of  pedestrian trips. Although in our study high estab- 
lishment density is not linked to low levels of tripmaking, the two groups that 
make well over half of their stops on foot (Clusters 1 and 4) both live in areas 
of  high establishment density, have low levels of  auto availability, and are com- 
prised primarily of  women (Table 4). Also, it is interesting to note one respect 
in which our results are similar to those of  Pas (1984); using one-day travel data 
from Baltimore, he found that (like the members of  our Cluster 5) people 
residing in low-density areas were " . . .  significantly more likely to undertake a 
multistop daily p a t t e r n . . . "  (p. 579). Finally, our results are in tune with those 
of  other (e.g. time budget) studies in that the female-dominated clusters are the 
ones that spend a high of  about 10 percent of  their out-of-home time in shop- 
ping, whereas the male-dominated groups spend less than half that proportion 
of  their time in that activity. 
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Discussion 

The identification of homogeneous groups defined in terms of  similarities in 
personal traits as well as similarities in travel behavior remains an important 
practical and theoretical issue in transportation research. Our work to date on 
this problem suggests that the rather limited success in this regard stems in 
large part from the mistaken assumption that day-to-day variation in an in- 
dividuars travel behavior is small relative to the variation between individuals 
with similar socioeconomic and locational characteristics. 

In previous studies individual deviation from the group mean on a measure 
of travel has been considered "error," but there has been recent recognition 
that the source of this "error" can probably be specified. Horowitz (1983) has 
noted the difficulty of determining whether the error represents nonrandom 
(misspecification) or random (sampling) error. Tardiff (1979) has pointed out 
that nonrandom error could be attributed to either (1) behaviors that vary 
among individuals but not among time periods, or (2) behaviors that vary 
among both individuals and time periods. A question that arises from the 
results of grouping procedures based on one-day travel data is how much of 
the variability (e.g., in a travel measure) in a supposedly homogeneous group 
is due to unexplained heterogeneity within the group (i.e., differences among 
individuals within a cluster - Tardiff's case (1) above) and how much reflects 
differences from one day to the next within the individual's longitudinal travel 
record (i.e., intra-individual differences). 

The classification methodology outlined in this paper is in direct response 
to the conceptual problems of grouping procedures using one-day travel di- 
aries. While recognizing the innate complexity of  daily travel behavior, we have 
"smoothed" out the day-to-day variation in travel at the individual level by us- 
ing measures of travel derived from 35 days of continuous observation for each 
individual in the sample. It would be difficult, if not impossible, to compare 
directly the results of  clusters based on multi-day data with clusters based on 
one-day data because many of the travel measures derived from the 35-day rec- 
ord could not be used with a 1-day record. 

It is difficult to compare the results of this study with those of  others that 
have used one-day travel data to identify homogeneous behavioral and socio- 
demographic groups, mainly because few have attempted to cluster individuals 
on the basis of  several travel variables simultaneously. The more frequently 
adopted approach is to use as dependent variables several relatively simple 
measures of  activity pattern. Wermuth (1982), for example, used "time spent 
in activity x" (where x is either work, education, shopping, or recreation) on 
one survey day as a set of dependent variables; his goal was to account for the 
variance in each of  these a set of sociodemographic and locational descriptors. 
With such relatively straightforward dependent variables, he finds that person- 
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specific characteristics are able to account for almost all the inter-personal var- 
iation in time allocated to work and education; personal and household 
characteristics explain most of  the variance in shopping and recreation, and 
locational characteristics are relatively unimportant. Allaman et  al. (1982) use 
a similar set of  time allocation measures (derived from the one-day Baltimore 
travel diaries), as dependent variables in multiple regressions; their results show 
employment status, sex, age, and income to be the most important indepen- 
dent variables in explaining variation in time allocation. Using the same data 
set, Pas (1984) devised a more complex dependent variable by classifying in- 
dividuals' travel patterns into five types; he then employed the linear logit 
model to assess the significance of  various sociodemographic/locational varia- 
bles in differentiating among the five patterns and found sex and employment 
status to be particularly important in that regard. 

Our methodology here was quite similar to that used by Recker and Schuler 
(1982) with the exception that their travel data represented only one day's trips. 
It is interesting to note the similarities in the discriminant variables that 
emerged in their study and in ours; the set of variables they found most useful 
in discriminating among the nine different travel patterns they identified had 
to do with employment, household roles (closely related to sex), and charac- 
teristics of  the residential area (employment density and density of single- 
family dwelling units in the residential area). The two discriminant functions 
that incorporated these variables were able to classify correctly 39.5 percent of  
the cases in their sample, somewhat fewer than the 45 percent correctly classi- 
fied here on the basis of  longer term behavior. 

Our results do seem to represent a distinct improvement over the attempt by 
Dangschat et  al. (1982) to identify groups of  individuals that were homogene- 
ous with respect to behavior and sociodemographic characteristics. Although 
these researchers were able, using data from Germany for one work day and 
one Sunday, to identify five clusters of  individuals with similar within-group 
behavior patterns (defined as participation in working, shopping, and social 
activities) they were not able to associate distinctive sociodemographic charac- 
teristics with each group: " . . .  in all five clusters the distribution of  the socio- 
demographic characteristics is almost identical with the distribution of the 
sample" (p. 1172). It is worth noting that our measures of  travel behavior en- 
compassed a good deal more behavior complexity than did theirs, and yet our 
behavior groups were interpretable in terms of  sociodemographic and location- 
al variables. 

After all is said and done, has the goal of  identifying groups of  individuals 
that are homogeneous with respect to both behavior and sociodemograph- 
ic/locational characteristics been met? Only partially. Using a well established 
classification methodology on five-week travel records, we have been able to 
identify five clusters of  individuals that share distinctive travel and sociodemo- 
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graphic/locational attributes. There remains, however, considerable intra- 
group variance with respect to both sets of  variables, and there remains sub- 
stantial overlap among the various groups as demonstrated by the classifica- 
tion procedure's ability to classify correctly only 45 percent of the sample in- 
dividuals. 

We feel that a portion of this unexplained variance could be a function of 
systematic variation in the daily travel patterns association with any one in- 
dividual. The travel characteristics associated with each cluster (shown in Ta- 
ble 2) essentially sketch out a single travel-activity pattern for each cluster. Yet 
our evidence suggests that more than one typical travelpattern is needed if we 
wish to effectively characterize the travel behavior of any one individual or any 
population subgroup for that matter (Huff  & Hanson, 1986). This suggests 
that future classification should recognize the multiple daily patterns that an 
individual and group exhibit. The existence of  more than one frequent or typi- 
cal daily pattern for each individual also raises questions about how we might 
think about defining habitual behavior. The issues of (1) the level of  detail at 
which travel behavior is measured; (2) the length of time over which travel is 
measured; (3) what is considered a "habitual" travel pattern; and (4) the travel 
behavior groups identified in a classification procedure are all very much inter- 
related. In our view classification procedures in travel research should be based 
on measures of travel that are sufficiently detailed and complete to distinguish 
habitual from non-habitual behaviors and that are collected over a long 
enough period of time to enable habitual behavior patterns to emerge in the 
data. Grouping procedures should also recognize that each individual has 
more than one habitual travel pattern. 

Notes 

1. For example, "number  of  trips per travel day" was calculated as the total number  of  trips 

the person made over the diary period divided by 35 minus the number  of  no-trip days. 
2. We made several PCA runs using different (overlapping) subsets of  variables and different 

(overlapping) subsets of  the sample, and the resulting factor structures proved to be extremely ro- 

bust, with essentially the same factors emerging from each run. Because we wanted to use the PCA 
results as input to a clustering routine, we used varimax rotation. 

3. The factors emerging from this analysis are quite similar to those that emerged in Hanson  

& Hanson  (1981). Both analyses yielded factors describing travel for each of  a number  of  different 
purposes, a factor describing the spatial extent of  the travel-activity pattern, a factor describing 
travel frequency, and one describing trip complexity. The relative importance of  the various factors 
(as measured by the amount  of  variance explained) varied between the two sets of  results. Another  
interesting difference was that in the earlier study measures of  shopping and trip complexity were 
combined in one factor, whereas in this study they were not. Here making a high proportion of 

one's stops for shopping is negatively (but closely) related to making a high proportion of  one's 
stops for work; it is not necessarily related to having a large proportion of  multi-stop trips. The 
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results of the earlier study indicate that those people who made relatively more shopping stops 
(relative to other people in the sample) were also those who made relatively more multi-stop trips. 

4. Factors with lower eigenvalues had only one or two variables with loadings higher than 0.50. 
5. We experimented with different numbers of groups and have used the 5-group solution be- 

cause it was the one that was most interpretable in terms of the sociodemographic variables in Ta- 
ble 3. 
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