
DISCUSSION 

T H E  L I M I T S  OF  U N C E R T A I N T Y :  A N O T E *  

AaSTRACT. Discussions of decision making by individuals and organizations invariably 
touch on the issue of uncertainty. Decision theory axiomatizations are based on the 
assumption that uncertainty cannot be unlimited, but that there must exist a minimal 
interval of value stability. This note makes explicit that assumption for individual 
choice. For group and organizational decision making, a proof is presented which 
deduces a limit to uncertainty from the existence of deliberate social action. 

All discussions of decision making and modern organizations are forced 
to come to grips with the question of uncertainty (Thompson, 1967, 
p. 159; Mack, 1971, pp. 1-6). What is not always obvious is that there 
must be - if only implicitly - an assumption concerning the limits of  
uncertainty without which concepts like society, policy, and decision 
cannot be meaningfully used. It might be of interest to make this as- 
sumption exphc~t. 

Using Thompson's categories of instrumental uncertainty ('uncertainty 
concerning causal relationships') and value uncertainty ('uncertainty 
about preferred outcomes') (1967, pp. 134-135), we may equate a situa- 
tion where both these are high with a turbulent social environment, 
when both means-ends relationships and values are in rapid transition 
and renegotiable between organizations and institutions (Emery and 
Trist, 1965; Terreberry, 1968; McWhinney, 1968). Such situations, though 
described by Thompson as untenable for any length of time, are today 
not so uncommon (Friedmann, 1971, p. 319; Alexander, 1972, p. 326) 
and call for an appropriate response by the decision maker and the 
societal unit. 

One such prescription might be to maximize adaptability (Biller, 1971; 
Mack, 1971, pp. 88-89, 18%195; Friedmann, 1973, pp. 171-193). An 
organization structured for quick reaction to unforseen exogenous in- 
fluences can accept a high level of uncertainty by keeping its options 
open and not implementing any policies the effects of which extend 
beyond the time horizon of known value certainty. Thus, as change and 
uncertainty increase, the planning horizon must of necessity contract. 
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Another possibility, consistent with the above, is for the societal unit to 
encourage risk taking by its leaders for those decisions which are needed 
to sustain its basic values. Such risk propensity might, by increasing the 
proliferation of policy 'mutations', improve the survival capacity of the 
social organism in a hostile environment. 1 Adaptability of the organiza- 
tion would make unsuccessful policy endeavors expendable with a minimal 
loss in social costs. 

Both the above prescriptions, however, are based on the premise of 
a limit to uncertainty, as indeed is any prescription of individual and 
social action. In fact, all the generally accepted decision axiomatizations 
assume - explicitly or implicitly - a limit to uncertainty, and at least the 
persistence of the decision maker's values over some unspecified time 
period. In his classical exposition of  individual decision theory Marschak 
(1954, p. 27), when defining the 'utility of a prospect', assumes that the 
decision maker's preferences will remain stable between the time of his 
choice and the time of the realization of that prospect. This is made quite 
clear in his distinction between normative and descriptive statements 
about human choice, both of which are empty " i f  the ranking order is 
not supposed to be stable over a period long enough to make the state- 
ment of practical relevance" (Marschak, 1968, p. 430). 

Fishburn's axioms for individual choice under uncertainty share the 
same assumption (1973, pp. 237-242). For instance, where he deduces 
probabilities from preferences (1972, pp. 78-79) he assumes a constant 
utility of the payoff function between the time of the gambler's decision 
and the realization of the expected events A or B infA>fn. To use his 
example, if gamble fA is a prize of $1000 if A obtains, and gamble fB is 
a prize of $1000 if B obtains, then A>B ' if and only ifp(A)>p(B)" but 
also if the utility of $1000 has not changed for the player between the 
time of the decision and the payoff. However, if an independent event 
associated with A (but totally unanticipated by the player) threatens him 
with foreclosure if he does not come up with $1000, and another such 
independent event - say, the death of a maiden aunt - will turn him into 
a millionaire just as B obtains, so that the utility of the prize in the two 
cases becomes very different - then it cannot be inferred that A > B only 
if p(A)>p(B). This element of uncertainty - the difference between a 
priori and a posteriori utilities, is the basis of many stories of tragic wish- 
fulfillment, such as Balzac's Peau de Chagrin. 
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In his 'Generalization of Classical Decision Theory'  Leinfellner (1968, 
pp. 199-200) offers a set of axioms which also share this assumption. 
His axiom A1, which establishes a 'quasi-ordering' of indifference and 
preference, implies the persistence of these relationships over a certain 
time interval, as does his axiom A9, involving the addition of a constant 
to expectations of  a gamble. Though his theory purports to accomodate 
a higher level of uncertainty than classical decision theory, Shackle, too, 
operates under the assumption of value persistence from the time of  the 
decision maker's choice - a time he defines as his 'viewpoint': 

When we speak of the preferred blueprint B~ out of the set of blueprints which would 
become available if E~ were to turn out to be the intermediate event, we mean of course, 
the blueprint preferred in tbe light of the expectations held by the decision maker at 
his viewpoint. (1969, 213, original italics) 

Even decision making under ignorance, where uncertainty is so great 
that not even equal probabilities can be attached to outcomes, but all 
states of  nature have 'zero potential surprise', shares this assumption 
(Arrow and Hurwicz, 1972, pp 2-3). Here "an  action (is) defined by its 
consequences under each alternative state of nature," so the value of  
an action is actually the utility of its consequences to the decision maker - 
a concept which makes good sense but implies the decision-maker's 
expectation that his values will be the same when the consequences make 
themselves felt. 

Moving from the realm of individual decisions to the arena of inter- 
personal decision making and societal choice, we again encounter an 
avoidance of situations where the decision unit's value perspective 
perhaps approaches zero. Game theory from its very inception consisted 
of a series of static one-period models, assuming the durability of  roles 
and preferences through the entire interval of such a period (Shapley and 
Shubik, 1971, pp. 16-18). And in the area of  societal decisions Arrow, 
in his classic work - after building on a construct of axioms from in- 
dividual decision theory - defines a social welfare function as a process or 
rule which establishes a preference ordering of  social states for a societal 
unit corresponding to a given set of individual preference orderings 
(Arrow, 1964, pp. 13-23). The inference is unavoidable that these in- 
dividual orderings must remain stable through the specific process, and 
that the social ordering must be expected to persist at least through the 
interval between its determination and the realization of  the social states 
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involved. The same assumption is shared by Fishburn (1973), where 
many of  the social preferences referred to are expressed by voting. 

How short can this stability interval become - that is the question, 
both for individuals and other units of  social choice. What must be 
the limit of  uncertainty if decision making is to take place at all, in a 
non-trivial sense? This is a question which is as pressing for individuals 
as for social decisions, but needs to be addressed separately for these two 
classes of  choice. The question of  instability of  individual utilities has 
been addressed by yon Wright (1972) who discusses the problem of the 
relativity of a preference scale to a particular subject at a particular 
moment in time. 

Menges sees the instability of  the decision situation as posing an 
insuperable obstacle to the empirical application of decision theory 
on a wide scale to social issues (1968, pp. 144-151). Both introduce 
the concept of a time interval over which the decision situation and 
the decision maker's value system have to be assumed as stable - a 
concept of  which I too will make use below. An example (rare, I suspect) 
of  explicitly changing utility functions is offered by Peston (1967), but 
this can hardly be regarded as an incorporation of uncertainty into the 
decision analysis, since the changes in values are assumed to be conti- 
nuous and decomposable, and therefore quite predictable. 

For  societal decision units - groups and organizations - the question 
is: how short can the planning horizon of a unit become, and how adapt- 
able can it be, and still retain a recognizable identity? Must there not  be 
some certainty, of  however a fleeting kind, about a minimal set of  values 
which inform those decisions concerning which risk might be worth- 
while? Can there be a state of  complete flux, where uncertainty about 
causes and disbelief in values is absolute? 

That  there is a limit of  uncertainty about values may be shown as 
follows, given only the assumption that values exist - in any objective 
sense - only as they are manifested in actions. Then, if a given decision 
is expected by the agent to have an effect over a period of  time Ta 
(0 < Ta<<. c~) the expected time perspective for the value or set of  values 
which is manifested in that action (Tvt) must be at least equal to Ta. In 
other words, the time for which the value is expected by the decision- 
maker to persist at time t when the action is initiated cannot be shorter 
than T a: Tvt >1 T.. 
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The above deduction is based on the recognition that a decision-maker 
will not do something that  reflects a set of  values about  which he already 
knows - at the time of his consideration of the issue - or senses a reason- 
able probability that he is likely to change his mind during the time of the 
effect of  his decision. Obviously, he may make a decision and later amend, 
discard, or reverse the set of  values on which that decision was based, but  
at the time he was making the decision, if he was acting as a reasonable 
man, he must have expected those values to persist. 2 

This is as far as we can go in the area of  individual choice and values. 
I t  is an extension of  the proposition advanced by Menges (1968, pp. 
151-152) who distinguishes between the time needed for the decision 
process itself and its realization - which he calls the 'process interval':  
G, and the period over which the decision situation remains stable, 
defined as the 'stability interval':  T. 

If the process interval G is included by the stability interval T, then the empirical 
situation is obviously equivalent to the situation assumed in theory. (But) As the 
process interval becomes longer and the stability interval becomes shorter, the em- 
pirical situation departs from the assumption of the model. 

However, Menges sees the main factor limiting the stability interval as 

variations in probability distributions in the decision situation, thus 
limiting the problem of  uncertainty to a challenge of prediction. Here, 
while we have established the concept of  a minimal period of  value 
stability for individual action, there is no proof  that it must exist. How- 
ever, it is intuitively obvious that even the individual must have an ex- 
pected value interval that  is longer than zero for any choices which are 
more than just  trivial. 

For  interpersonal choice we can do better, and prove the existence 
of  value certainty over a minimal positive interval. This calls for the 
assumption that  there is some minimal set of  actions that  each societal 
unit - group, organization, community, or whole society - must perform 
to ensure its continued existence or autonomy from other units constitut- 
ing its environment. I f  we call T,a, the minimum period of effect of  this set 
of  actions, and To < T,a, then T o implies a time horizon so short and a 
degree of  adaptation so high that the unit ceases to be distinguishable 
f rom its environment as a separate system. Such a merger of  all societal 
units would be a state analogous to the physical condition of entropy. 
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To the degree, then, that we are removed f rom such a condition of  social 
entropy, there is a limit to value uncertainty: 

lim Tvt = T, a 

To,~ To 

To illustrate this in the form of a metaphor  we may liken values in an 
environment of  change to a savings account in an inflationary economy. 
The values generate 'interest '  in the form of  actions, and the degree of  
uncertainty may be equated with the rate of  inflation. Then, if: 

p = period of deposit ( =  Tvt ) 
i = interest rate ( =  Ta) 
r = rate of  inflation ( =  uncertainty) 

dp dr 
- -  > 0 - -  < 0 l i m p  = 0 
di dp r-.oo 

But, i f  i>0 ,  p > O .  

In other words, the existence of  any deliberate action in a social context, 
however changing, demonstrates that there are limits to value uncertainty. 

The normative implication for organization theory of the above de- 
duction must  b e  that if  a societal unit is coping with uncertainty by 
maximizing its adaptivity it must make a stand at a point which still 
maintains its essential autonomy. I t  is for the policy-maker operating 
under such a strategy to identify those residual decisions which bear 
on the essential existence of  the organization itself. These may sometimes 
remain unrecognized in the light of  the tasks to which the organization 
appears to be addressed, but are - by definition - crucial for its survival. 

University o f  Wisconsin, Mi lwaukee  ERNEST R. ALEXANDER 

NOTES 

* This note was stimulated by a dialogue with Robert P. Biller, who should share 
credit for its ideas, but not any blame for its flaws. 
1 The metaphor of social and organizational 'Darwinism' is developed by Dann (1971, 
pp. 111-112, 135-136)and in Terreberry (1968, p. 612). 
2 Tenbruck (1972, p. 32) uses a similar argument to relate the possibility of goal 
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achievement and the instability of preference structures, and thus to derive maximum 
and minimum planning horizons. 
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