
Instructional Science 7 (1978) 37-80 
© Elsevier Scientific Publishing Company, Amsterdam - Printed in the Netherlands 

37 

L E A R N E R  C O N T R O L  O F  I N S T R U C T I O N A L  S E Q U E N C I N G  

W I T H I N  A N  A D A P T I V E  T U T O R I A L  C A I  E N V I R O N M E N T *  

ROBERT J. SEIDEL, HAROLD WAGNER, RICHARD D. ROSENBLATT, 
MICHAEL J. HILLELSOHN, and JOHN STELZER 

Human Resources Organization (HumRR 0), 
Alexandria, Virginia, 22314 

ABSTRACT 

The study described in this report was designed to test effects of learner control at 
the level of instructional sequencing within a self-contained tutorial course, administered 
by an adaptive computer program. Applicability to other levels is speculative and clearly 
requires further research. 

The experimentation has as independent variables four features of our CAI system 
that afford the student a specified degree of control over the sequencing of instructional 
material. Three of the variables are student options that control remedial activity and 
acceleration. The fourth variable allows control over sequencing of topics at specified 
points in the course. The purpose is to assess the relative contributions and interactions of 
these variables with respect to instructional effectiveness and efficiency. 

Following an entry test period, students were administered tutorial CAI instruction, 
a COBOL course (an average of 30 hours long), with four possible types of learner-control  
variables. These students were assigned at random to one of 24 factorial treatment 
conditions. Sessions were approximately three hours long per day with breaks left up to 
the individual. Following the instructional period, students were administered an "exit 
questionnaire" covering their opinions about course administration, content, and instruc- 
tional environment. 

During the conduct of the experiment, three types of measures were taken on each 
student: (a) entry characteristics, including information processing (Guilford's Structure 
of Intellect), affective, and biographical data; (b) learner strategies, including type and 
frequency of control usage and the circumstances of their use; and (c) achievement and 
other performance-related measures including quiz scores, transit times, programming 
errors, opinions of topics, and Level of Aspiration (LOA) prior to the quiz of each topic. 
Assessments were made of the relative contributions and interactions among the learner- 
control and entry characteristic variables with respect to instructional effectiveness and 
efficiency as represented by the dependent measures. 

The result and implications can be described as follows. First, the study developed a 
well-tested instructional vehicle that meets the criterion of student mastery, a prerequisite 
for valid research in an instructional environment. Secondly, the study was performed in 

* The study described in this report is part of an extensive program of research in the area 
of instructional strategies and decision models, sponsored by the U.S. Army and The 
National Science Foundation. The opinions expressed do not reflect official positions of 
any sponsors. 
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a rich instructional environment, preferred for generalizing results of Aptitude by 
Treatment Interaction (ATI) studies to a real instructional world. The third significant 
aspect of the current study has been the development of a very useful means to 
characterize high and low performers with an operationally defined set of criteria that has 
highlighted the value of discriminant function analyses in instructional research settings. 
Of great importance is the finding that the particular individuals designated high or low 
performers differed depending upon the particular instructional tasks. Yet, the 
phenomenon of high and low performance was consistent across two divisions of the 
course. High and low performers differed with respect to the usage of options, as well as 
their Level of Aspiration settings concerning their performance. Research is needed to 
identify more specifically the taxonomic characteristics of instructional tasks related to 
student profiles of high and low performers. 

Another significant finding in our study was that self-assessment can make a 
significant contribution to instructional management, whether the latter be by students 
or by the learning system. The next step that should be taken is to use the instructional 
options based on expectations, as part of the decision-making process in an adaptive 
instructional environment. A proposed prescriptive use of LOA as an Expectancy 
Operator is described. Lastly, research requirements for systematic study of levels and 
types of self-managed learning paradigms are discussed. 

Introduction 

BACKGROUND 

The  s tudy  descr ibed in this repor t  is par t  o f  an extensive program o f  
research in the  area o f  ins t ruc t iona l  strategies and decision models .  This 
research program was accompl ished  over  a f ive-year per iod in a compute r -  
adminis tered  ins t ruc t iona l  (CAD env i ronment .  The  principal  sponsor  o f  

H u m R R O ' s  CAI research and deve lopmen t  e f for t s  during tha t  t ime was the  
D e p a r t m e n t  o f  the  Army.  First,  the  U.S. A r m y  Research Off ice  was the 

technical  m o n i t o r  fo r  an overall p rogram ent i t l ed  Projec t  IMPACT. Then ,  the  
U.S. A r m y  Ins t i tu te  fo r  the  Behavioral  and Social Sciences was the m o n i t o r  
for  Pro jec t  CATALIST .  A Nat ional  Science F o u n d a t i o n  (NSF)  grant  
augmented  the  A r m y ' s  sponsorship  o f  this research [ 1 ].  

RATIONALE 

The  p rob lem o f  s tuden t -con t ro l l ed  learning has received a great deal o f  
a t t en t ion  recent ly .  It  is obviously  o f  pr ime im p o r t an ce  in individual ized 
ins t ruc t ion .  Relevant  to the  s tudy  o f  s tuden t -con t ro l l ed  ins t ruc t ional  strate- 
gies is the whole  area o f  discovery learning (Gagn6, 1970).  Some  learning 
studies have indica ted  a high degree o f  mas te ry  by  using discovery tech- 

n iques  (e.g. Gagne and Bassler, 1963).  
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But what are the psychological dimensions involved? Many assertions 
have been made (for example, Hartley, Sleeman, et al., 1969; O'Neal, 
1973) that learner-controlled instruction can overcome the lack of predeter- 
mined, explicit models of instructional processes. But little systematic 
exploration of the nature and degree of desirable learner-generated control 
processes in an adaptive teaching system has occurred. Grubb (1967) has 
demonstrated the general feasibility of teaching statistics with learner 
control. Swets et al. (1964) found no difference between learner or program 
control in learning to identify complex auditory stimuli. Hartley (1966), 
using learning of logarithms as the problem-solving task, also found no 
differences (although his data are confounded by possible ceiling effects). 
Mager's research (1964), on the other hand, indicated significant learning 
value in having subjects determine sequencing of materials. 

Carbonnell and Collins (1970) and Grignetti et al. (1974), constructed 
an innovative CAI system called SCHOLAR. Its prime instructional feature is 
a mixed-initiative mode of interaction with students. In this mode, the 
student can access information about a topic by typing questions and the 
system can direct the student's efforts by asking questions of its own. 
Unfortunately, no data except for sample protocols have as yet been 
published on student residence time in the various modes or on the effec- 
tiveness or efficiency of mixed-initiative versus conventional strategies. 

In a carefully structured study by Olivier (1971), the student group 
having the capability for self-selection of instruction did significantly worse 
than system-controlled counterparts on criterion tests. Generalized inter- 
pretation, however, is difficult because of the rather short instructional 
period of 30 -45  minutes, which could have had some kind of a warm-up 
effect. Similarly, Fry (1972) found suggestive hints that the value of learner 
control is affected by individual difference variables; however, the instruc- 
tion was relatively brief (two one-hour sessions) and the data inconclusive. 

When these findings are compared with those of Grubb (1967), Mager 
(1964), and Judd et al. (1970), hard and fast conclusions concerning the 
value of student versus system-controlled instruction are impossible. In these 
other studies, more than just learner-controlled sequencing is involved. 
Moreover, the individual student's profile by treatment interaction was 
considered in only three of the experiments (Fry, Olivier, and Judd et al.). 
Even in these cases the aptitude measures were of a general nature and not 
necessarily the best task-relatable content for the instruction given. Research 
is needed to clarify this issue (see Hickey, 1974). 

The key to optimal allocation of learner controls in the instructional 
decision process would be for basic research in human learning to (a) 
identify those components of strategy selection and use of which students 
are capable, (b) relate these components to individual characteristics, and (c) 
determine where program control can or cannot handle the same corn- 
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portents (Seidel, 1971 ). The premise is intended to imply that an all-or-none 
conclusion for locus of control is highly unlikely. We could then arrive at a 
cost-effective justification for optimally allocating components of instruc- 
tional decision making to individual students or programs in an adaptive 
teaching system. Both Pask's cybernetic approach and that of the author and 
his associates (Seidel et al., 1969 a,b; Seidel, 1969; Seidel and Kopstein, 
1968) are directed toward this end. 

As an empirical example of this approach, the present experiment is 
unique in three respects: 

(1) It employs a combined manipulative-correlational technique in 
order to further the understanding of the relationship between individual 
student characteristics and effectiveness of  self-management or learner 
control. 

(2) It is one of the few studies involving a rich, contingency-structured 
instructional environment. 

(3) A battery of  test instruments was administered to develop com- 
prehensive profiles for individual students including cognitive, motivational, 
and specific performance indicators relevant to the instruction. 

Method 

OVERVIEW OF EXPERIMENTAL VARIATIONS 

Before describing the experimental design detail, it is important to 
emphasize that student-centered decision making can take place on many 
levels in education. It may involve a choice of degree program, scheduling, 
objectives, strategy for studying, or use of resources. The present study was 
designed to test effects at the level of instructional sequencing within a 
self-contained tutorial course administered by an adaptive computer 
program. Applicability to other levels is speculative and requires further 
research. 

Four features of the CAI system that afford the student a specified 
degree of  control over the sequencing of instructional material serve as 
independent variables in the experiment. Three of  the variables are student 
options that control remedial activity and acceleration. If the student types 
REVIEW, he returns to the beginning of the topic. If the student types 
RECAP, he is shown a list of topics that he has previously completed and is 
allowed to choose one for review. If the student types QUIZ, he is branched 
from his current location in a topic to the beginning of the "Quiz" Section 
of  that topic. 

The fourth variable, ROUTE, allows student control over sequencing of 
topics at specified points in the course. The system makes the options 
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available, and the student uses them or not, as he wishes. In topic sequencing, 
the student must choose the next topic, if the choice is available. 

Following a pretest period, students were administered tutorial CAI 
instruction with four possible types of learner-control variables. These 
students were randomly assigned to one of  the 16 conditions in the (24 ) 
factorial design. Sessions were approximately three hours long per day with 
breaks left up to the individual. Following the instructional period, students 
were administered an "exit questionnaire" "covering .their opinions about 
course administration, content, and instructional environment. 

During the conduct of the experiment, three types of  measures were 
taken on each student: (a) entry characteristics, including aptitude, and 
biographical data; (b) learner strategies, including type and frequency of 
control usage and the circumstances of their use; and (c) achievement and 
other performance-related measures including quiz scores, transit times, 
programming errors, opinions of  topics, and Level of Aspiration (LOA) prior 
to the quiz on each topic. 

Thus, the purpose of the present experiment was to assess the relative 
contributions and interactions among the learner-control, entry character- 
istics, and dynamic motivational variables, with respect to instructional 
effectiveness and efficiency, as represented by the dependent measures. 

DESCRIPTION OF ENTRY CHARACTERISTICS MEASURES 

Student entry characteristics were measured in these four areas: Struc- 
ture of Intellect Factors, Motivation, Computer Programming Aptitude, and 
Reading Comprehension. 

The Entry Characteristics Test (ECT) battery consists of 27 instruments 
(26 are time tests) that yield 35 distinct scores. Their testing time ranges 
from 2 to 70 minutes, with a majority of  the tests taking less than 20 
minutes. In general, the tests are of the paper-and-pencil variety and designed 
for administration in group testing sessions. 

Structure of Intellect Factor Tests 
These tests measure 10 factors (Bunderson, 1967); there are 27 tests 

used for factor measurement. A description of the factors and the tests used 
to measure them follows: 

(1) General Reasoning (Two tests). This factor has been described as 
"the ability to solve a broad range of reasoning problems, including those of 
a mathematical nature" (French et al., 1963). The tests selected to define 
this factor are the Ship Destination Test (Sheridan Psychological Services, 
Inc.) and Necessary Arithmetic Operations (Educational Testing Service). 

(2) Induction (Three tests). This factor has been described as 
"associated abilities involved in the finding of general concepts that will fit 
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sets of data, the forming and trying out of hypotheses" (French et al., 
1963). The Letter Sets Test (Educational Testing Service), Locations Test 
(Educational Testing Service), and Figure Classification Test (Educational 
Testing Service) define this factor. 

(3) Figural Adaptive Flexibility (Five tests). French et al. describe this 
factor as "the ability to change set in order to meet new requirements 
imposed by figural problems." The following five tests define this factor: 

(a) Match Problems IV-Parts 1 and 2 (Aptitudes Research Project, 
University of Southern California). 

(b) Match Problems V (Educational Testing Service). 
(c) Word Coding Test (designed by L. Sjoberg, J. Frederiksen, and V. 

Bunderson). 
(d) Decoding Test (designed by L. Sjoberg, J. Frederiksen, and V. 

Bunderson). 
(4) Verbal Reasoning (Three tests). This factor has been given a number 

of different names, including "Deduction" by Thurstone, "Logical 
Reasoning" by Guilford, and "Syllogistic Reasoning" by French et al. The 
last authors describe it as "ability to reason from stated premises to their 
necessary conclusions." The Nonsense Syllogisms Test (Educational Testing 
Service), Logical Reasoning Test (Sheridan Psychological Services, Inc.), and 
Inference Test (Educational Testing Service) were selected to define this 
factor. 

(5) Symbol Substitution (One test). Guilford and Hoepfner (1966) 
classify this factor as convergent production and define it as "the ability to 
produce a completely determined, symbolic deduction from given symbolic 
information, where such an implication has not been practiced, as such." 
One test defines this factor: Sign Changes (Aptitudes Research Project, 
University of Southern California). 

(6) Chunking Memory (One test). This is a new factor postulated by 
Bunderson, who has designed two tests. In the present study only one, the 
Binary Digit Span Test, measures this factor. 

(7) Memory Span (Two tests). This factor has been described as "the 
ability to recall perfectly for immediate reproduction a series of items after 
only one presentation of the series" (French et al., 1963). The marker tests 
for this factor are the Auditory Number Span Test and the Auditory Letter 
Span Test (both from Educational Testing Service). 

(8) Associative Memory (Three tests). This factor is defined as the 
ability to remember paired associates. The three tests that define this factor 
are: the Picture-Number Test, the Object-Number Test, and the First and 
Last Names Test (all from the Educational Testing Service). 

(9) Perceptual Speed (One test). This factor is described as the ability 
to make comparisons and find figures fast and accurately. The test that 
defines this factor is the Number Comparison Test  (Educational Testing 
Service). 
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(10) Spatial Scanning (One test). This factor is defined as "speed in 
visiually exploring a wide or complicated spatial field" (French et al., 1963). 
The Maze Tracing Speed Test (Educational Testing Service) measures it. 

Motivation 
Included in the Entry Characteristics Test battery are those tests that 

were selected to measure anxiety and achievement motivation. The psycho- 
logical literature is replete with studies showing relationships between 
anxiety and learning in laboratory situations (Spence and Spence, 1967). 
Recent studies (Hansen et al., 1969; Spielberger et al., 1972) have also 
shown some value in the study of anxiety as it relates to performance in 
CAl. The tests in the ECT battery are the IPAT Anxiety Scale Questionnaire 
(Institute for Personality and Ability Testing), the Sarason Task Anxiety 
Questionnaire (adapted from Mandler and Sarason, 1952), and the Sentence 
Completion Test of Achievement Values (Mukherjee, 1964). 

Computer Programming Aptitude 
A survey of the literature showed that the most widely used tests of 

aptitude for programming have been IBM's Programmer Aptitude Test (PAT) 
and Revised Programmer Aptitude Test (RPAT). A large body of reliability 
and validity data is associated with these tests. Recently, the PAT and RPAT 
have been replaced by the Aptitude Test for Programmer Personnel (ATPP), 
which is included in the battery. This test correlates highly with both PAT 
and RPAT. 

A second test, Primary Mental Abilities (PMA), is used in the ECT battery 
to measure programmer aptitude. The Primary Mental Abilities Test has been 
used for years by the RAND and System Development Corporations as a 
programmer selection device (Perry and Cantley, 1965; Rowan, 1957). 

The Army uses a programming aptitude test developed by a civilian 
company that is very similar to the ATPP. While the test is not included in 
our battery, the scores for military subjects were obtained for research 
purposes. 

Reading Comprehension 
The Entry Characteristics Test battery includes one test of reading 

comprehension, the Reading Comprehension Cooperative English Test 
(Cooperative Test Division of Educational Testing Service). This instrument 
provides four scores: vocabulary, level of reading comprehension, speed of 
comprehension, and total reading comprehension (level + speed/2). 

EXPERIMENTAL COURSE 

The experimental course consisted of the first two divisions of a 
four-division course designed to teach COBOL programming [2]. The first 



44 

two divisions comprised 22 modules and about 30 hours of instruction. 
Formative evaluation of the initial version of the course, COBOL1, was 

conducted with high school students and with Army students. Data were 
collected and analyzed on a total of 42 students. The evaluative data showed 
that subsets of instruction needed to be smaller for learning and research 
purposes. Thus arose the modular concept employed in COBOL2, the second 
iteration COBOL course developed by HumRRO. Also, more opportunities 
for program writing and training in debugging procedures (through gaming) 
were provided for the student in COBOL2. 

The Instructional Decision Model (IDM) and associated support soft- 
ware also underwent changes at this point, with a major element being the 
separation of the logic of the IDM from the instruction. This development 
was extremely useful because it permitted the IDM to be modified uncon- 
strained by the course content. 

The COBOL2 course and associated logic were debugged and evaluated 
with 83 students of various civilian and military backgrounds. Following 
this, the 80 experimental subjects were administered COBOL2. A total of 
205 students have taken the various versions of the COBOL materials. 

The course structure (Fig.l) reflects the essential elements of a well- 
defined schema of objectives (i.e. single behavioral objectives are defined by 
single course objectives). The set of behavioral objectives for a division is 

Course IJ I 

D i v i s i on  

A = Administrative Section 

T = Telling Section 

P = Practice Section 

O = Quiz  Section 

q 

Adapted from Felix F. Kopstein and the Instuction81 Programming Staff of Project IMPACT, "COBOL Programming: 
Readers' guide to the Instructional Content for Computer Admlnistcation." HumRRO Reteardl Product, June 1S72. 

Fig. 1. Course structure - Divisions, Modules, and Sections. 
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sufficiently large and complex to require further partitioning into smaller 
subsets. This produces a Module Objective, operationally defined as the 
minimal observable subset of Terminal Achievement Objectives. 

Modules are partitioned into sections. The first is the A (Administra- 
tive) Section, which contains a variety of  administrative documentation that 
the student does not  see, for the most part, but that is used to provide 
course management information. The second is the T (Telling) Section in 
which relevant subject-matter information is presented to the student. The 
third is the P (Practice) Section which permits the student to practice 
objective-related behavior. The P-Section is followed by the Q (Quiz) Section 
which tests for achievement of the behavioral objective(s). A module can 
have several versions of each section. The limitation is, of  course, that each 
version cover the same basic material and, therefore, teach toward the same 
objective. The differences between versions are differences of form and/or 
thinking rather than content. For example: Version 1 of a T-Section (T1) 
may require extensive reading, whereas Version 2 of the T-Section (T2) for 
the same module may be highly pictorial or contain smaller chunks of 
information per display. 

An author must write a module so that it instructs toward one objective 
as that objective is represented in the prerequisite structure (Fig.2). That is, 
if  a module (objective) does not  have a linearly prerequisite module, the 
module being written must be independent of other modules. For example, 
in Division A, as represented in Fig. 2, notice that Modules F, G, and H must 

COBOL Course 

Division A Division B Division D 
t ' - - - - -  -- I ~ - - - - -  

I Modules I II 

I t 

', . . . . . . . . . .  

i 
I I 

II 
1 I : I / ~I~ I Division C 

L__ J t J 

Fig. 2. COBOL2 prerequisite structure.  
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each be written so that the author of any of these modules assumes only 
mastery of the objective taught by Module E when the student is taking 
Modules F or G or H. The author of Module I, however, must assume that 
the student has mastery of the objectives taught in Modules F and G and H. 
The prerequisite structure shown was established for the COBOL2 course 
during its design phase and is based on an analysis of  the relative nestings of 
behavioral objectives within others. 

The implications of this design for the ways a student can learn the 
materials is evident in Fig. 3, a partial diagram.of the path structure through 
Division B (if the student chooses Module C at his first choice point). 
Keeping in mind that the COBOL2 course is a self-contained tutorial (no 
nonsystem instructional support), the author must create the instruction so 
that all students, no matter what path they take to get to the module, can 
comprehend and thereby master any previously required module. For 
Module I this means all four modules in Division A, regardless of  path 
chosen. 

The design of the course and the total CAI system at HumRRO also 
included special features that permitted the student or the system to exercise 
instructional strategies in the form of options for RECAP, REVIEW, 
ROUTE, PRACTICE, QUIZ, and INFO. All but the last of these options 
served as branching mechanisms for individualizing instruction. The INFO 
option was designed for on-line glossary assistance with key terms and 
programming diagnostics. For purposes of  ensuring the feasibility of the 
study, the PRACTICE option was not provided during the conduct of the 
research. 

REVIEW, QUIZ, and RECAP Options 

You may change the kind and amount of instruction you receive'by using any of the options listed below. 
Remember that options are not available to you during quizzes. 

To use an option, type it as an INFO-request. 

Use your light pen to move the cursor to the dash after INFO. Move the cursor one more space to the 

right by hitt ing the SPACE key one time. Immediately after the dash next to INFO, type the name of  
the option you wish to use. Make sure there is no extra space between the dash after INFO and the 
word you type. 

EXAMPLE. A request to RECAP should look like this: INFO-RECAP 

REVIEW - Goes back to the beginning of the explanation section. 

QUIZ - Skips all the remaining instruction before the quiz. 

RECAP - Allows return to any topic previously taken. 

Fig. 4. Example of directions provided experimental subjects. 
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Each student was told at the beginning of the course which options 
would be available to him. In the regular (nonexperimental) version of 
COBOL2, directions for exercising the options were included in the student 
reference manual. During the experiment, as a reminder, the particular 
options available were noted  on a similar sheet placed over the cover of the 
student manual. An example of these directions is shown in Fig. 4. 

STUDENT SUBJECTS 

Ninety percent of the sample (N=80) were paid volunteers recruited 
through advertisements in the local newspapers; the remaining subjects were 
military personnel, also volunteers, supplied by the Army's Project Transi- 
tion - an activity designed to assist separating soldiers in developing job- 
related skills for civilian life. 

Our experience in the first COBOL course demonstrated that students 
who were severely deficient in programming aptitude were generally in- 
capable of acquiring even the basic skills taught in the course as designed. 
Since such students provided little usable data while placing an additional 
strain on our already limited resources, we screened out any prospective 
student whose score on the IBM Programmer Aptitude Test fell below a raw 
score of 46 (a "low C") by more than one standard deviation. 

To make our experimental findings relevant to real-world training, we 
intended that our subjects reflect the characteristics of programming trainees 
who are generally young, with a minimum of some high school, and naive 
with respect to programming. The data indicate that these requirements were 
met. Table I summarizes the relevant biographical characteristics of the 
sample. 

Approximately 82% of the sample was 30 years old or younger; 62% 
was 25 or younger, and approximately 27% was under 21. Only three 
students had prior programming experience or training; two of these 
students were computer operators and one had some training in the rudi- 
ments of computer programming, but not in the COBOL language. 

Nearly 99% of the sample had at least some high school education. 
Approximately 81% had completed high school, and 57% had at least some 
college, while 31% had a college degree or beyond. 

While we consider the age spread of the sample to be appropriate, they 
were, if anything, somewhat overeducated for our purposes; the effect of 
their schooling on course performance will be shown in the results section of 
this report. 

While over half the sample had vision difficulties (generally a need for 
glasses), in response to an "exit questionnaire" almost no one reported any 
problems reading the course materials from the display devices. 
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Personal Data for Experimental Subjects 
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Characteristic 

Number of 
responses in 
category 

Percent of 
total  group 

Sex 
Male 
Female 

Age 
Less than 21 years 
2 1 - 2 5  years 
2 6 - 3 0  years 
31 - 35 years 
3 6 - 4 0  years 
More than 40 years 

Vision Difficulties 
Yes 
No 

Typing Speed 
Nontypist  

1 - 2 0  WPM 
2 1 - 4 0  WPM 
4 1 - 6 0  WPM 
6 1 - 8 0  WPM 
Greater than 80 WPM 
No response 

Educational Level 
Eighth grade (8 years) 
Some high school (9 -11  years) 
Completed high school (12 years) 
Some college ( 1 3 - 1 5  years) 
Completed college (16 years) 
Graduate (more than 16 years) 
Other 

Training and Experience 
No training or experience 
Some training and/or  experience 

Current Occupational Status 
Student 
Military 
E m p l o y e d - o t h e r  
Unemployed 

45 
35 

22 
28 
16 
3 
4 
7 

46 
34 

24 
7 

32 
10 

1 
2 
4 

1 
14 
19 
21 
14 
10 

1 

77 
3 

27 
8 

20 
25 

56.3 
43.7 

27.5 
35.0 
20.0 

3.8 
5.0 
8.8 

57.5 
42.5 

30.0 
8.8 

40.0 
12.5 

1.2 
2.5 
5.0 

1.2 
17.5 
23.8 
26.2 
17.5 
12.5 

1.2 

96.2 
3.8 

33.8 
10.0 
25.0 
31.2 
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CO 

DO DO 

MO MO MO MO MO MO 

QO QO QO Qo Qo Qo Qo QO Qo Qo QO Qo Qo Qo Qo Qo Qo Qo Qo Qo Qo Qo Qo Qo Qo Qo 

Where: CO Course objective 
DO Division objective 
MO Module objective 
QO Question objective 

Fig. 5. Hierarchy of objectives. 

EXPERIMENTAL DESIGN 

As previously shown in Fig. 1, the COBOL course was designed with a 
hierarchy o f  parts. It is important  to note that the nature of  this hierarchy is 
a set of  partially ordered input-output relationships. The approach to derive 
the total set was task analysis, and is based on information processing 
requirements (e.g., see Merrill, 1971, or Seidel, 1971). The course consisted 
of  four divisions, comprising 33 modules or topics. Most of  these modules 
were further subdivided into sections which included interactive questions 
requiring the student to make some kind of  overt response. Figure 5 shows 
the relationship of  course structure to course objectives. 

The course structure was an outgrowth of  an instructional design 
permitting a learner control over his path through the subject matter.  
T-Sections (See Fig. 1) were writ ten so that general concepts were introduced 
first, and, as the student con t inued ,  the specifics were explained in detail. 
This technique enabled the student to discern, as early as possible, whether  
he thought he had sufficient mastery to skip to the Q-Section. It also 
enabled the student in REVIEW or RECAP mode to find the information he 
needed as early in the module as possible. 

The Q-Section was designed as a discrete, self-contained section in- 
cluding explicit directions to the student on the mechanics of  answering the 
question(s) that tested the module objective. 

Authors found the course design and structure to be beneficial during 
the creation of  materials, because it imposed enough constraints on the 
instruction to make different modules, written by different authors, com- 
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T A B L E  II  

I n s t r u c t i o n a l  T r e a t m e n t s  

L ea rne r  c o n t r o l  o p t i o n s  

O p t i o n  

c o m b i n a t i o n s  R O U T E  R E C A P  R E V I E W  Q U I Z  

1 y y y y 

2 y y y n 

3 y y n y 

4 y y n n 

5 y n y y 

6 y n y n 

7 y n n y 

8 y n n n 

9 n y y y 

10 n y y n 

11 n y n y 

12 n y n n 

13 n n y y 

14 n n y n 

15 n n n y 

16 n n n n 

y = o p t i o n  avai lable 

n = o p t i o n  n o t  available 

patible in form and general order of content presentation. It allowed, 
however, much individual freedom to authors in the creation of within- 
module strategies. The modules that used gaming as an instructional method 
met the strategy and course structure requirements, as did the more con- 
ventional instructional techniques employed in some of the other modules. 

The special features of the COBOL course were used as the experimen- 
tal variables of this research. These four learner-control options were QUIZ, 
REVIEW, RECAP, and ROUTE. Prior to the start of the course, each 
student was randomly assigned to one of the 16 possible combinations of the 
learner-control options (see Table II). Thus, some students had all options 
available; some had access to none, some had only one of the four, while 
others had a combination of two or three control options. 

Every student saw the same topics, although not always in the same 
order since those who had ROUTE were able to modify the sequence to 
some extent. Further, the particular option combination to which students 
were assigned and the extent to which they exercised those options would 
cause varied exposure to a given topic among students. 

Students who failed the quiz for a given topic were branched back to 
the beginning of that topic to restudy the material and retake those quiz 
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items previously missed. The amount of time spent in restudy depended on 
the student's own discretion and on his option combination (e.g. a student 
with the QUIZ option could jump to it immediately, whereas a student 
without QUIZ would perforce see all instruction in the topic before his 
second attempt at the quiz items). Should the student fail the quiz a second 
time, the same procedure would be followed except that a staff member 
would monitor his third attempt at the quiz and clear up any misconceptions 
evidenced by the answers. 

At the end of each division of the course, the students were required to 
code, run, and debug a COBOL program to demonstrate mastery of the skills 
taught in the topics of that division. Successful completion of this task was a 
prerequisite to starting the topics of the next division. 

Results 

As our study was designed to meet the dual goal of instructional 
adequacy and demonstration of instructionally relevant treatment effects, 
the data were analyzed for overall level of learning and, second, for experi- 
mental effects. The experimental analyses were accomplished on the total 
sample by means of analyses of variance (ANOVA) and on operationally 
defined subsamples of high and low performers by means of discriminant 
function analyses. The strength of effects was studied by multiple regression 
techniques. 

EVIDENCE FOR LEARNING 

Figure 6 indicates that the great majority of the students did quite well 
in the course. Notice that the frequency distributions of objectives passed on 
first try for both Divisions A and B are severely truncated with a marked 
positive skew. Seventy-five percent of the students achieved at least 70% of 
the objectives on the first try for Division A; fully half the students passed 
75% of the objectives on the first try. The results for Division B are 
comparable. First quartile scores for Divisions A and B are 90% and 85%, 
respectively. Third quartile scores are identical - 70%. 

These data strongly suggested that the limited variability of student 
performance, cofipled with a restricted range and severely skewed distribu- 
tion, would render a conventional technique such as the analysis of variance 
inappropriate as a means of analyzing the effects of the independent 
variables. Such an occurrence is not uncommon in educational research 
where the instructional material used as a vehicle for experimentation must 
also meet the requirement that it teach well. Nevertheless, in order to see 
whether other dependent variables such as time or expectancies (e.g. Level of 
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Fig. 6. Frequency distribution of subjects, by percentage of learning objectives passed on 
first try. 

Aspiration, LOA) mig~at show treatment effects, we initially performed an 
analysis o f  variance on the total sample. 

TOTAL SAMPLE ANALYSES 

The dependent measures gathered in the experiment were initally 
analyzed by means o f  the analysis of  variance. The analyses were computed 
on quiz scores for the first try only and on transit times for the first and 
second tries. Beyond these limits, most of  the cells of  the design would be 
either empty or of  unequal size because of  the great number o f  students who 
achieved mastery on their first or second attempts. 
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TABLE III 

Analysis of Variance Results 

Significant main effects Degrees of 
Dependent measure & interactions Ratio F freedom 

Transit Time Topics 105.88 20;1280 
Telling/Practice Route × Quiz × Topics 1.86 20;1280 
Section (1 st try) 

Transit Time Topics 254.40 20;1280 
Quiz Section Route X Topics 2.07 20;1280 
(1 st try) Review X Topics 1.60 20;1280 

Quiz X Topics 1.68 20;1280 
Route X Quiz X Topics 2.07 20;1280 

Total Transit Time Topics 51.64 20;1280 
All Sections Recap × Review 4.01 1 ;64 
(lst  & 2nd tries) Review × Quiz 4.84 1 ;64 

Transit Time Divisions 41.41 1 ;64 
Divisions Recap × Review 4.01 1 ;64 

Review X Quiz 4.84 1 ;64 

Quiz Score 

Compile Errors 

LOA 

Topics 1.75 25;1600 

Divisions 12.06 1 ;64 

Objective 7.85 21 ;1008 
Route × Recap 5.41 1;48 
Route × Objective 2.48 21;1008 
Recap X Quiz 3.26 i ;48 
Route X Review X Quiz 6.75 1 ;48 
Review X Quiz X Objective 1.55 21 ;1008 

The results of the analyses are presented in Table Ill. Notice that the 
only statistically significant main effects (p <0.05) occur for the units of 
instruction (divisions, topics). The very large F ratios obtained for all transit 
times, and the smaller but significant ones for quiz performance, compilation 
errors, and LOA indicate that the instructional units varied in their difficulty 
and length. 

Therefore, criterion scores (quiz dependent measures and compilation 
errors) were affected by course location (topic and division). The few 
significant interactions that involve the learner-control options are due to the 
fact that the extent to which students make use of the options affects the 
amount of time spent on a topic. (See Experimental Design.) 
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HIGH AND LOW PERFORMERS 

It was decided that, under the circumstances, a potentially productive 
way of investigating the effects of learner control would be through a 
comparison of the best and worst students in the sample for any treatment 
differences (e.g. in the use of the options). The "high/low" performer 
technique used in the development of psychological inventories was applied 
(Brennan, 1970). The individual items are analyzed for their capacity to 
discriminate between those whose overall test scores are high and those 
whose scores are low. In the present study we wanted to analyze the way 
learner-control options are used as discriminators of high and low performers 
in the COBOL course. 

TABLE IV 

Selection Criteria for High and Low Performers (Divisions A and B of the COBOL Course) 

High Performers on Division A 

Criterion 1 : Passed/> 84.6% of first-attempt objectives. 
Criterion 2: Of first-attempt passed objectives, 72.7% were ~> 100 percentile. 
Criterion 3: Top 20 ranked according to score 

(score ~ ( °btainedSi / I  
= \ m ~ x ~ e - d  Sil ] 

Low Performers on Division A 

Criterion 1 : Failed/> 30.8% of first-attempt objectives. 
Criterion 2: Of failed first-attempt objectives, 75.0% were ~< 23.75 percentile. 
Criterion 3: Bottom 20 ranked according to score 

= m a x ~ e d  S i ] 

High Performers on Division B 

Criterion 1 : Passed ~> 84.6% of first-attempt objectives. 
Criterion 2: Of first-attempt passed objectives, 66.6% were ~> 98.75 percentile. 
Criterion 3: Top 20 ranked according to score 

score Z ( obtained S i /~ 
= \ max obtained S i ]] 

Low Performers on Division B 

Criterion 1 : Failed/> 23.1% of first-attempt objectives. 
Criterion 2: Of first-attempt failed objectives,/> 75.0% had scores ~< 26.25 percentile. 
Criterion 3: Bottom 20 ranked according to score 

(s ore:   /) 
\max  obtained S i 
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The 
(1) 

(2) 

(3) 

(4) 

following questions were posed for this aspect of the analysis: 
Who are the high performers in Division A of the course? Who are 
the low performers? 
Who are the high performers in Division B? Who are the low 
performers? 
Do they differ in the way or manner in which they make use of 
the options? 
Is there any difference in the attributes of the high and low 
performers that might help explain or predict differences in option 
use? 

Selection 
In order to have a sufficient number of observations for the analysis, it 

was decided that the 20 highest and lowest performers in each division 
would be identified for further study. A combination of absolute and 
relative performance criteria was used to select them. The specific criteria for 
high and low performers in each division are shown in Table IV. 

High Versus Low Performance: A Task-Dependent Phenomenon 
In an effort to identify the cognitive and affective characteristics on 

which high and low performers differ, the Entry Characteristics Test scores 
of these groups were subjected to multiple stepwise discriminant analysis. 
The results are summarized in Table V. 

TABLE V 

Summary of Stepwise Multiple Discriminant Analysis of High and Low Performers 
on 35 Entry Characteristics Test Scores 

Standardized 
Division Test selected Discriminant weight 

A PMA-Verba l  7.738 
IPAT Anx ie ty -Sco re  "B" 1.560 
Match Problems V 2.506 

Significance of overall discrimination: 
F ( 3 , 3 6 )  = 10.154; p < 0.01 

B Cooperative Engl ish-Vocabulary 19.742 
ATPP 13.314 
P M A -  Spatial Relations - 6.57 
Letter Sets - 2 . 6 9 3  
First and Last Names (Associative Memory) 3.007 

Significance of overall discrimination: 
F ( 6 . 3 3 )  = 9.609; p < 0 . 0 1  
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The most striking set of findings is that there was no overlap in the 
ECTs discriminating high from low performers in Division A as opposed to 
Division B. (See Table V.) In addition, there was virtually no overlap in the 
high and low performers in Division A, and those who were high and low 
performers respectively in Division B. (Six students were high in both 
divisions; four students were low in both.)The importance of these findings 
is that they emphasize the dependence of  the phenomenon of  high and low 
performance upon task-specific variables. That is, we have a task-by- 
individual characteristic relationship. Just because individuals may be high 
performers in one set of tasks or in one level of an instructional course does 
not guarantee that they will continue to be high performers in another 
portion of the course. Therefore, it is extremely important to consider the 
dynamic nature of the situation-in which individuals interact with the 
instructional tasks. 

The overall discrimination for both divisions was highly significant (the 
overall F for Division A was 10.154; for Division B the F was 9.609; 
p < 0.01). In Division A, 3 of the 35 entry characteristics scores were 
selected by the analysis: the Primary Mental Abilities Test, a measure of 
general verbal aptitude; Match Problems, Test V, a measure of figural 
adaptive flexibility; and the IPAT Anxiety Test-Score B, a measure of the 
extent to which an individual reports anxiety-related feelings or behaviors. 
Examination of the standardized coefficients for these variables shows that 
the greater part of the discrimination is due to the verbal abilities test. The 
positive sign of the coefficients indicates that the high performers possess 
these attributes to a greater degree than the low performers. 

For Division B, the analysis identified programming aptitude, the 
Aptitude Test for Programming Personnel, and vocabulary - measured by 
the Cooperative English Test - as the principal discriminators between the 
high and low performers. Two tests - the PMA Spatial Relations and the 
Letter Sets Test (a measure of inductive reasoning ability) - are not easily 
interpreted in the present context. In relation to the nature of the instruc- 
tional requirements, these capacities (factors) were hindrances. The negative 
sign of the coefficients means the high performers possess fewer of these 
attributes than the low performers, although one would expect a positive 
relationship with success in the course. It is likely that the extremely small 
N, coupled with the particular statistical analysis, resulted in possible 
spurious results that masked valid relationships. 

Manner of  Option Use 
The frequency with which the high and low performers used the 

options is presented in Table VI. The values have been adjusted to equate 
option availability across groups. This was necessary because, in some in- 
stances, the high and low performers did not come from treatment con- 
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TABLE VI 

Frequency of First Attempt Option Usage (Adjusted) 

Options 

Performers RECAP REVIEW QUIZ 

Division A 
High 6.2 12.0 15.0 
Low 35.0 65.0 25.0 

Division B 
High 15.0 4.0 8.8 
Low 20.0 52.5 11.1 

TABLE VII 

Use of the ROUTE Option by High and Low Performers 

Performers ACTIVE PASSIVE TOTAL 

Division A 
High 14 5 19 
Low 10 10 20 

Division B 
High 21 11 32 
Low 18 19 37 

ditions having the same degree of access to options. (Because second 
attempts occurred with relatively low frequency, these data on option usage 
are not reported here.) Data on the ROUTE option usage are presented in 
Table VII. 

Table VII shows that in both divisions the low performers consistently 
used the options more frequently than the high performers. This suggests 
that, if the options aid learning at all, the gain is due not to how often they 
are used but rather to where and when they are used. 

Concerning the choice of ROUTE options, students who had the 
ROUTE option could, when presented with a "menu" of available topics, 
choose to pick their own or defer to the system to pick one at random. 
Table VII shows that the ROUTE option was made available by the IDM far 
more often in Division B than in Division A; this occurs because the prere- 
quisite structure in Division B is less ordered (see figs. 2 and 3). In both divi- 
sions, the high and low performers saw "menus" about the same number of 
times. However, the proportion of occurrences in which subjects made an 
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Fig. 7. Mean absolute discrepancy (LOA) for high and low performers, by specific 
objective. 

active selection of the next topic differed markedly between the highs and 
lows. In Division A, the high performers made their own choice nearly three 
times more often than not; the low performers actively chose only half the 
time. In Division B, the high performers chose nearly twice as often as they 
deferred to the system; here, the low performers also chose about half the 
time. 

Another interesting finding is that when given an option other than a 
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linear path, most of the high and low performers chose a different path. For 
example, in Division A (refer to Fig.2 for the prerequisite structure) where 
the students were permitted an option of going through F, G, H, and I as 
opposed to other alternatives, 11 out of 14 of the high performers chose 
another alternative than the linear. Of the low performers, (a total of  10) 
only one chose the linear path, whereas the others chose five different 
unique paths (e.g. G, F, H; A, F, H). Thus, path choice, while freely 
exercised, did not  differentiate between high and low performance. 

Expectancy Measure 
During the first IDM investigation in the current project, LOA (Level of 

Aspiration) was studied as a correlational variable. LOA correlated signifi- 
cantly with criterion performance in both levels of complexity in COBOL1. 
The correlations were + 0.42 and + 0.53 (p < 0.01), respectively. These 
findings were consistent with previous results in programmed instruction (see 
Seidel and Hunter, 1970). 

Because of the modularization of COBOL2, it was possible to perform a 
finer-grain analysis than previously. The LOA data were analyzed at the level 
of  specific objectives [3]. The basic hypothesis tested was that high per- 
formers would be more realistic than low performers. Operationally this 
would take the form of (a) a smaller positive discrepancy score for the high 
performers, and (b) a smaller absolute value of discrepancy between LOA 
and objective score for the high performers. 

A ceiling effect because of  the excellent performance by the high 
performers prevented an analysis of the signed differences. However, the test 
of  absolute value differences as shown in Fig.7 clearly supported the 
hypothesis that high performers would be more realistic than the low perform- 
ers. Coupled with the previous LOA findings these results substantiate the 
value of providing an Expectancy Operator for remediational purposes as part 
of an improved IDM. It is once again significant to note the consistency of 
the phenomenon across divisions. Generally, high performance was character- 
ized by greater realism of expectancy than was low performance. Yet the 
specific individuals in whom the phenomenon was observed differed from 
Division A tasks to Division B tasks. 

Time Criteria: Differences Between High and Low Performers 
The first important finding, which had been expected, was that the high 

performers were significantly faster learners than the low performers. The 
means for completion time of Division A low and high performers are given 
in Table VIII. 

Because of the significant differences between them, the high and low 
performers were analyzed separately by means of  multiple-regression tech- 
niques. It may be assumed that they come from different populations. 
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Mean Completion Time (in Minutes) for High and Low Performers 
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Performers 

Mean completion 
time t p 
(in minutes) (dr= 32) (one-tailed) 

Division A 

High 

Low 

Division B 

High 

Low 

566.30 
(a = 148) 
743.31 
(o = 257) 

494.94 
(o = 119) 
582.89 
( o  = 199) 

2.67 <0.025 

1.69 0.05 

TABLE IX 

Results of Stepwise Multiple Regression Analysis:* Division A 

Variable entered [~ se[~ /3 t p 

Proportion 
variance 
predicted 

High Performers 

ATPP - 8.660 2.851 -0.559 -3.038 < 0.005 
Sign Changes -10.658 5.990 -3.27 -1.779 < 0.05 

Analysis of variance for regression: F (2.17) = 15.513 (p < 0.01 ) R =. 8038 

0.580 
0.006 

Low Performers 

Sign Changes -19.034 3.725 -0.6293 -5.110 < 0.005 0.728 
ATPP - 18.947 5.293 -0.6061 -3.580 < 0.005 0.082 
Ship Destination 13.880 6.273 0.3351 2.213 < 0.025 0.026 
First and Last Names 11.758 4.190 0.3311 2.806 < 0.01 0.028 

Analysis of Variance for Regression: F (5.14) = 21.802 (p < 0.01 ) R = 0.9414 

* Dependent Variable = Total Transit Time; Predictor Variables = 11 Entry Characteristic Tests. 

Because o f  the exp lo ra to ry  nature  o f  the s tudy,  the small n u m b e r  o f  

subjects, and the high degree o f  error  variance in this kind o f  research 
envi ronment ,  we also a t t emp ted  to look  at correlat ions with t ime criteria in 

a slightly di f ferent  way. Simple Pearson r's were calculated separately for 
ECT scores and for Divisions A and B comple t ion  time. The findings to be 
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TABLE X 

Results of Stepwise Multiple Regression Analysis: * Division B 

Proportion 
variance 

Variable entered f9 se[~ ~ t p predicted 

High Performers 

Sentence Completion 17 .326 3.257 0.7041 5.320 < 0.005 0.351 
First and Last Names - 7.543 2 .315  -0.4398 -3.258 < 0.005 0.316 
PMA Aptitude - 1.735 0.741 -0.334 -2.341 < 0.025 0.,085 

Analysis of Vari/mce for Regression: F (3.16) = 16.188 (p < 0.01) 

Low Performers 

Ship Destination - 16.093 4.978 -0.5391 -3.233 < 0.005 0.588 
Sign Changes - 9.022 3.858 -0.3899 -2.339 < 0.025 0.100 

Analysis of Variance for Regression: F (2.17) = 18.741 (p ( 0.01) 

* Dependent Variable = Total Transit Time; Predictor Variables = 11 Entry Characteristic Tests. 

presented in this section should, therefore, be viewed as hypothesis- 
generating, rather than hypothesis-confirming or conclusive statements. The 
findings are to be used as indicating potential relationships that require 
additional studies using a greater number of students. 

The results of  the stepwise multiple-regression analyses for high and low 
performers in Division A are presented in Table IX. The high and low 
performers both showed as relationships between time to learn and conver- 
gent production of  concepts, one of  Guilford's SI factors, as well as program- 
mer aptitude. The low performers also showed a relationship between 
general reasoning capability and associative memory with length of time to 
complete the course. 

In Division B (see Table X) associative memory appears to be a 
desirable capacity as indicated by its inverse relationship with time of  
completion for high performers. Another finding was that high performers 
showed a relationship between sentence completion test scores and com- 
pletion time. It is puzzling that this is a direct relationship indicating that the 
greater the achievement motivation, the more time the high performers seem 
to take to complete the instructional tasks in Division B. One could explain 
this if we assume that t h e  high performers, given their high degree of 
motivation, were more careful and therefore took more time to ensure that  
they would achieve as much as possible. This is open to conjecture and 
requires further study. The low performers in Division B, as indicated in 
Table X, showed relatonships between learning time and general reasoning 
capability and convergent production of  concepts. 
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TABLE XI 

Unique and Common a Predictors of Division A Completion Time For High and Low 
Performers (Pearson r Correlations) 

Correlations With Time b 

High Low 
Predictor Factor Performers Performers 

Common 
ATPP - -  -0.76** -0.74** 
Sign Changes Convergent Production -0.67** -0.85** 
PMA - -  -0.62** -0.66** 
Inference Test Logical Reasoning -0.48* -0.51" 

Unique 
Cooperative English - -  -0.39 -0.53 * 
Ship Destination General Reasoning -0.22 -0.47* 
Logical Reasoning Logical Reasoning (G) -0.28 -0.49* 
Sentence Completion Achievement Motivation 0.10 0.52" 
First and Last Names Associative Memory -0.52* -0.29 
Word Coding Figural Adaptive Flexibility -0.61 ** -0.39 
Figure Classification Induction -0.26 -0.33 

a Common predictors show correlations with time for both high and low performers, 
whose significance is p <~ 0.05. 

b'indicates statistical significance, p < 0.05; ** p ~ 0.01. 

In addition to the stepwise multiple-regression analyses, we examined 
the individual correlations between specific ECT scores and the criteria for 
Divisions A and B separately, and for high and low performers separately. 

In addition to programmer aptitude tests, the factors o f  logical 
reasoning and convergent production of  concepts were significantly related 
to learning time in Division A for both high and low performers. The most 
important  correlations unique to high performers were between the time 
criterion and the associative memory factor in Division A, and between the 
time criterion and the figural adaptive flexibility factor (word c o d i n g -  
capability o f  looking at materials in new ways). Table XI shows that the 
correlation for the associative memory factor with the time criterion was 
- 0.52 (p < 0.05); the correlation of  time and the figural adaptive flexibility 
factor was -0.61 (p < 0.01). 

As seen in Table XI, the low performers had a different set o f  signifi- 
cant unique correlations with the time criterion in Division A. Here, the 
factor o f  general reasoning showed up again. This factor significantly con- 
tributed to the multiple correlation discussed previously - its Pearson r 
correiation was -0.47. Also, the logical reasoning and achievement motiva- 
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TABLE XlI 

Unique and Common a Predictors of Division B Completion Time For High and Low 
Performers (Pearson r Correlations) 

Correlations With Time b 

High Low 
Predictor Factor Performers Performers 

Common 

None 

Unique 

Sign Changes Convergent Production - 0.38 - 0.79" * 
Ship Destination General Reasoning - 0.31 - 0.77"* 
PMA - -  -0.27 -0.70** 
ATPP - -  -0.25 -0.54* 
Cooperative English - -  -0.35 -0.54* 
Inference Test Logical Reasoning - 0.16 - 0.47" 
Logical Reasoning Logical Reasoning (G) - 0.002 - 0.46* 
Word Coding Figural Adaptive Flexibility -0.26 -0.53* 
Sentence Completion Achievement Motivation -0.59"* 0.15 
First and Last Names Associative Memory -0.56** -0.12 
Figure Classification Induction 0.04 - 0 . 1 8  

a Common predictors show correlations with time for both high and low performers whose 
significance is p < 0.05. 

b ,  indicates statistical significance, p < 0.05; **p < 0.01. 

t ion factors showed significant relationships with the time criterion for the 
low performers (-0.49 and + 0.52, respectively). 

in Division B (see Table XII), the unique predictors for  the high 
performers seemed to be achievement motivat ion as was indicated by the 
multiple-regression analysis and associative memory.  

The low performers in Division B, contrary to the results of  the 
stepwise multiple-regression analysis, had many factors related to the time 
criteria. The convergent product ion of  concepts and general reasoning 
factors were significantly related to the criterion as the multiple-regression 
analyses had shown. However, marker tests used for logical reasoning were 
also significantly related to the criterion ( -0 .47  for the inference test, and 
- 0.46 for the logical reasoning test, p < 0.05 for both).  Also significantly 

related to the criterion were the general characteristics of  English aptitude 
and programmer aptitude. These were indicated by the PMA, ATPP, and 
Cooperative English Test. The correlations with the criterion for these tests 
were - 0.70, - 0.54, and - 0.54, respectively. 

In brief, the two different  correlational analyses indicated that  general 
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programmer aptitude and the factor of  convergent production of concepts 
are related to learning time in Division A of the course for both high and low 
performers. However, different sets of  unique factors for high or low per- 
formers were found to be related to learning time in Division B. These 
findings provide further evidence of the importance of task variables, not  
only for the phenomenon of high versus low performance, but for learning 
time as well. 

Discussion and Implications 

This research on learner control arid on structure of intellect has 
resulted in a number of significant findings and implications. First, the study 
clearly developed an instructional vehicle which meets one of the criteria set 
down by Seidel ( 1971 ) concerning valid research in an instructional environ- 
ment. Specifically, the data presented clearly showed that the students 
learned the COBOL course, and learned it well. 

Secondly, the study was performed in a rich instructional environment. 
Contrary to recent statements by Boutwell and Barton (1974), the complex 
treatment task, as opposed to the factorially simple task, is preferred in 
performing Aptitude by Treatment Interaction (ATI) studies in a real in- 
structional world. Many past difficulties in obtaining generalizable and 
realistic results in instructional research have come from the fact that rather 
simplistic approaches in a paired-associate setting have yielded findings 
inconsistent with findings in instructionally rich settings. 

The third significant aspect to the current study has been the develop- 
ment  of.a very useful way to characterize high and low performers with an 
operationally defined set of  criteria. This has led us to an analytic approach 
different from the standard statistical inference techniques and has high- 
lighted the value of  discriminant function analyses in instructional research 
settings. Of great importance is the fact that the particular individuals 
designated high or low performers differ depending upon the particular 
instructional tasks involved (i.e. the phenomenon of  high and low per- 
formance was identifiable across two divisions of the COBOL course). High 
and low performers differed with respect to the usage of options, as well as 
their level of aspiration settings concerning their performance. But the 
particular individuals identified as high or low performers in Divisions A and 
B were quite different. There were overlaps of  only 20-25%. This suggests 
that future researchers need to identify the instructional task characteristics 
related to student profiles of  high and low performers. 

Another significant finding in our study was that self-assessment can 
make a significant contribution to instructional management, whether the 
latter is by students or by the learning system. The next step that should be 
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taken is to use the instructional options based on expectations, as part of the 
decision-making process in an adaptive instructional environment. This 
approach is consistent with conclusions drawn in the recent literature 
(Rappaport and Rappaport, 1975; Boutwell and Barton, 1974). In a study to 
determine the effects of teacher and student expectations regarding the 
outcome of a learning task, the Rappaports found that posttest scores were 
influenced to a significantly greater degree by student expectations than by 
those of the teacher. Boutwell and Barton, discussing the inconsistency of 
ATI research findings, advocate a search for new variables as a basis for 
decision making in adaptive instructional settings. We agree with this and 
suggest an Expectancy Operator as one of these variables. It is clearly of a 
more dynamic nature than the standard aptitude tests which are designed to 
yield predictors within a relatively stable environment. We also suggest that 
the use of the Expectancy Operator is consistent with an approach to a 
process-oriented model of decision making in which the student develops his 
own heuristics toward making decisions, and applies the algorithm that he 
feels would be useful to solve problems. 

PROPOSED PRESCRIPTIVE USE OF THE EXPECTANCY OPERATOR 

The rationale behind the Expectancy Operator is based upon the 
relationship between a student's performance and the relative reality of his 
expectancies. If a student is judged to be unrealistic - with too great a 
discrepancy between LOA and performance - a Probe path analysis and 
remediation are advocated. Recommended instructional guidelines for initial 
use of the Expectancy Operator and Prope path follow. 

It is suggested that implementation of the Expectancy Operator (LOA) 
take the form of providing for LOA measurement prior to a Q-Section or 
criterion test on specific subsets of objectives, and subsequent measurements 
of actual student performance for each subset of objectives. As part of a 
pilot implementation, there is the need to test - validate - the prescriptive 
value of LOA separately. Correlations do not ipso facto necessitate prescrip- 
tion, a causal interpretation of the relational outcome. 

The proposed IDM would take specific action based on a comparison of 
the preceding measurements. The action to be taken by the IDM is based 
upon the outcome of a problem in reality estimation or conceptual under- 
standing, or some combination of these. In essence, the discrepancy score 
relationship between the LOA score in combination with percent correct 
(and, when refined, confidence estimates) is to be used for determining 
whether or not a Probe path should be followed. A Probe path is initiated by 
the system in order to gain more information concerning the student's 
problem and to take appropriate remedial action. 

For example, if, following the pretest, the alignment of expectation and 
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percent correct represents "realistic" behavior, then the student is to follow 
the "normal" path for him. (Normality in this case is to be defined idio- 
graphically with a continually refined entry battery.) If discrepancies occur 
in the student's estimations of reality, then the Probe path will be followed 
for additional diagnosis and action (by noting the relationship between the 
measures of percent correct and the measures of the LOA). 

The specific plan and guideline for an initial implementation of an 
Expectancy Operator in a tutorial environment follows: 

1. Objective for using the Expectancy-Operator:, To lessen the relative 
distance between Level of Aspiration and performance by raising the 
level of the lower (LOA or performance) to meet the higher value. 

2. Plan for measuring LOA and providing solutions: 
a. Measure LOA prior t o  entering the Quiz. 
b. Measure performance in the Quiz. 
c. Feedback to student on LOA versus performance, verbal plus 

numerical comparison. 
d. Provide solution. 

(1) Solution to raise performances to LOA: Follow-up alternate 
strategy with alternate quiz (check discrepancies). 

(2) Solution on subsequent modules to bring confidence level up 
to performance: Check discrepancy scores on subsequent 
modules. 

3. STATE DIAGNOSES: Eighteen possible states are derivable from the 
three sets of  characteristics that follow. For purposes of initial 
implementation it is suggested that A3a, A3b, C1 a, C l b will be most 
useful as additions to an adaptive IDM. 

LOA PERFORMANCE ABILITIES 
A High 1 High a. Above average 
B Average 2 Average b. Below average 
C Low 3 Low 

4. Set of  Alternative Instructional ACTIONS: 
a. Remedial modules geared to specific content failures concen- 

trating on variation of practice exercises. 
b. Conference with proctor/instructor. 
c. Fun Option (on-line games). 
d. Skip ahead (practice). 
e. Leaving early. 
f. Alternate media module (CMI type, cassette, PI text). 
g. Compliment student. 
h. Do nothing. 

5. Recommended ACTIONS for DIAGNOSES (A3a, A3b, Cla, Clb):  
c, d, e, g - Confidence Building (Cla, Clb)  for Low Expectation and 
High Performance. 
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a, b, f - Performance Building (A3a, A3b) for High Expectation 
and Low Performance. 

6. Actions to be implemented initially: 
STATEA3a:  a 
STATE A3b: b and/or f 
STATE Cla:  d, e, f, and/or g 
STATEClb :  g o r h  

Probe Path Using Pre- and Post-Quiz Estimates 
General illustrations of how the Probe path would operate could also 

incorporate student estimates after his quiz performance. In previous 
research (e.g. Seidel and Hunter, 1970), we have generally found with 
successful students that such a post-performance expectancy estimate is 
closer to actual performance than the LOA measure. Such an approach 
might be used as follows. First, let E stand for the student's estimate of his 
performance after the fact; let L stand for his Level of  Aspiration or 
expectancy before the fact; and let A stand for his actual performance. The 
definition of i is trial number of a referent for the particular measurement 
number of  LOA or EST. Applied to COBOL2, it would reference the module 
number. Generally, the values for L, E, and A would be derived from the 
degree of criterion attainment determined for a particular application in a 
computer-based environment. 

A. DIAGNOSIS" If[ L i - A  i [>  I E i - A  i I & (E disk. = +) 
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Fig. 8. I l lustrat ion of  diagnostic states. 
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Then student state is defined as REALISTIC to the IDM. 
ACTION: Diagnosis proceeds to next stage in IDM. Score on Test of 

Objectives, percent correct, defines CONCEPTUAL state and confidence 
value defines REASSURANCE state. Given A, and passage of criteria here ,  
student continues on "normal" module path available (based on current 
options - eventually to be redefined by our improved Entry Battery and 
better within-course historical predictors). Subject possesses the three R's - 
Realistic, Reassured, and Right (see Fig. 8). 

B. DIAGNOSIS: If l L i -A i J < J Ei'--A i I . = -) 
1 

ACTION: Go to PROBE path. 
PROBE path: Here IDM can be thought of in the following way. 
(1) It can query student directly to determine the nature of the 

problem as perceived by the student; that is, the student says, "No 
problem," or "I don't think I can hack it," or "I think I understand this 
stuff, but I'm not sure" (or some variation on this theme). 

(2) Diagnosis of problem is defined as the intersection of three 
orthogonal binary dimensions. The resulting state is estimated as follows 
(verbally below and pictorially in Fig. 8): 

(a) Given B above (diagnosis of UNREALISTIC) and Low Con- 
fidence and High Objectives score, then two dimensional motivational 
problems exist-REASSURANCE and REALISM. 

(b) Given B, and Low Confidence and Low Objectives score, then 
problem is diagnosed as both overall motivational and CONCEPTUAL. 

(c) Given B, High Confidence and High Objectives score, then 
problem is uniquely one of REALISM (e.g. the pessimist even though 
confident at time answering). 

(d) Given B, High Confidence and Low Objectives score, then also 
REALISM, but probably of different type (e.g. delusions of grandeur). 

(e), (f), and (g): Cases currently handled by the IDM where the 
Expectancy Operator would be in the zero condition. 

Mathematically (and for IDM use) the state diagnosis can be described 
by Ordered triples where l=a problem condition, a remedial operator is 
called for, and 0=no problem. Thus, reading Realism, Reassurance, and 
Conceptual dimensions from left to right: 

Case (a) is described as < 1,1,0> 
Case (b) < 1,1,1> 
Case (c) < 1,0,1> 
Case (d) < 1,0,0> 
Cases (e),(f),and (g) <0,1,0> < 0 , 1 , 1 >  • < 0 , 0 , 1 >  
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Use of Confidence Measure in Refined IDM 
A second measure of assessment used in our IDM research effort was 

confidence responding by the students. In COBOL1, unlike the implementa- 
tion of LOA measures, confidence responding was part of every student 
response. The student gave an answer to a question and immediately dis- 
tributed his confidence with respect to the answer over a series of alter- 
natives if the alternatives were available; or he attributed a degree of 
confidence to the correctness of the answer he provided in a completion 
type format. 

The results indicated a lowering of the correlation between confidence 
measures and correct responding as the student progressed through the 18 
modules of COBOL1. The implementation scheme apparently was not a 
useful one for the students, They were required to give a percentage value 
between 0 and 100% using two digits as appropriate (e.g. 45, 55) and 
eventually adopted a principle of least effort. That is, the students either 
used a 0 or 100% confidence choice eventually, and the result was a lessening of 
the value of the confidence measure as an indicator of a state of under- 
standing on the part of the student. 

The fact that the LOA measures indicated a high degree of value to 
self-assessment and the fact that other studies (e.g. Shuford et al., 1966; 
Shuford and Brown, 1975) support the value of confidence measures as an 
aid to learning led us to reevaluate the ways in which we would implement 
confidence measures in COBOL2 (rather than eliminating confidence as a 
sensitive index of state of understanding). 

The goal in COBOL2 was (a) to make the implementation easier for the 
student to use, (b) make all input responses equivalent in effort and dif- 
ficulty, (c) lessen the frequency with which the confidence measures were 
used to avoid interrupting and interfering with the learning process, and (d) to 
increase the value of providing confidence measures by making associative 
materials attached to the various states of understanding more meaningful 
and positive than they had been for the student in COBOL1. 

The redesign was accomplished and initial off-line preliminary testing 
was achieved with staff members of the research project. However, because 
of the limited resources and other difficulties cited earlier, the reimplemen- 
tation of confidence measures was not accomplished during this research 
project. We feel, nevertheless, that, in combination with the Expectancy 
Operator as discussed previously, the confidence measures should provide a 
very sensitive component to revised decision-making rules taking into 
account student motivation. The suggested implementation of confidence 
measures is provided as follows. 

Confidence testing would be part of the Q-Sections of the course, and 
they would be handled in the following manner. 

For the constructed response type of question, the student, after 



TABLE XIII 

Scoring System for Confidence Measure 

Student Inputs for 
Correct Alternative Payoff 

0 0.000 
1 0.500 
2 0.650 
3 0.739 
4 0.801 
5 0.850 
6 0.889 
7 0.923 
8 0.952 
9 0.977 
T 1.000 
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making sure that his answer is the one he wishes to have recorded and 
checked, will input his response. His display (CRT, hard copy, etc.) will be 
cleared and a confidence question will be displayed. This confidence 
question will summarize the task asked of the student and ask him to place his 
confidence in a prescribed location on the display. 

The student's confidence will be indicated by his selection of one of 11 
characters from his keyboard. The characters are 0, l, 2, 3, 4, 5, 6, 7, 8, 9, 
and T-, where T stands for 10. A computer program computes the number of 
points the student receives by multiplying the number of points a question is 
worth (10-99),  as determined by the author, by a three-place decimal 
associated with the student's confidence (see Table XIII). For a correct 
response, the student receives that number of points. If he is incorrect, he 
receives the number of points found by multiplying the three-place decimal 
associated with the ten's complement of the student's confidence by the 
author's point value for the question. 

For example, if the student places a 7 in his confidence block, then the 
ten's complement is taken as his "no confidence" response, in this case, 3. 
Suppose the author states that the question is worth 60 points; then, if the 
student is correct he receives 60x0.923 = 55.3 rounded to 55 points, and if 
he is incorrect he receives 60x0.739 = 44.3 rounded to 44 points. 

Each of the computer point values rolls onto the display in the proper 
location. If the student is dissatisfied with the number of points he will 
change his confidence. The computation will be done again. It can be done 
as many times as the student wishes until he is satisfied with his potential 
number of points. He will then signal his completion by proper key press, 
and the appropriate number of points will be credited to him. 
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The student will receive a feedback message on the display if his 
confidence is not one of the 11 characters just named. 

For multiple-choice questions, the student will distribute his confidence 
over all alternatives (as in COBOL 1). His confidence must add to T (ten) and 
he must strike a character for each alternative. Once again, the weight of the 
question supplied by the author will be multiplied by the three-place decimal 
associated with the student's response. These products will be rolled onto 
the display in payoff fields next to each alternative. If the student is 
satisfied, he just presses the appropriate key. If he is not satisfied, he will 
change his confidences until he is happy with the payoff involved. When it is 
found that the student has pressed his key without changing his confidence 
assignments, he will be awarded the number of points he has assigned next to 
the correct alternative. 

For example, if a question is worth 50 points, and the student dis- 
tributes his confidence as follows on a four-alternative question whose 
second alternative is the correct one, he will receive 33 points: 

C Payoff 

2 A. 33 Alternative 
2 B. 33 Alternative 
6 C. 44 Alternative 

D. ~ Alternative 

Here too, if the student types a character into his confidence that is not one 
of the 11 characters mentioned, or if his confidences do not add to 10, he 
will receive feedback requesting him to correct his error in assigning his 
confidence to each of the alternatives. 

IMPLICATIONS OF EXPERIMENTAL FINDINGS FOR FUTURE RESEARCH 

Based on the research findings it is recommended that a combination of 
reality testing, confidence measuring, and conceptual responding be per- 
formed, to provide a useful baseline for a next generation instructional 
strategy (IDM). 

The results in earlier literature on learner control are generally con- 
flicting, and the latest studies which the senior author reviewed (Jacobson 
and Thompson, 1975: McMullen, 1975; and Judd et al., 1975) are consistent 
with this confusion. The problems in conflicting or unclear results stem from 
a number of ambiguities in the concept of learner control and its application 
to experimentation. The following discussion is an attempt to explicate these 
dimensions and indicate directions for research in order to determine the 
viability of the area generally labeled "learner controlled instruction." The 
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dimensions to be considered are: level and/or  type of  instructional process, 
individual learner characteristics, instructional task, previous training or 
sophistication of  student in self-management, and type and availability of  
learning resources. 

The first dimension is the level or type of  instructional/educational 
process which is being studied. Significant effects may be revealed from the 
learner exercising a choice over what or how to study, depending upon 
whether we are speaking of  a total curricular choice, a choice of  some 
courses within a curriculum, objectives within a course, instructional options 
to reach prescribed objectives, time spent in all types of  instruction, and so 
on. Obviously, there are different micro- or macro-levels of  learner choice, 
and there are different complexities of  the total educational/instructional 
process that are involved in such choices by students. 

The recent studies j u s t c i t e d  outline these differences in bold relief: 
Jacobson and Thompson - rich but highly structured IPI instruction in math 
with learner control specified by a student deciding whether or not  to follow 
directions on a sheet of  paper; Judd et al. - a short paired-associate task; 
McMullen - a concept identification task with learner control over instance- 
selection; Luskin - a college physics application where student  option 
consisted of  decision to use or not  to use a problem-solving algorithm 
following PI on its merits. Conclusions concerning the value of  self- 
management or "learner control"  based upon one type or level of  s tudy may 
differ with evidence from another level or type. Unfortunately,  there seems 
to be no literature that at tempts to analyze differences in making com- 
parisons across levels or type of  study. 

A second area for clarification is that of  specific learner characteristics. 
Many (e.g. Atkinson, 1972) do not  consider the individual characteristics o f  
prior learning history on the part of  the student. Thus, to introduce a 
s tudent  who is well trained in the authoritarian mode of instruction to a 
small paired-associate task in a learner-controlled mode may defeat accurate 
assessment of  the value of  learner control. Obviously, prior history of  the 
learner must be taken into account and need for retraining must be con- 
sidered. 

Secondly, the most recent s tudy by Judd and associates indicates a 
significant need for valid measuring instruments of  learning capability. Judd 
at tempted to relate the effects o f  learner control to the personality construct 
of  independence. The construct of  independence was defined operationally 
by two tests, one that showed a significant relationship with criterion and 
one that did not. Judd's  conclusion was that because one of  the tests yielded 
statistical significance, the independence construct did show a relationship to 
learner control. However, one out  of  the two tests did not show a significant 
relationship with learner control. The real question, then, is: is the construct 
validity or the measuring instruments suspect? It appears that before any 
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conclusions can be drawn regarding the construct of independenc e and its 
relationship to learner control, more sensitive measuring instruments 
have to be studied. At the very least, a replication of  Judd's study must be 
performed. 

With respect to other within-course history variables, the current 
research and the senior author's earlier work (Seidel and Hunter, 1970) have 
shown the value of the dynamic properties of the student/task interaction 
for prediction of performance on criterion tests. The earlier study showed 
quite clearly that, with greater familiarity and skill in the instructional task, 
the student is able to be more realistic about his performance. Accordingly, a 
reasonable hypothesis would be that the student, given this greater familiari- 
ty, should also be better able to determine what piece of instruction he 
should receive next. So far, our data on this point have been descriptive in 
nature (correlational). The next step would be to test out such hypotheses in 
a prescriptive manner by introducing Level of Aspiration into the decision- 
making process for instructional choice (e.g. as just noted). 

A third dimension requiring clarification is the kind of instructional 
task being studied under learner- versus system-control conditions. It is quite 
clear that a taxonomy is required. With the current state-of-the-art in 
instructional taxonomies, it does not  make any difference what taxonomy is 
chosen, so long as it is consistent (Hunter and Seidel, Ch. 4 in Hunter et al., 
1975). One can certainly observe that some instructional tasks readily lend 
themselves to browsing or open-ended kinds of instruction, whereas other 
kinds do not. Also, operationally paired-associate learning is not the same as 
concept identification which, in turn, is not  the same as problem solving. 

Thus, separate studies should be done to compare these various kinds of 
instructional tasks relative to the learner-control variable before drawing any 
conclusions across instructional tasks. Also, the specific content to be 
learned is a related area that needs clarification vis-gt-vis its relationship to 
learner control. Such a taxonomy of instructional tasks and instructional 
content permits concentrated study at a microlevel. A t  another more 
macrolevel, one could study the effects of learner control over choice of 
instructional task and/or content itself. McMullen's study, for example, 
showed no particular advantage to learner control within a comparison of  
serial versus parallel paradigms in concept learning. However, learner control 
over selection of paradigm has already been shown effective in concept 
learning and problem solving by Pask. 

A fourth dimension which must be clarified is the sophistication of the 
student in self-management, which is based upon previous, preferably long- 
term, training. This should be related to the first dimension discussed here - 
the type or level of  the educational process being studied. Jacobson and 
Thompson's  recent study (1975) is one of  the few attempts to provide 
training in self-management within a highly structured IPI environment, but 
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confounding experimental variables prevent any firm conclusions. The 
question of transfer effects across levels or types of  the instructional/ 
educational process is in need of  careful experimental study. 

Another dimension to consider is the type and availability of  learner 
resources. It makes no sense to offer a student the option of controlling or 
managing his own learning process when the materials or resources are not 
available or amenable to browsing. For example, if we consider CAI, the 
entire TICCIT approach allowing a student to page back and forth through 
his materials is more amenable than a Coursewriter frame-oriented approach 
to CAI. 

Research on refinement of decision rules using these dimensions should 
aid further development of  useful computer-based instructional materials in 
meaningful tutorial environments. 

Interpretation of the data in the current study can best be presented in 
terms of  a provisional set of guidelines for prescribing instructional 
management. 

With respect to option control by students, the data suggest that we: 
(1) Establish high and low performer initial predictions for sets of 
similar instructional tasks. 
(2) Provide maximal s tuden t  control for the predicted high per- 
formers. 
(3) Design maximal sys tem control for predicted low performers. 
(4) Track the performance of  all. 
(5) Adjust the degree of student control, based upon the changes in 
performance, according to an empirical model that maintains the 
maximum percent of high performers. This model would have to be 
derived for each subject-matter application since tasks and instructional 
materials would have unique complexities and forms. 
The finding that high performers make more effective use of learner 

control options underlines the need and desirability for systematic study of 
the factors that may affect the utility of this feature for the student. If, for 
example, effective use of options depends on an accurate assessment by the 
student of his progress during instruction, then the appropriate research 
problem involves: (a) establishing the elements of information or data whose 
identification and evaluation underlie the decision to use or not  use a given 
option at a given time; (b) identifying the cognitive and attitudinal character- 
istics of learners that affect the accuracy of information processing and 
decision making; and (c) developing instructional strategies, which through 
careful empirical evaluation of these parameters, provide an amount and 
kind of control appropriate to each individual student. 

The ability to be able to discriminate, using an appropriate entry test 
battery, the high and low performers on an initial basis is related to the 
research problem. To the degree that this can be done, the designated 
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student- or system-control options will be more or less appropriate. 
As noted from the preceding ECT analyses in the current study with a 

primarily verbal course like COBOL2, the single best predictors were verbal 
entry tests such as the Primary Mental Abilities Test used for programmer 
aptitude selection, as well as the Cooperative English and, in another case, a 
uniquely suited Programmer Aptitude Test called the ATPP. The significance 
of the ATPP, as well the other structure of intellect test which showed up as 
significant in our discriminant analysis, emphasize that there will be other 
unique characteristics of any given instruction that will also aid in discrimi- 
nating the predicted high from the low performers. These factors would have 
to be discerned from a structural analysis of  the subject matter and its 
related tasks. (In the current instance, we are still doing analysis of  this 
subject matter by factor structure using multiple raters to arrive at a reliable 
index, vis-gz-vis the Guilford Structure of Intellect characteristics.) 

Again, from the current study, supportive evidence for differential task 
transfer and the contribution of unique task and subject-matter character- 
istics comes from the comparison of Division A and Division B predictors 
from the ECT batteries. For example, in the introductory part of the course, 
Division A, the discriminant function was characterized by the most general 
and smallest number of predictor tests; however, in Division B, which was 
more heavily loaded with unique characteristics of COBOL programming and 
specific technological tasks, there were more variables present, and we found 
that the characteristics of these ECT predictors were more unique to the 
programming and specific tasks related to factor structure. Specifically, we 
refer to the fact that the ATPP, a uniquely oriented programmer aptitude 
test, was a heavily weighted factor under Division B prediction. Moreover, 
there was the appearance of Structure of Intellect factors involving 
associative memory and logical reasoning. In like manner, the anxiety test, 
IPAT B, was a predictor of performance in the introductory part of the 
course but dropped out as people became more familiar, comfortable, and 
sophisticated in the COBOL programming tasks. 

For longitudinal study and longer-term transfer interpretation, it is 
necessary to test this hypothesis of specific task transfer with even more 
unique and specific, sophisticated COBOL course materials (like the other 
two divisions which were not  available for our experimental subjects during 
the conduct of this research). It is predicted that more specific factors like 
logical reasoning and figural adaptive flexibility (the ability to change set 
with new materials) would take on even greater importance (relatively) to 
the specific nature of  the task the individual would be encountering. This 
logic also applies equally to transfer across divisions within other hierarchi- 
cally structured courses (e.g. electronics maintenance and other technical 
training). 

Combining the preceding discussion of  option availability and relevant 
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ECT for prediction of high or low performers with the previous description 
of the self-assessment result provides an indication of a workable instruc- 
tional decision model to be tested in future research. It would take some- 
thing like the following form. 

Given that the high performer predicted by specific entry tests is more 
efficient in his use of options and is more realistic about his own perfor- 
mance, the self-assessment via the use of LOA could be used as a tracking 
device or technique for adjusting the degree of student control over the 
available remediational or accelerating options within the course of instruc- 
tion. When a predicted low performer, for example, begins to fall within the 
realistic range of predicted high performers, that individual would then be 
allowed more control over the use of available options. Note that the 
previous findings are descriptive (correlational) and Expectancy now is to be 
verified as a prescriptive variable in an IDM. 

However, when an individual falls outside the range of reality testing 
and is predicted to be a low performer, then the adjustment would take the 
form of eliminating student control over available options until such time as 
the individual performance begins to come more in line with reality and, 
indeed, until the predicted performance jumps back up to what a high 
performer would show. This model, however, does require continued 
research in order to verify its appropriateness to various applications of 
instructional tasks. 

As an adjunct to this model, it would also be relevant to add other 
parameters which describe in a more sensitive way the high or low perfor- 
mer's state of understanding. This might be done by use of the revised 
confidence measures discussed earlier under self-assessment. It may well be 
that a previously designated high performer who yields some unrealistic 
estimates of performance in some novel material might be signaling that he is 
getting into deep water and can no longer handle the instructional tasks 
required of him. In this case, supplementing the probing of that individual's 
understanding by the use of confidence techniques might provide additional 
indices for the kind of specific remediation unique to his requirements. All 
of  the above awaits further verification in a real-world instructional environ- 
ment, similar to that used within the current study. 

Clearly, more research is required to get a closer identification of 
relevant ATI relationships in varied computer-based learning environments. 

Instructional management of resources (e.g. via the use of student- 
controlled options) must be considered relative to the student characteristics 
and still be relevant to the instructional tasks. While our results were not as 
definitive as we would have liked, differences in relevant ECT scores w e r e  

found for high and low performers. Follow-up work should more carefully 
relate the entry tests to specific taxonomically labeled characteristics of the 
instructional tasks. It is challenging to consider within the same instructional 
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environment, the differences in the sets of relationships revealed among ECT 
scores, high versus low performance, and learning time criteria. It is hoped 
that subsequent research will reveal the reasons for these findings and the 
ways in which they are related in a broader construct of learning. 
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Notes 

1 NSF Grant GJ 774 to Human Resources Research Organization, "Research on Instruc- 
tional Decision Models," Robert  J. Seidel, Principal Investigator. See Research on 
Instructional Decision Models, HumRRO Final Report  F R - D 1 - 7 3 - 6 ,  December 
1973. 

2 The COBOL course contained four divisions with a total  of 33 topics comprising about 
60 hours of instruction. A reduction in resources, coupled with impending temporary 
loss of HumRRO's  in-house computing facilities, necessitated shortening the course in 
order to guarantee a sufficient number of subjects for the experiment.  

3 Because of the consistent descriptive findings, it had been decided to make LOA part 
of the decision-making strategy in the revised IDM for COBOL2. Extensive course 
revision coupled with curtailed resources prevented implementat ion of LOA as the 
newly developed Expectancy Operator (a decision-making rule using the discrepancy 
between actual performance and anticipated performance by the learner), but LOA 
was used again as a correlational variable. The results were consistent with the previous 
data indicating significance of student expectations as predictors of achievement. 
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