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The invitation to open this session set me thinking about 
the development of numerical procedures of classification 
and ordination. Their technical development has been re- 
viewed by various authors from various viewpoints, e.g. 

Cormack (1971), Orloci ( 1975, 1978), Dale ( 1975), Goodall 
(1970)0 Greig-Smith (1954, 1964, 1980), Whittaker (1967, 
1973). I do not intend to discuss this in more than broad 
terms, but there is another aspect that has received less 
attention. This concerns the influences and constraints 
which have affected the development of numerical methods 
and their acceptance by phytosociologists. Their accep- 
tance is particularly important; numerical methods are 
tools and unless they are used in the investigation of real 
ecological problems we are wasting our time in developing 
them. 

What I have to say represents a personal view, but will, I 
hope, be of some interest. My excuse for attempting a broad 
survey of this kind is that I have been closely involved with 
numerical classification and ordination throughout their 
development. This has given me the opportunity to look 

back at the misconceptions and the failures to recognise 
what now seems obvious, ~hat occur in all scientific 
development, but which are not so often talked about. 

Numerical analysis of plant communities as we now 
understand it originated approximately 30 years ago, 
though interest in certain community attributes e.g. spe- 
cies/area relationships and in numerical approaches to the 
distribution of individual species had developed earlier and 
was sufficient to justify review articles in 1936 and 1948 
(Ashby 1936, 1948). At this time classification was a long 
established approach, though there was controversy about 
the most appropriate system to use and the importance of 
classification to a broader understanding of vegetation. 
Although Ramensky had developed a technique of ordi- 
nation (see Sobolev & Utekhin 1973) this was little known 
outside Russia and it came as a new approach to most 
phytosociologists. Ordination was thus linked with numeri- 
cal approaches from the start and this, together with its 

association with the continuum concept of vegetation, in- 
fluenced its reception. 

The attitude of most ecologists to mathematics at that 
time can fairly be described as one of suspicion. This is 
curious because there was at the same time considerable 
respect for quantification, so that much time was some- 
times devoted to obtaining quantitative data in the field, 
data largely wasted because no further analysis was made. 
It is interesting that Tansley could write in 1923 ~in pro- 
portion to the advance of a branch of science its methods 
become more quantitative. This is true of biology in general 
and of ecology in particular as of other branches of science.' 
With characteristic percipience he went on to warn against 
gathering quantitative data for their own sake, but this 
warning was not infrequently ignored. The first edition of 
Fisher's Statistical Methods for Research Workers, which 
was to have such a profound impact on biolegy in general, 
appeared in 1925. One wonders whether this may paradox- 
ically have delayed the development of numerical methods 
of phytosociology. For most biologists the kind of sta- 
tistical analysis developed by Fisher, with its emphasis on 
fit to hypothesis, probability and tests of significance, 

became the only kind of mathematics that was relevant; 
it did not prove helpful in dealing with plant communities. 

The early advocates of ordination techniques were all 
supporters of the interpretation of variation in vegetational 
composition as a continuum e.g. Ramensky, Curtis, Good- 
all, Whittaker. Acceptance of the continuum view was un- 
doubtedly a powerful stimulus to the development of tech- 
niques of ordination, but it is now generally accepted that 
the choice between classification and ordination depends 
on the objective of data analysis and the structure of the 
data set being examined, rather than on preconceptions 
about the nature of vegetation. Presentation of ordination 
techniques in the context of continuum undoubtedly led 
to their being ignored by many ecologists. Misunderstan- 
ding was increased by the chance that the first practical 
technique (Curtis & McIntosh 1951) was illustrated by a 
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set of data in which the first and only axis extracted was a 
successional one and the method was regarded as aiming 
at elucidating succession rather than of more general ap- 
plication. 

fhe initial techniques were mostly crude and some could 
scarcely be regarded as numerical. There was little to at- 
tract the interest of mathematicians. Later, as techniques 
developed, mathematicians were to look at them critically 
and helpfully, as in Cormack's (1971) review of classifi- 
cation, but in the early stages numerical methods were 
regarded as irrelevant by most ecologists and as unworthy 
of notice by mathematicians. 

Because of the influence of ordination techniques on 
classificatory techniques, it is convenient to consider ordi- 
nation first. Dale (1975) has pointed out that there were 
three major sources of methods of ordination. One, direct 
gradient analysis, was dependent on recognition of envi- 
ronmental gradients and sought to relate vegetational data 
to them (Whittaker, 1952, 1956). The other two both sought 
patterns in the vegetational data and only after these had 
been identified was their relation to environmental gra- 
dients established. The first of these accepted, though not 
always explicitly, that a set of data could be considered 
in relation to as many independent axes as there were spe- 
cies present and argued that the dimensionality of the set 
could be reduced without serious loss of information if 
species occurrences are correlated (Goodall 1954, Bray & 
Curtis 1957). The second, path-seeking or more recently 
(Noy-Meir 1974) 'catenation', aimed to order stands so 
that species had a unimodal distribution along the axis 
(Curtis & McIntosh 1951). Reduction in dimensionality 
emphasises the overall relations between stands, catenation 
emphasises the relations between a stand and those most 
similar to it. Though the distinction between these ap- 
proaches is evident in retrospect, it was not, I think, 
generally realised at the time. Even those most interested 
regarded Bray & Curtis' method at the time as a promising 
extension of that of Curtis & McIntosh to more than one 
axis, rather than a fundamentally different approach. 

The first approaches were in terms of a single axis only. 
It is true that Whittaker (1956, 1960), by examining mois- 
ture gradients at different altitudes, produced what was in 
effect a two-dimensional ordination and, by comparing 
moisture and altitudinal effects on two contrasting soil 
types, was even able to include two different levels on a 
third axis, but the technique was essentially one of examina- 
tion of single environmental gradients. There are two 
considerations of interest. These very simple ordinations 
were readily understood, even by those with little or no 

feel for a numerical approach, provided they were prepared 
to accept the context of continuum in which they were 
presented. On the other hand, the emphasis on single 
recognisable environmental gradients has had an influence 

on later developments which has not been wholly bene- 
ficial. 

At this stage the limitations of available techniques were 
that indirect gradient analysis allowed for the derivation 
of a single axis only and was difficult to apply unless a 
single gradient was overriding, as in a successional situa- 
tion, and direct gradient analysis depended on prior recog- 
nition of the most important environmental gradients; it 
was no accident that Whittaker's method was developed 
in a region of marked topographic variation. It was not 
surprising that attention was then concentrated on indirect 
methods that allowed more flexible derivation of several 
axes. 

There were two independent approaches to multiaxis 
ordination, both dimension-reducing. Goodall (1954) ap- 
plied a form of principal component analysis and Bray & 
Curtis (1957) used an essentially geometric approach to 
reduce the dimensionality of a matrix of interstand dissimi- 
larities or distances. There is an interesting contrast in the 
subsequent developments from these two pioneer papers. 
Principal component analysis was not followed up as a 
practical tool until considerably later, though Dagnelie 
(1960) discussed the use of both it and factor analysis. 
Bray & Curtis' technique was relatively soon being used 
and appears as an important tool in Curtis' The Vegetation 
of Wisconsin (Curtis 1959). Although principal components 
analysis is more difficult to understand than the very simple 

Bray & Curtis technique, the delay in following up Good- 
all's suggestion resulted primarily from the computational 
load involved. Not until electronic computers of sufficient 

speed and capacity had been developed did it become 
feasible to use principal component analysis for any 
considerable body of data. This is not the only case where 
the application of analytical techniques has been delayed by 
the unavailability of adequate computing facilities, rapid 
though the development of the latter has been. By contrast, 
Bray & Curtis' technique is feasible 'by hand' i.e. with only 
a simple desk calculator; Ashton (1964) analysed a very 
considerable body of data from a species-rich tropical 
forest by hand. That it was developed in the very active 
group led by the late J.T. Curtis at the University of 
Wisconsin also contributed to its rapid adoption. 

The simple ordination of Bray & Curtis was criticised on 
various grounds and modifications were proposed (e.g. 
Orl6ci 1966, 1974, Austin & Orl6ci 1966, Swan, Dix & 



Wehrhahn 1969). Swan, Dix & Wehrhahn, noting that the 
use of the two stands farthest apart from one another in 
the unreduced species space as the endpoi~ats of the first 
axis might not give the most efficient ordination, proposed 
to try all possible pairs of stands as endpoints and accept 
that pair giving the most efficient analysis, i.e. that re- 

taining the maximum total interstand distance along the 
axis. To do this is computationally demanding and calls 
for consideration whether, given that the computational 
load is comparable, the technique has advantages on other 
grounds. This demonstrates a general risk, often ignored, 

that modification of a simple technique may eliminate one 

of its major advantages, its speed and simplicity. 
Principal component and factor analyses have provoked 

more discussion and, I think, have been more misunder- 
stood than any other numerical technique. There has been 
misunderstanding of the relation between principal com- 
ponent analysis and factor analysis (e.g. Greig-Smith 1964). 
They are deceptively similar in form, but involve different 
assumptions. Principal components analysis is essentially 
a different presentation of the data without any reduction 
in dimensionality; the initial variates, normally species, 
are ~transformed to an equal number of orthogonal variates, 
or components. Its value lies in the derivation of com- 
ponents in order of decreasing 'variance accounted for' 
and we may choose to ignore all but the first few com- 
ponents and still retain a large proportion of the informa- 
tion in the data. Factor analysis involves an assumption 
about the number of independent factors needed to account 
for the observed correlations between the occurrences of 
species. As Dale (1975) has commented, factor analysis 
appears attractive as an ordination technique, but there 
are formidable difficulties in practice (see also Williams 
1976) and it has not been widely used. 

Principal components analysis goes back to a paper of 
Karl Pearson in 1901 with the austere title 'On lines and 
planes of closest fit to a system of points in space'. Factor 
analysis was developed and both it and principal compo- 
nents analysis were initially mainly uged in psychology, in 
attempts to define a limited number of independent factors 
of human ability from the results of psychological tests. 
This early association with psychology constrained the 
development of the use of principal component analysis in 
vegetational ordination. Principal component analysis in- 
volves two distinct stages: an initial transformation of the 
data and the extraction of the eigen values and eigen vectors 
of the matrix of cross-products between the transformed 
data. The transformation may involve either or both cen- 
tering and some form of standardisation. Psychologists, 

for reasons which need not concern us, had necessarily to 
centre their data and to standardise by standard deviate 
i.e. to operate on a matrix of correlation coefficients. When 
principal component analysis was introduced into vegeta- 
tional analysis, it was accepted uncritically that the corre- 
lation coefficient was the appropriate similarity measure to 
use. In many data sets all species are measured on the same 
scale and covariance was therefore sometimes used instead, 
but it remained for Noy-Meir (1973a, Noy-Meir, Walker 
& Williams 1975) to clarify the situation and to point out 
the advantages of not centering the data if they are mar- 
kedly heterogeneous, as extensive field data often are, and 
to emphasise that different standardisations represent dif- 
ferent weightings. Data standardisation is essentially a 
matter for biological, not mathematical, decision and de- 

pends on the answers to such questions as 'Are rare and 
common species to be given equal weight?' ~Are differences 
in standing crop to be ignored?' 

It was early recognised that principal component analysis 
could operate on either cross-products between species 
or cross-products between stands, 'R'  and 'Q' techniques, 
to give different ordinations, often both interpretable 

in ecological terms, and there was argument about which 
was more appropriate. This again resulted from the failure 
to recognise the two stage nature of principal component 
analysis. A correlation coefficient between species implies 
centering by species, a correlation coefficient between stands 
centering by stands and it is not surprising that they give 
different ordinations. If the same centering is used, R and 
Q analyses give the same ordination. Independent recog- 
nition of this by Gower (1966) and Orl6ci (1967) allowed 
the useful economy in computing of choosing an R or Q 
analysis according to whether fewer species or stands are 
involved. 

Misunderstanding of the use of principal components 
analysis in vegetational analyses was not confined to eco- 
logists. Statisticians, the mathematicians most concerned, 
viewed principal components analysis as usefully applica- 
ble only if each of the variables is normally distributed, 
wlaich is certainly not true of most real vegetational data. 
This discouraging judgement, which has probably deterred 
many ecologists, was presumably based on the mistaken 
idea that knowledge of the number of 'significant' compo- 
nents is of prime importance. Certainly, non-normal dis- 
tribution prevents the valid application of significance 
tests, but these are irrelevant when the objective is data 
exploration rather than the testing of hypotheses (see 
below). 

Principal components analysis has severe limitations, 



which were soon recognised, as an ordination technique. 
The underlying model assumes linearity of response to 

each component and additivity of response to different 
components. These are clearly unrealistic assumptions in 

relation to the control of species performance by the en- 
vironment and non-linearity especially has been much dis- 
cussed (see Austin 1976). There is abundant evidence from 

experimental work on the response of species to the levels 
of environmental factors and from direct gradient analyses 
that response curves are not only not linear, but they are 
not even monotonic except over narrow ranges. Typically 

they are unimodal, but may be bimodal as a result of com- 
petitive effects (Ellenberg 1953). The result is that ifa single 
gradient with species showing bell-shaped response curves 
along it is ordinated by principal component analysis, the 
gradient is not recovered by a single axis but requires two 
or more dimensions to display it and may be infolded, 
making interpretation difficult (Swan 1970, Noy-Meir & 

Austin 1970). 
Attempts over the last few years to develop more satis- 

factory techniques of ordination raise several interesting 
questions. Do the effects ofnon-linearity of response curves 
on the resulting ordination matter? If the objective is to 
examine individual species response curves, they clearly do. 
If, however, the objective is to explore the data in order 
to erect hypotheses about the control of composition of 
the vegetation by environment, the answer is tess certain. 
A considerable amount of non-linearity in the pattern of 
a gradient of composition on the ordination will still per- 
mit recognition of correlation with values of environmental 
factors, the basis of hypothesis generation. To assess this 
we must turn to cases of the use of ordination as a tool in 
a real situation. Hall & Swaine (1976) examined a very 
extensive set of data from forests in Ghana by reciprocal 
averaging ordination (Hill 1973) and found it a fruitful 
approach. Reciprocal averaging, which can be regarded 
as a particular form of non-centered principal components 
analysis, is admittedly less vulnerable to the effects of non- 
linearity but still shows them. Greig-Smith, Austin & Whir- 
more (1967) used a conventional centered principal compo- 
nents analysis on data from rain forest in the Solomon 
Islands and found it profitable. 

Procedures have been suggested for ordinating stands in 
such a way that the individual species values give the best 
fit to smooth response curves (Gauch, Chase & Whittaker 

1974, Ibm & van Groenewoud 1975). These raise the 
problem of the appropriate form of response curve to use. 
It has commonly been assumed that response curves are 
Gaussian in form. Even if they are symmetrical, and Austin 
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(1976) has argued convincingly that this assumption is 
unjustified, there seems to be a fundamental misunder- 
standing here. The Gaussian curve reflects the influence of 

effectively random deviations, due to numerous minor in- 

fluencing factors, on the probability of observing a partic- 
ular value of a variable in any one observation. This seems 
irrelevant to the response of a species to an ordered envi- 
ronmental gradient, though it may give an approximation 
to a symmetrical response curve, the exact form of which 

we do not know. Are attempts to ordinate data by fitting 
to response curves chasing a 'will o' the wisp' ('Irrlicht')? 

It is true that if simulated data constructed from a series 
of Gaussian curves are analysed in this way, an efficient 

retrieval of the gradient is achieved, but this begs the ques- 
tion how the technique will perform with real data and 
opens up the whole problem of assessing the efficiency of 
ordination methods. The earlier approach was to calculate 
the percentage of variation in the original data accounted 
for by the ordination, but this is in terms of variation fed 

into the analysis; the choice of similarity or distance mea- 
sure determines what information is used. The alternative 
of testing methods on simulated data has little relevance 
until we know how to simulate realistic data. 

It is,worth emphasising that a dichotomy has developed 

in the objective of ordination, a dichotomy between data 
exploration as a basis for generating hypotheses about the 
relation between composition of the vegetation and its 
environment on the one hand, and elucidation of the 
relationship of individual species to environmental gradi- 
ents on the other. The former appears to be dominant in 
most practical applications of ordination but can, so far, 
only be assessed empirically by the degree to which it is 
found to be helpful. The latter has figured prominently in 

recent methodological studies, perhaps as a result of the 
chance that many of the earlier procedures were concen- 
trated on single axes, but has played much less part in 
practical application. I wonder how useful this methodo- 
logical concentration on the narrower objective will prove 
to have been; I suspect that problems of species response 
are better tackled more directly. 

Unlike numerical methods of ordination, numerical 
methods of classification developed against a background 
of a range of well-established non-numerical methods. It is 
interesting to consider the interaction between established 
views of vegetational classification and the development 

of numerical methods. 
Three objectives can be identified in the classification 

of vegetation, though they are often not explicitly stated 
and more than one objective may be covered by one pro- 



cedure. 1) Classification has one very practical function, 
as a basis of inventory and mapping, either as an objective 
in itself or as a basis of management. This is present in 
all the traditional systems, and at its most empirical repre- 
sents a convenient partition of a range of variation which 
may or may not be continuous. 2) Classification may aim 
to identify 'real' entities with clear discontinuities between 
them, the antithesis of the concept of vegetation as a con- 
tinuum. It is not always clear whether there is an element 
of this objective in a particular classificatory system or 
not. 3) Classification may be a tool in the exploration of 
correlations between vegetation and environment. 

In addition to the general aversion to numerical me~hods, 
already referred to, other considerations contributed to a 
reluctance to accept numerical classification. 

Though in practice most non-numerical systems based 
their classification on detailed recording of a limited num- 
ber of stands, they aimed to produce a generally valid 
system into which further stands could be placed, i.e. a 
system comparable to a taxonomic treatment. The ear- 
liest numerical procedures, in contrast, were presented in 
the context of the examination of the relationships of a 
particular set of stands, with the implication that a different 
set from the same range of vegetation could give a different 
classification; the emphasis was almost entirely on the third 
objective. 

Numerical and non-numerical approaches have in com- 
mon the aim of producing final groups which are as ho- 
mogeneous in composition as possible, but there were 
deeply entrenched convictions about the kind of species 
that would provide the most efficient criteria for doing 
so, e.g. dominant species, constant species, species of a 
particular life form. The distinctive contribution of pum- 

erical methods is to allow the data themselves to indicate 
the most efficient criteria; this came as a novel and un- 
familiar idea. 

As with the early development of ordination, the history 
of numerical classification shows ideas running ahead of 
computational facilities. The strategy of producing a clas- 
sification may be either divisive or agglomerative. The 
whole set of data may be successively divided into subsets 
on an appropriate criterion to produce a hierarchy (divi- 
sive strategy) or individual stands may be grouped on an 
appropriate criterion and the resultant groups in turn 
grouped until all stands are finally fused into a single group, 
building a hierarchy from the bottom (agglomerative 
strategy). Both approaches are used in non-numerical 
systems, e.g. classification by dominant species is essentially 
divisive, the Braun-Blanquet system is agglomerative. 

Further, a strategy may be monothetic, based on a single 
criterion at each stage, i.e. the presence or absence of a 
single species, or polythetic, using many species as the 
criteria at each stage, i.e. assessment of overall similarity 
between stands. Again, both strategies are found in non- 
numerical systems; classification by dominants is mono- 
thetic, the Braun-Blanquet system is polythetic. 

The first numerical method to be used at all widely was 
divisive (Williams & Lambert 1959, 1960, following on a 
suggestion of Goodall 1953) although Sqlrensen (1948) had 
earlier proposed an agglomerative method. It is perhaps 
no more than chance that the former was produced by 
workers trained in the Anglo-American tradition, but 
S0rensen came from the Scandinavian agglomerative tra- 
dition. 

In principle, divisive-monothetic classification is straight- 
forward. The data are divided on the presence or absence 
of each species in turn and that division is accepted which 
gives the minimum residual heterogeneity, measured 
in some appropriate way, within the two resulting sub- 
groups. To do this, however, initially involved an unac- 
ceptable amount of computation. This led Williams & 
Lambert (1959) to suggest that division on that species 
which had the greatest amount of association with other 
species would tend to give the greatest reduction in hetero- 
geneity. The resulting association-analysis was widely 
used, but with the increasing speed and capacity of com- 
puters, it became feasible to try division on each species 
in turn and a variety of methods resulted, differing only 
in the measure of heterogeneity used. 

Monothetic procedures have the disadvantage that they 
ignore much of the information in the data. A divisive- 
polythetic strategy is not possible non-numerically in most 
circumstances, but the numerical approach is again straight- 
forward in principle (Edwards & Cavalli-Sforza 1965); 
all possible divisions of the data into two are examined 
and that one is accepted which gives the maximum reduc- 

tion in heterogeneity. With increasing number of stands, 
the number of possible divisions (2"- 1 _ 1) increases rapidly 
and the method is still not possible. The impossibility of 
this direct approach in practice led to various forms of 
'directed search' which aimed to eliminate the less efficient 
divisions without having to test them (Macnaughton-Smith 
et al. 1964, Gower 1967, Lambert 1972). An alternative 
approach which has also produced a variety of methods 
is to start with the first axis of an ordination of the data 
and accept the most efficient split of  that axis as the cri- 
terion for subdi-~ision (Lambert 1972, Lambert et al. 1973, 
Noy-Meir 1973b, Hill. Bunce & Shaw 1975). 



Agglomerative classification presents two problems, the 
choice of similarity or distance measure, and the strategy 
of fusion. Both have been the subject of misunderstanding, 
at least by potential users. Just as the preliminary data 
transformation in principal component analysis was con- 
fused with the analysis itself, the distinctive part played by 
data transformation in agglomerative classification has 
been misunderstood. Some measures involve no transfor- 
mation, unless this is done as a separate preliminary ope- 
ration e.g. Euclidean distance, others a readily recognised 
standardisation e.g. the correlation coefficient, and others, 

and this is where misunderstanding has been most evident, 
a standardisation differing for each comparison e.g. S¢ren- 
sen's coefficient, standardised by the sum of the two stands 
being compared. Different standardisations give markedly 
different hierarchies (Austin & Greig-Smith 1968) because 
different aspects of species representation are emphasised; 
a conscious decision on standardisation is necessary, but 
this has often not been realised. 

Choice of fusion strategy determines the way the dis- 
tance between a group and a single stand, or between two 
groups, is measured. To take two contrasting strategies 
only, a stand may be regarded as having a distance from a 
group equal to its distance from the nearest member of 
that group (nearest-neighbour or single-link sorting). Al- 
ternatively, the stand may be regarded as having a distance 
from the group equal to its distance from the member of 
the group furthest away from it (furthest neighbour or 

complete-linkage sorting). There are a number of other 
possible strategies but only nearest-neighbour sorting is free 
from ambiguity if there is more than one case of the shor- 
test observed difference at any stage. Unfortunately, nea- 
rest-neighbour sorting produces very strongly 'chained' 
hierarchies; once a group is formed further stands tend to 
be added to it rather than form new groups. Chained hier- 
archies are almost useless ecologically, either for producing 
a general purpose classification or for examining correla- 
tion with environment. There has been an interesting con- 
troversy over the importance of ambiguity. Sibson (1971) 
has argued that classification must be unambiguous and 

hence only nearest-neighbour sorting should be used, a 
view vigorously opposed by Williams et al. (1971), who 
take the more pragmatic view that a classification must be 
useful. 

There is, I think, more to this disagreement that the 
contrast between the views of theorists and those who deal 
with real data. The numerical classification of vegetation 
has many apparent similarities with numerical taxonomy 
and each has influenced the development of the other, 

but there are important differences in assumptions and 
objectives. Taxonomy, in most cases, deals with what are 
believed to be real entities, having discontinuities between 
them, however difficult these may be to identify. Any am- 
biguity in procedures is therefore disturbing. Paradoxically, 
ambiguity is not a real problem in numerical taxonomy 
because operations start some way up a hierarchy - with 
'orthodox taxonomic units' rather than individuals - and 
some procedures have been used successfully that are the- 
oretically capable of giving rise to ambiguities. 
Though the relation between taxonomy and phylogeny 
is a matter for argument, most taxonomists do appear to 
accept that taxonomic arrangement reflects phylogenetic 
relationship. Degree of similarity between groups is then 
more than a tool in constructing a classification; it is of 
interest in itself. This is not true of a vegetation classifica- 
tion, where we are interested only in erecting useful cate- 
gories (for inventory, mapping, etc.) or in elucidating cor- 
relation between vegetation and environment as a means 
of generating hypotheses about the factors determining 
the composition of vegetation. 

Interaction with numerical taxonomy has perhaps also 
influenced the relative attention paid to divisive and ag- 
glomerative strategies. At least until the opening up of 
divisive-polythetic classification, agglomerative strategies 
were more likely to give efficient classifications. Because 
it starts with orthodox taxonomic units, taxonomy nor- 
mally deals with a relatively small number of individuals in 
any one analysis and the computational load of agglomera- 
tive strategy is not an obstacle. Ecologically the situation 

is different; in any real data set there are liable to be a 
large number of individuals and not until a relatively long 
way up the hierarchy are results likely to be of interest. 
Divisive strategy, which can be stopped when the appro- 
priate level is reached, is attractive. Much effort has been 
put into developing agglomerative techniques which then 
proved unattractive to users because they involved so much 
unrewarding computation with large data sets. 

As with ordination techniques, assessment of the effici- 
ency of techniques of numerical classification presents pro- 
blems. Blackith & Rayment (1971) have put it well ' . . .  
there are no objective criteria against which the classifi- 
cations can be judged. There is, therefore, a tendency for 
multivariate techniques to be condemned when they disa- 
gree with conventional methods, and regarded as super- 
fluous when they agree.' Again, we can only judge by 
results, not by whether they reproduce our preconceptions, 
but by whether they are useful in practice or are fruitful 
of hypotheses. As experience accumulates, we are likely to 



be able to make a more informed guess as to which tech- 
niques are likely to be satisfactory in a given situation. 

I have ranged rather erratically over the development of  
numerical methods. What is their future? They have three 
principal advantages. They can disclose features which are 
not revealed by non-numerical methods because relation- 
ships are too complex to analyse subjectively. They are 
particularly useful in little-known or very complex vege- 
tation, such as tropical rain forest. They allow more effi- 
cient use of a scarce resource, the skill to interpret the 
complexity of vegetation in the field. Much, though not 
all, of the sorting of information that numerical methods 
achieve can be done by someone with the necessary apti- 
tudes and experience, but such people are better employed 
in the ultimate interpretation. 

There are certain dangers. Are we perhaps too concer- 
ned with refinements of methodology? I reiterate my belief 
that numerical methods are only worth developing if they 
are to be used on real data in attempts to answer real 
questions. There are limitations to real data, limitations 
not only of accuracy of quantitative measures, but also 
of the reliability of human observation. Hall & Okali (1978) 

have made revealing observations on the degree to which 
data from secondary forest in Nigeria are affected by sea- 
son and by the experience of  observers. It is clear that we 
must expect a considerable degree of inaccuracy in field 
data from all but very simple vegetation. Are such data 
adequate input for very refined methods of analysis? 

Related to practical use too is the danger of what may 
be termed the 'black box syndrome'. With increasingly 
complex methods, and the increasing availability of com- 
puter programmes for these methods, it becomes all too 
easy for the user to take a programme and use it without 
understanding what it does. Association-analysis, one of 
the earliest classificatory methods, has been widely used. 
It is revealing to examine the user literature and see how 
frequently the method has been misunderstood in important 
respects although it is a very straightforward one and was 
clearly explained when it was introduced (Williams & Lam- 
bert 1959, 1960). With more complicated methods and 
the sophistication of modern computers, the risk of mis- 
understanding and consequent misuse is greater. 

Summary 

The paper reviews the constraints and influences which 
have affected the development of numerical classification 
and ordination of vegetation. 

Initial development of ordination techniques and their 

reception by ecologists was hindered by the mistaken idea 
that ordination involved acceptance of variation in vege- 
tation as a continuum, as well as by a general suspicion of 
mathematical approaches. 

Three distinct approaches to ordination, largely unre- 
cognised at the time, are apparent in earlier work: direct 
gradient analysis, reduction in dimensionality and path- 
seeking (catenation) (Dale 1975). 

Modifications of simple initial techniques made them 
more efficient at the cost of increased computation. Ac- 
ceptance of heavier computation as computers increased 
in capacity and speed turned attention to principal com- 
ponent analysis and the superficially similar factor analy- 
sis. These have been widely misunderstood largely because 
they were initially applied in the same way as in the ana- 
lysis of psychological data, in which different constraints 
and objectives apply. The initial failure to recognise that 
principal component analysis involves a preliminary data 
transformation, the form of which depends on answers 
to biological, not mathematical, questions, was particu- 
larly unfortunate. 

Principal component analysis has limitations as a tech- 
nique of ordination resulting from its assumptions of li- 
nearity and additivity of plant responses. Attempts to 
devise more effective techniques raise questions about the 
practical importance of non-linearity if the objective is 
data-exploration rather than elucidating the nature of spe- 
cies-response curves and about the adequacy of using si- 
mulated data as test data when we do not know how to 
simulate realistic data. 

Data-exploration has been more prominent in practical 
uses of ordination but many methodological developments 
have concentrated rather on species-response curves. 

Numerical classification also met obstacles to its accep- 
tance additional to a general aversion to numerical tech- 
niques. The first numerical techniques were presented in 
the context of the relationships of a particular set of data, 
rather than of  a generally valid system, which was the 
more familiar concept in non-numerical classification. 

Both numerical and non-numerical classification aim to 
produce as homogeneous groups as possible. The distinc- 
tive contribution of numerical methods is to allow the 
data to indicate the most efficient criteria of classification; 
this was an unfamiliar idea. 

The strategy of classification may be either divisive or 
agglomerative and either monothetic or polythetic. Choice 
of strategy in earlier work was not only constrained by 
computational limitation but may also have been infiu- 



enced by an author 's  previous experience of  non-numeri- 

cal classification. As with ordination, the distinction be- 

tween preliminary data transformation and subsequent 

analysis was at first not appreciated. 

Numerical classification has been influenced by parallel 

numerical developments in formal taxonomy. Because ob- 

jectives and assumptions are not always the same, this 

influence has not been altogether helpful. 

The limitations of  real data suggest that developments 

of  technique are at risk of  becoming too concerned with 

refinements of  methodology. Increasingly complex met- 

hods and increasing availability of  programmes for such 

methods carry the risk that they may be used without 

adequate understanding of  what they do. 
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