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Preface

As the program chairs of the 18th International Conference on Green, Pervasive, and
CloudComputing (GPC2023), it is our great pleasure towelcome you to the proceedings
of the conference, which was held in Harbin, China, 22–24 September 2023, hosted
by Huazhong University of Science and Technology, Harbin Engineering University,
Harbin Institute of Technology, Northeast Forestry University, Harbin University of
Science and Technology, Heilongjiang Computer Federation and National Academy of
Guo Ding Institute of Data Sciences. The goal of this conference was to provide a forum
for computer scientists, engineers and educators.

This conference attracted 111 paper submissions. After the hardwork of the Program
Committee, 38 papers were accepted to be presented at the conference, with an accep-
tance rate of 34.23%. There were at least 3 reviewers for each article, and each reviewer
reviewed no more than 5 articles. The major topic of GPC 2023 was Green, Pervasive,
and Cloud Computing. The accepted papers cover a wide range of areas related to Edge
Intelligence and Mobile Sensing and Computing, Cyber-Physical-Social Systems and
Industrial Digitalization and Applications.

We would like to thank all the program committee members of both conferences, for
their hard work in completing the review tasks. Their collective efforts made it possible
to attain quality reviews for all the submissions within a few weeks. Their expertise in
diverse research areas helped us to create an exciting program for the conference. Their
comments and advice helped the authors to improve the quality of their papers and gain
deeper insights.

We thank Xuemin Lin, Nabil Abdennadher and Laurence T. Yang, whose profes-
sional assistance was invaluable in the production of the proceedings. Great thanks
should also go to the authors and participants for their tremendous support in making
the conference a success. Besides the technical program, this year GPC offered different
experiences to the participants. We hope you enjoyed the conference.

September 2023 Zhiwen Yu
Christian Becker

Chen Yu
Xiaokang Zhou
Chengtao Cai
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OPECE: Optimal Placement of Edge
Servers in Cloud Environment

Tao Huang1 , Fengmei Chen1(B), Shengjun Xue1, Zheng Li2 ,
Yachong Tian1, and Xianyi Cheng1

1 School of Computer Science and Technology, Silicon Lake College,
Suzhou 215332, China

30038378@qq.com, xycheng@ntu.edu.cn
2 School of Computer Secience, Nanjing University of Information Science

and Technology, Nanjing 210044, China

Abstract. Cloud computing offloads user tasks to remote cloud servers,
which can effectively enhance the user’s network experience, but in recent
years, as the number of offloaded tasks increases and users’ real-time
requirements improve, cloud services are becoming increasingly challeng-
ing to meet users’ needs. Edge computing deploys multiple edge servers
around the users. The shorter distance from users can significantly reduce
the transmission time of task data and avoid unpredictable network
latency, which is especially suitable for normal users whose tasks are
mainly data-intensive tasks. However, the large variability in the density
of users in different areas and the type of computing tasks (i.e., compute-
intensive and data-intensive) in the same area leads to the challenge
of optimally deploying multiple edge servers. To address this challenge,
we design a method named optimal placement of edge servers in the
cloud environment (OPECE). First, this optimal placement problem is
modeled as a constrained multi-objective optimization model with task
time and server utilization as the two optimization objectives. Then,
this multi-objective optimization model is optimized using the Non-
dominated Sorting Differential Evolution (NSDE) algorithm. Finally, the
effectiveness and superiority of OPECE are demonstrated by comparing
it with the currently used methods.

Keywords: Cloud computing · edge server · optimal placement ·
NSDE · task time · server utilization

1 Introduction

With the growth of cloud computing, many network users are offloading local
computing tasks to remote cloud servers with powerful computing capabilities
for execution [1], which not only reduces the computing time of these tasks but
also can help local devices to handle more tasks concurrently [2]. However, the
increasing complexity and real-time requirements of various computing tasks, as

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Jin et al. (Eds.): GPC 2023, LNCS 14504, pp. 3–16, 2024.
https://doi.org/10.1007/978-981-99-9896-8_1
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well as the increasing number of network users and applications, and even enter-
prise users are gradually deploying a large number of compute-intensive appli-
cations to cloud servers, resulting in an increased load on these cloud servers [3].
In addition, compared to enterprise users, the tasks of normal users are mainly
some data-intensive tasks, such as video transmission, etc. The long transmission
distance between normal users and cloud servers often leads to higher data trans-
mission time [4] and unpredictable network latency, affecting the experience of
normal users. In short, the traditional cloud-based service model is increasingly
unable to meet the needs of normal users.

Edge computing can effectively relieve the pressure on cloud servers by
deploying edge servers in the user’s area, which can offload the computing
tasks within their service area to the corresponding edge servers for execu-
tion [5]. Although the computational performance and resources of edge servers
are slightly less than those of cloud servers, the shorter transmission distance
between users and edge servers can significantly reduce the transmission time of
task data, which in turn can significantly improve the response time of these tasks
[6], especially for those data-intensive tasks. Therefore, benefiting from edge com-
puting, we need to deploy multiple edge servers in the user area to offload more
computational tasks to the edge servers for execution, thereby maximizing the
experience of the normal user in the target area. However, the density of users
in different areas and the type of computing tasks (i.e., compute-intensive and
data-intensive) in the same area vary greatly [7]. For example, the density of
users in the suburbs is much lower than that in the cities, while even in the user-
intensive cities, there are a large number of both normal and enterprise users
distributed. Therefore, it has become a challenge to optimally place edge servers
to improve users’ experience in the target area.

1.1 Motivation

Cloud servers typically have high computational performance and resources that
help reduce task computation time. Still, longer distance from users often results
in higher data transmission time and unpredictable network latency. On the con-
trary, although edge servers’ computing performance and resources are inferior to
cloud servers, the distance between edge servers and users is often shorter, which
helps shorten the data transmission time of tasks and avoid network latency.
Therefore, the compute-intensive tasks of enterprise users are better suited to
be offloaded to cloud servers, while data-intensive tasks of normal users are bet-
ter suited to be offloaded to edge servers, which can maximize the experience for
all network users. In addition, to maximize the utilization of all edge servers, we
want each edge server to serve as many users as possible, so it is often ideal for
deploying each edge server in the area with the highest density of users. However,
deploying multiple edge servers often results in overlapping service coverage and
underutilization for some edge servers. In summary, the optimal placement of
edge servers typically requires the following three requirements to be met:

1. Edge servers perform as many data-intensive tasks as possible rather than
compute-intensive tasks;
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2. Edge servers are deployed in user-intensive areas as much as possible, but
their service areas should not overlap as much as possible;

3. The load on each edge server must not exceed its maximum load.

To address these requirements, we model the optimal placement of edge servers
as a constrained multi-objective optimization problem and propose a method for
optimal placement based on the Non-dominated Sorting Differential Evolution
(NSDE) algorithm.

1.2 Our Contribution

In this paper, the main contributions include the following.

1. We model the optimal placement of edge servers in the cloud environment
as a constrained multi-objective optimization model, with user task time and
server utilization as the two critical optimization objectives;

2. The NSDE algorithm is used to optimize the fitness function of the model,
and an efficient method for optimal placement of edge servers is proposed.

3. The effectiveness and superiority of OPECE proposed in this paper is demon-
strated by comparing it with the currently used methods.

The rest of this paper is organized as follows. In Sect. 2, the basic con-
cepts edge server placement model is presented, including the time computa-
tion model, server utilization model, objective function, and constraint. Section 3
elaborates on the OPECE method. Section 4 compares and analyzes the experi-
mental results of different methods. Section 5 summarizes the related work, while
Sect. 6 draws a conclusion of the paper and presents the future work.

2 Problem Formulation

In this section, firstly, the placement of all nodes and edge servers in the resource
request area is modeled. Secondly, the optimization placement model of edge
servers is further modeled, and the user time model and the utilization model
of the edge servers in the optimization model are analyzed in detail. Finally, the
optimal placement problem of edge servers is modeled as a constrained multi-
objective optimization problem.

2.1 Problem Modeling

We make a formal representation of all nodes and servers in the resource request
area.

The resource request area is modeled as a right-angle coordinate model,
as shown in Fig. 1. The positions of all resource request nodes can be repre-
sented as a set A = {A0, A1, ..., An, ..., AN−1}, where An = [an, bn](0 ≤ an ≤
xmax, 0 ≤ bn ≤ ymax) denotes the position of the n−th resource request node
An, and an, bn denote the position of this node in the X-axis and Y-axis
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directions, respectively. The amount of data transmitted by all nodes can be
denoted as Γ = {γ0, γ1, ..., γn, ..., γN−1}, where γn represents the amount of
data transmitted by An. The computation amount of all nodes can be denoted
as Θ = {θ0, θ1, ..., θn, ..., θN−1}, where θ0 represents the computation amount
required by An.

Fig. 1. Problem model

Assume M edge servers are deployed in this request area and the maximum
service distance of each edge server is R. Then their deployment locations can
be denoted as E = {E0, E1, ..., Em, ..., EM−1}, where Em = [xm, ym](0 ≤ xm ≤
xmax, 0 ≤ ym ≤ ymax) denotes the deployment location of the m−th edge server
Em location. Then the distance dn,m between An and Em can be expressed as
Eq. (1):

dn,m =
√

(xm − an)2 + (ym − bn)2. (1)

If there exist one or more edge servers Em around An whose distance dn,m
from An is less than R, then An will always request resources from the edge server
Em that is closest to it, i.e., MIN(dn,m), otherwise it will request resources from
the remote cloud server. Therefore, the server selection strategies of all nodes
can be expressed as Ψ = {ψ0, ψ1, ..., ψn, ..., ψN−1}, Where ψn denotes the server
selection strategy of An, as shown in Eq. (2):

ψn =
{

m;MIN(dn,m) ≤ R
−1;MIN(dn,m) > R

. (2)
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ψn = m and ψn = −1 indicate that An will request resources from edge server
Em and remote cloud server, respectively.

It can be clearly seen that ψn depends mainly on all edge servers’ deployment
locations E . Generally, deploying edge servers in resource-request-intensive areas
is more beneficial to improving the service efficiency for user nodes and the
utilization of some servers, but the overlapping service area of multiple edge
servers also tends to cause redundancy of computing resources. Therefore, further
improving server utilization becomes a challenge while ensuring service efficiency
for user nodes.

2.2 Time Computation Model

User nodes offload local computational tasks to remote cloud servers or edge
servers for computation, so the time computation model mainly includes data
transmission time and task computation time. Note that the data transmission
time already includes all data transmission time in both “node to server ” and
“server to node” directions.

Data Transmission Time. Since the distance between An and remote cloud
servers is usually long, the distance between them can uniformly default to Dac.
Assume that Sac and Sae denote the bandwidth of the remote cloud server and
the edge server, respectively. Then the data transmission time Trann of node
An can be expressed as Eq. (3):

Trann =
{

dn,m ∗ γn/Sae;ψn ∈ [0,M)
Dac ∗ γn/Sac;ψn = −1 . (3)

Typically, Sac is lower than Sae, while Dac is much higher than any of the
dn,m. From Eq. 3, it is obvious that offloading computational tasks to the edge
server is beneficial to reducing the data transmission time of user nodes.

Task Computation Time. Assuming that the computational performance of
remote cloud servers and edge servers are pc and pe, respectively, then the task
computation time Compn of An can be expressed as Eq. (4):

Compn =
{

θn/pe;ψn ∈ [0,M)
θn/pc;ψn = −1 . (4)

Generally, pc is significantly higher than pe, then from Eq. 4, it is obvious that
offloading the computational tasks to the cloud servers is beneficial to reducing
the task computation time of user nodes.

The total time Tn required for An can be expressed as Eq. (5):

Tn = Trann + Compn. (5)
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Eventually, the average task time Tavg of all nodes is expressed as Eq. (6):

Tavg =
N−1∑

n=0

Tn/N. (6)

2.3 Server Utilization Model

Based on the server selection strategy ψn for each node An, the total compu-
tational resources Um used by each edge server Em can be calculated as Eq.
(7):

Um =
N−1∑

n=0

θn;ψn = m. (7)

Assuming that the maximum capacity of computing resource pool of each
edge server is H, the average utilization Uavg of all edge servers can be expressed
as Eq. (8):

Uavg =
M−1∑

m=0

Um/H ∗ M. (8)

2.4 Objective Function and Constraint

Our objective is to improve the service efficiency for user nodes and the utiliza-
tion of edge servers, i.e., to reduce the average task time Tavg of all nodes and to
increase the average utilization Uavg of all edge servers. In addition, a constraint
still needs to be satisfied that the actual load on each edge server cannot exceed
its maximum capacity H, as Eq. (9):

∀Um ≤ H,m ∈ [0,M). (9)

Thus, the optimal deployment problem for edge servers can be modeled as a
Constrained Multi-objective optimization model:

⎧
⎨

⎩

MIN(Tavg);
MAX(Uavg);
s.t.∀Um ≤ H,m ∈ [0,M);

. (10)

3 OPECE

In Sect. 2, the optimal placement problem of edge servers in a cloud environment
is modeled as a constrained multi-objective optimization model. In this section,
we use the NSDE Algorithm to solve this optimization model. NSDE consists
of the following four main phases: initialization, mutation, crossover, and selec-
tion, where mutation, crossover, and selection are executed iteratively until the
termination condition is satisfied.
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3.1 Initialization

NSDE is a multi-objective optimization algorithm based on population optimiza-
tion, where the initial population is usually generated by randomization.

Population: A population consists of multiple individuals, and each individual
includes multiple genes. In this optimal placement model of edge servers, the
placement location of each edge server Em = [xm, ym] is treated as a gene,
and placement locations of all edge servers constitute an individual, i.e.,Xi =
(Ei,0, Ei,1, ..., Ei,m, ..., Ei,M−1), where Ei,m denotes the m−th gene in the i−th
individual Xi. Eventually, the g−th generation population can be expressed as
X g = (X0,X1, ...,Xi, ...,XNP−1), where X 0 denotes the initial population, and
NP represents the size of the population. The larger the NP, the higher the
population diversity, but the slower the convergence of NSDE, and vice versa.
Therefore, NP is usually set between 5M and 10M.

Population Initialization: The initial population is generated by taking ran-
dom values for each gene in the population within a specified range of values, as
Eq. (11):

⎧
⎨

⎩

xi,m = Rand(0, xmax),
yi,m = Rand(0, ymax),
∀m ∈ [0,M),

⇒ Ei,m = [xi,m, yi,m] (11)

where Rand(a, b) denotes a randomly selected real number from a to b.
Eventually, the initial population X 0 = (X0,X1, ...,Xi, ...,XNP−1) is gener-

ated, where Xi represents the i-th individual in X 0.

3.2 Mutation

Three individuals Xa, Xb, and Xc are randomly selected from the parent popula-
tion X g, and the mutation operation is performed according to Eq. (12) to gener-
ate the corresponding mutation individual Hi = (E

′
i,0, E

′
i,1, ..., E

′
i,m, ..., E

′
i,M−1).

Hi = Xa + F ∗ (Xb − Xc) (12)
More specifically, each mutation gene E

′
i,m in Hi can be calculated according

to Eq. (13).
⎧
⎨

⎩

x
′
i,m = xa,m − F ∗ (xb,m − xc,m),

y
′
i,m = ya,m − F ∗ (yb,m − yc,m),

∀m ∈ [0,M),
⇒ E

′
i,m =

[
x

′
i,m, y

′
i,m

]
(13)

where F is the mutation factor that determines the mutation degree of each
mutation individual. Usually, the larger the F , the higher the population diver-
sity, but the slower the convergence of NSDE, and vice versa. Therefore, F is
usually set between 0.5 and 2.

Eventually, the mutation population Hg = (H0,H1, ...,Hi, ...,HNP−1) is gen-
erated, where Hi represents the i-th mutation individual in Hg.
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3.3 Crossover

Based on each Xi and its corresponding Hi, a gene E
′
i,m randomly

selected from Hi is first retained in the crossover individual Ri =
(E

′′
i,0, E

′′
i,1, ..., E

′′
i,m, ..., E

′′
i,M−1) to ensure that at least one gene in Ri is from

the mutation individual Hi. Then the remaining genes are selected from Xi and
Hi according to a certain probability, i.e., the crossover factor CR, which can
be expressed as Eq. (14):

⎧
⎨

⎩

x
′′
i,m = x

′
i,m&&y

′′
i,m = y

′
i,m,Rand(0, 1) < CR ‖ m = Rand(0,M)

x
′′
i,m = xi,m&&y

′′
i,m = yi,m, otherwise

∀m ∈ [0,M)
⇒ E

′′
i,m =

[
x

′′
i,m, y

′′
i,m

]
(14)

where CR determines the crossover degree of crossover individuals Ri. The larger
CR ensures that more mutation genes are retained in Ri. Therefore, the larger
the CR, the higher the population diversity, but the slower the convergence of
NSDE, and vice versa. Usually, CR is set at around 0.5.

Eventually, the crossover population Rg = (R0,R1, ...,Ri, ...,RNP−1) is gen-
erated, where Ri represents the i-th crossover individual in Rg.

3.4 Selection

NSDE uses the non-dominated sorting algorithm to select suitable individuals
which retained in the next generation population X g+1.

First, the parent population X g and the crossover population Rg are merged
into a population Yg whose population size is 2NP. Then, for each individual
Ei,m, the objective function values (i.e., average task time Tavg and average uti-
lization Uavg) and the constraint values (i.e., total used computational resources
Um per edge server) are calculated separately according to Eqs. (6),(7),(8).

Assuming that Xi and Xj are two different individuals, the average task time
of Xi is less than that of Xj while the average utilization of Xi is greater than
that of Xj , then Xi can be said to dominate Xj , expressed as Xi � Xj . Their
relationship can be expressed as Eq. (15):

{
Tavg(Xi) < Tavg(Xj)
Uavg(Xi) > Uavg(Xj)

⇒ Xi � Xj , i 	= j. (15)

However, if only some objective function values of Xi are better than that
of Xj , while all other objective function values of Xi are worse than that of Xj ,
then Xi and Xj are said to be mutually non-dominated.

The population Yg is divided into multiple non-dominated layers Ln (e.g.,
L0, L1,L2, etc.) by the non-dominated sorting algorithm for all individuals in
Yg. They obey the following two rules:

– Rule 1: All individuals in the same non-dominated layer do not dominate
each other.
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– Rule 2: All individuals in the lower non-dominated layer are able to dominate
all individuals in the higher non-dominated layer, which can be expressed as:

{Xi ∈ LN ,Xj ∈ LM ;
N < M ; ⇒ ∀Xi � ∀Xj . (16)

Eventually, individuals satisfying the constraint (i.e., Eq. (9)) are sequentially
extracted from the lower non-dominated layer (e.g., L0) and continuously added
to the next generation parent population X g+1 until the population size of X g+1

reaches NP.

3.5 Iteration

Based on the next generation parent population X g+1, the mutation, crossover
and selection operations are performed iteratively until the iteration number g
of NSDE reaches the predefined maximum number Gmax or the output optimal
solution reaches a predefined error precision.

4 Evaluation

4.1 Experimental Settings

To evaluate the performance of OPECE, we conducted a series of experiments
to compare it with two common task offloading methods in cloud environments:
traditional Offloading based on Cloud (OBC) and Optimal Placement based on
K-Means (OPBKM):

– OBC: The most original task offloading strategy, i.e., all task nodes offload
tasks to the remote cloud servers for execution before the introduction of edge
servers;

– OPBKM: After introducing edge servers, the placement location of each edge
server is determined based on K-Means. That is, based on the distribution
location of all task nodes, the K-Means clustering algorithm is used to find
out the centroids of K clusters, i.e., the final placement location of K edge
servers.

– OPECE: After introducing edge servers, the placement locations of all edge
servers are globally optimized by NSDE.

In order to detect the performance impact of the same load demand on
different numbers of edge servers, we conduct experiments based on simulated
scenarios. In this case, the number of task nodes is always set to 100, which is
fixed because the number of users in each region is relatively fixed even in real
scenarios.
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4.2 Performance Evaluation

Within a constant area, the number of edge servers directly impacts the place-
ment of all edge servers. Therefore, in this experiment, we deploy 2, 6 and 10 edge
servers in the area respectively, and use the average task time of all task nodes in
the area and the average utilization of all edge servers as evaluation metrics for
testing the performance of several placement methods, as shown in Fig. 2, Fig. 3
and Fig. 4. Generally, all edge servers in the area cover as many task nodes as
possible, or some computationally intensive tasks are offloaded to remote cloud
servers with stronger computational performance for execution, which can be
beneficial to improve the comprehensive performance of the approach.

Fig. 2. Performance comparison of three methods when number of edge servers is 2

Figure 2 shows the performance comparison of the three approaches when
only two edge servers are deployed in the area. Firstly, it can be seen that OBC
does not introduce edge servers, resulting in it having the highest average task
time among the three methods. Secondly, both OPBKM and OPECE achieve
100% average utilization because when the number of edge servers is small, these
servers are usually deployed in areas with dense nodes and far apart from each
other, which is sufficient to ensure that each edge server is maximally utilized,
i.e., 100% utilization. However, OPECE slightly outperforms OPBKM in the
average task time metric because OPBKM only considers the distance relation-
ship between edge servers and task nodes, while OPECE can directly consider
and optimize both the utilization of edge servers and the task time of each node
rather than the indirect distance relationship.
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Figure 3 shows the performance comparison of the three approaches when
only six edge servers are deployed in the area. Firstly, OBC still has the highest
average task time among the three methods. Secondly, both performance met-
rics of OPECE are significantly better than OPBKM, this is because when more
edge servers are deployed, the distances between the centroids of multiple clus-
ters extracted by the K-Means clustering algorithm are closer, and even some
edge servers have overlapping service coverage, resulting in some edge servers’
resources not being maximally utilized and more tasks being offloaded to the
remote cloud for execution. OPECE directly optimizes the utilization of edge
servers and the task time of each node, which can effectively reduce or even cir-
cumvent such service coverage overlap and ensure that more tasks are offloaded
to the edge servers for execution.

Fig. 3. Performance comparison of three methods when number of edge servers is 6

To further investigate the impact of increasing the number of edge servers
on the performance of OPBKM and OPECE, we increase the number of edge
servers to 10. The performance trends of OPBKM and OPECE are shown in
Fig. 4.

It is obvious from Fig. 4 that OPECE decreases significantly faster than
OPBKM in terms of the average task time metric and lower than OPBKM
in terms of the average utilization metric. In other words, this indicates that as
the number of edge servers increases, OPECE is more likely to guarantee the
full utilization of each edge server and is more conducive to reducing the average
task execution time of each task node. In conclusion, OPECE is more adaptable
than OPBKM to expand the edge server scale.
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Fig. 4. Performance trends of OPBKM and OPECE

In summary, compared with the traditional OBC, introducing edge servers
in the cloud environment can reduce the average task time in task nodes. As
for the optimal placement of edge servers, the most commonly used OPBKM
method only considers the distance from edge servers to each task node, which
usually performs well when the number of edge servers is small. However, as the
number of edge servers increases, more and more edge servers have overlapping
service coverage, resulting in a faster decay of all its performance metrics. In
contrast, our proposed OPECE approach directly and simultaneously optimizes
the utilization of edge servers and the task time of each node, and maintains
better performance in both metrics all the time, so it can better adapt to the
scaling of the edge server.

5 Related Work

Currently, many researchers have been studying the task offloading problem
in the cloud environment, mainly in terms of task execution efficiency, energy
efficiency, and overhead of servers.

Guan et al. [8] proposed a novel mobility-aware offloading model to opti-
mize the offloading execution efficiency and energy efficiency. Azzedine et al. [9]
proposed a novel task-centric energy-aware Cloudlet-based Mobile Cloud model
and improved offloading execution efficiency and energy efficiency of user devices.
Dai et al. [10] focused on the data transmission delay and computing delay of
edge nodes, and proposed an energy-efficient edge offloading scheme to improve
the offloading efficiency of UAVs. Yu et al. [6] designed a novel collaborative
offloading scheme that formulated the offloading decision problem as a multi-
label classification problem, and achieved rapid offloading decisions making,
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as well as minimized the computation and offloading overhead. Li et al. [11]
proposed a vehicular edge computing offloading solution based on deep rein-
forcement learning, formulated the optimization problem as a Markov decision
process model and maximized the total computation rate. Wu et al. [12] pro-
posed a joint computation offloading and task migration optimization algorithm
named JCOTM, which can effectively reduce task processing delay and equip-
ment energy consumption, and improve system resource utilization. Fang et al.
[7] modeled the offloading decision problem as a two-sided matching game prob-
lem, and designed an improved two-sided many-to-one matching game algorithm
to reduce the delay and energy cost. Lv et al. [13] researched the task offloading
problem in Mobile Edge Computing under the dependency and service caching
constraints, and proposed a heuristic algorithm named TBTOA to optimize the
makespan and energy consumption. Lu et al. [14] proposed a lightweight offload-
ing framework that can offload the compute-intensive tasks and deploy the server
efficiently. Furthermore, they designed a multi-task offloading tactic to optimize
the execution time, energy consumption, and CPU utilization rate. In addition,
some scholars also consider the constraint of privacy-preserving. Zhao et al. [15]
proposed a privacy-preserving computation offloading method based on privacy
entropy in Multi-access Edge Computing, which can solve the offloading deci-
sions that satisfy the privacy constraint and the optimal energy consumption
target.

6 Conclusion

In this paper, in order to ease the load on cloud servers and enhance the user’s
network experience, we propose an optimal placement method of edge servers in
the cloud environment, namely, OPECE. First, the edge server optimal place-
ment problem is modeled as a constrained multi-objective optimization model
with task time and edge server utilization as the two critical optimization objec-
tives. Then, the model is optimized using the NSDE algorithm. Finally, empirical
studies demonstrate that our proposed OPECE method has more obvious supe-
riority over other traditional methods, especially for the optimal placement of
more edge servers.

In future work, we will consider how to optimize offloading of compute-
intensive and data-intensive tasks at the edge server area, which can further
enhance the user’s network experience.

Acknowledgements. This research is supported by the Natural Science Foundation
of the Jiangsu Higher Education Institutions under Grant No.21KJB520001.

References

1. Flores, H., et al.: Evidence-aware mobile computational offloading. IEEE Trans.
Mob. Comput. 17(8), 1834–1850 (2018)



16 T. Huang et al.

2. Kuang, Z., Shi, Y., Guo, S., Dan, J., Xiao, B.: Multi-user offloading game strategy
in OFDMA mobile cloud computing system. IEEE Trans. Veh. Technol. 68(12),
12190–12201 (2019)

3. Ko, H., Kyung, Y.: Performance analysis and optimization of delayed offloading
system with opportunistic fog node. IEEE Trans. Veh. Technol. 71(9), 10203–10208
(2022)

4. Gao, G., Xiao, M., Jie, W., Han, K., Huang, L., Zhao, Z.: Opportunistic mobile data
offloading with deadline constraints. IEEE Trans. Parallel Distrib. Syst. 28(12),
3584–3599 (2017)

5. Liang, S., Wan, H., Qin, T., Li, J., Chen, W.: Multi-user computation offload-
ing for mobile edge computing: a deep reinforcement learning and game theory
approach. In: 20th IEEE International Conference on Communication Technology,
ICCT 2020, Nanning, China, October 28–31, 2020, pp. 1534–1539 (2020)

6. Yu, S., Langar, R.: Collaborative computation offloading for multi-access edge
computing. In: IFIP/IEEE International Symposium on Integrated Network Man-
agement, IM 2019, Washington, DC, USA, April 09–11, 2019, pp. 689–694 (2019)

7. Fang, H., Jia, Y., Wang, Y., Zhao, Y., Gao, Y., Yang, X.: Matching game based
task offloading and resource allocation algorithm for satellite edge computing net-
works. In: International Symposium on Networks, Computers and Communica-
tions, ISNCC 2022, Shenzhen, China, July 19–22, 2022, pp. 1–5 (2022)

8. Guan, S., Boukerche, A.: A novel mobility-aware offloading management scheme
in sustainable multi-access edge computing. IEEE Trans. Sustain. Comput. 7(1),
1–13 (2022)

9. Boukerche, A., Guan, S., Grande, R.E.D.: A task-centric mobile cloud-based system
to enable energy-aware efficient offloading. IEEE Trans. Sustain. Comput. 3(4),
248–261 (2018)

10. Dai, M., Su, Z., Li, J., Zhou, J.: An energy-efficient edge offloading scheme for UAV-
assisted internet of things. In: 40th IEEE International Conference on Distributed
Computing Systems, ICDCS 2020, Singapore, November 29 - December 1, 2020,
pp. 1293–1297 (2020)

11. Li, F., Lin, Y., Peng, N., Zhang, Y.: Deep reinforcement learning based comput-
ing offloading for MEC-assisted heterogeneous vehicular networks. In: 20th IEEE
International Conference on Communication Technology, ICCT 2020, Nanning,
China, October 28–31, 2020, pp. 927–932 (2020)

12. Ziying, W., Yan, D.: Deep reinforcement learning-based computation offloading for
5G vehicle-aware multi-access edge computing network. China Commun. 18(11),
26–41 (2021)

13. Lv, X., Du, H., Ye, Q.: TBTOA: a DAG-based task offloading scheme for mobile
edge computing. In IEEE International Conference on Communications, ICC 2022,
Seoul, Korea, May 16–20, 2022, pp. 4607–4612 (2022)

14. Junyu, L., et al.: A multi-task oriented framework for mobile computation offload-
ing. IEEE Trans. Cloud Comput. 10(1), 187–201 (2022)

15. Zhao, X., Peng, J., Li, Y., Li, H.: A privacy-preserving computation offloading
method based on privacy entropy in multi-access edge computation. In: IEEE
International Conference on Computer and Communications (2020)



Convolutional Neural Network Based QoS
Prediction with Dimensional Correlation

Weihao Cao1(B), Yong Cheng1, Shengjun Xue1, and Fei Dai2

1 School of Software, Nanjing University of Information Science and Technology,
Nanjing 210044, China
941834731@qq.com

2 College of Big Data and Intelligent Engineering, Southwest Forestry University,
Kunming 650224, China

Abstract. In recent years, massive services that provide similar func-
tions continue to emerge. Since services sensitive to latency and through-
put are often expected to have high Quality of Service (QoS), how to
accurately predict QoS has become a challenging issue. Some current
deep learning (DL) based approaches usually simply concatenate the
embedding vectors, without considering the correlation between embed-
ding dimensions. Besides, the high-order feature interactions are not
sufficiently learned. To this end, this paper proposes a Convolutional
Neural Network based QoS prediction model with Dimensional Corre-
lation, named QPCN. First, the two dimensional interaction features is
explicitly obtained by modeling the embedding vectors. Then, the con-
volutional neural network is utilized to perform feature extraction and
complete QoS prediction. Compared with the fully connected network,
QPCN can build a deeper model and learn high-order features. In addi-
tion, the parameters of QPCN are significantly reduced, which will reduce
the time and energy consumption of inference. The effectiveness of QPCN
is validated by experiments on a real-world dataset.

Keywords: QoS prediction · web service · service recommendation ·
location-aware

1 Introduction

Currently, cloud computing infrastructures such as Amazon and Google provide
a wide range of web services. [1]. As a result, there are many services that pro-
vide equal functions for users. When faced with these services, it may be difficult
for users to determine which service best meets their requirements. Therefore,
recommending high-quality services to users has become an important require-
ment in service recommendation [2]. In order to make better recommendation, it
is necessary to further compare the non-functional properties of equal services,
i.e., Quality of Service (QoS), which includes response time, throughput and
reliability, etc. [3].
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In order to obtain the QoS of services and recommend them to users, collab-
orative filtering (CF) based QoS prediction is proposed, which is one of the main
QoS prediction method. CF-based QoS prediction methods can be divided into
memory-based and model-based [4]. The main idea of memory-based CF is to
analyze the QoS matrix and predict missing QoS by collecting historical records
of similar users or services. However, the QoS matrix is usually extremely sparse,
which will lead to poor performance of CF-based approaches in QoS prediction.

Matrix Factorization (MF) is a model-based method. It maps users and ser-
vices to the same latent space, obtains their respective latent feature vectors,
and then calculates the QoS prediction value by taking the inner product of the
two vectors. MF can reduce the impact of data sparsity to some extent and often
achieves better performance than CF methods. However, MF can only obtain
the low-order linear interactions without considering the higher-order nonlinear
interactions between latent features.

Neural network, with its powerful computational capabilities, have been
extensively studied by many researchers in the past decades [5]. Now there are
many methods using neural network for QoS prediction [6–8]. They perform QoS
prediction by extracting deep features of users and services. Compared to tradi-
tional CF methods, neural network can automatically learn patterns and regu-
lations within the data. Although these methods improve the accuracy of QoS
prediction, most of them are inspired by Neural Collaborative Filtering (NCF)
[7], which simply concatenates the embedding vectors and then stacks multi-
layer fully connected neural networks for prediction. Compared with CNN, the
generalization ability of fully connected NCF is not as good as CNN, and it is
not easy to learn deep features [9]. In addition, these approaches do not consider
the dimension correlations between embedding vectors. Research has shown that
explicitly modeling the interaction of embedding vectors can help improve the
generalization of deep learning models on sparse data [10].

To overcome the drawbacks of above methods, we propose a novel dimen-
sional correlation integrated QoS prediction model. The main contributions of
this paper include:

– We propose a novel model for QoS prediction. It obtains the two-dimensional
interaction features of user and service embedding vectors through outer prod-
uct. Compared with concatenation of embedding vectors, richer interaction
features are obtained.

– The impact of the initial fixed feature sequence is decreased through a layer
of shuffle and the feature interaction from local to global is learned through
CNN, which help improve the prediction accuracy.

– We conduct experiments on the real-world dataset to demonstrate the effec-
tiveness of our proposed model. Experiments show that the QoS prediction
accuracy of it outperforms six baseline models.

The remainder of this paper is organized as follows. In Sect. 2, we review
related works on QoS prediction. In Sect. 3, we illustrate the structure and details
of QPCN. Experiments are presented and discussed in Sect. 4. A conclusion of
this paper is given in Sect. 5.
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2 Related Work

The basic idea of memory-based collaborative QoS prediction method is to collect
historical records of similar users or services to predict missing QoS values. Shao
et al. [11] proposed a QoS prediction method based on user neighborhood, which
predicts the QoS value according to similar users of the target user. Chen et al.
[12] proposed a service-based QoS prediction method, taking into account the
geographical information of service providers. Zheng et al. [13] proposed a hybrid
QoS prediction model based on user and service, which improves the prediction
accuracy. Wu et al. [14] made an improvement on CF, which uses a ratio-based
similarity calculation method to select the neighborhood of user and service.

The model-based CF approach decomposes the QoS matrix to get the latent
feature vectors of users and services respectively. QoS prediction results are
obtained by the inner product of the two vectors, which decreases the impact of
data sparsity to a certain extent. Wu et al. [15] integrated the context information
into matrix factorization to realize context-aware QoS prediction. Considering
that the QoS values at different moments will be different, Zhang et al. [16] pro-
posed a time-aware tensor decomposition algorithm. Considering the impact of
network, Tang et al. [17] combined MF with the underlying network information
for QoS prediction. Xu et al. [18] proposed a method named reputation matrix
factorization(RMF), which integrates user reputation into matrix factorization,
reducing the influence of untrustworthy users on QoS prediction.

In recent years, deep learning has gradually become an effective method for
QoS prediction. Wu et al. [6] proposed a DL-based multi-attribute QoS predic-
tion model considering the context. This is the first multi-attribute QoS predic-
tion using DNN. Zhang et al. [8] proposed a location-aware method (LDCF),
which uses MLP for feature extraction and combines it with an adaptive correc-
tor (AC) to complete QoS prediction.

3 Proposed Model

To achieve QoS prediction, we propose a location-aware model which integrates
outer product and CNN. The structure of it is shown in Fig. 1. It consists of four
parts: input layer, embedding layer, interaction layer and prediction layer.

3.1 Input Layer

QoS is influenced by the context of user and service, including network address,
network state, subnet, autonomous system, geographic location, etc. Studies
[8,15] have demonstrated that the QoS value is greatly affected by location. Fur-
thermore, some service applications are throughput sensitive while others are
latency sensitive [19]. Users tend to experience better service with more through-
put and faster response time when they invoke services that are close to them.
In the input layer, we extract relevant explicit features from the location infor-
mation, i.e., the region where user and service are located, and the autonomous
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Fig. 1. Structure of the proposed model

system they belong to. Since the number of users, services, autonomous systems
and regions is finite, they can be represented separately by non-negative integers.
Specifically, we represent the initial features of user and service as shown below:

Iu = [uid, urg, uas] . (1)

Is = [sid, srg, sas] . (2)

where uid, urg and uas represent user’s identifier, region, and autonomous system
respectively. Similarly, sid, srg, and sas represent service’s identifier, region, and
autonomous system. Then every non-negative integer is converted into vector
consisting of 1 and 0 by one-hot encoding.

3.2 Embedding Layer

Due to the one-hot vectors are high-dimensional and sparse, inputting them
directly into the neural network will not be conducive to the training. There-
fore, we add an embedding layer to transform them into low-dimensional dense
vectors. Formally, each one-hot vector of user and service is mapped to a latent
feature space Rd, where d is the dimensionality of the space. The embedding
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layer can be regarded as a special fully connected layer, and its formula is as
follows:

ej = σ (WjXj + bj) . (3)

where Xj represents the j-th one-hot vector, Wj represents the corresponding
embedding weight matrix, bj represents the bias term, σ represents the activa-
tion function. After that, user’s embedding vectors of identifier and location are
concatenated as the user’s embedding vector, denoted by Eu. Similarly, service’s
embedding vectors of identifier and location are concatenated as the service’s
embedding vector, denoted by Es. After the above processing, we obtain two
embedding vectors, represented as follows:

Eu =

⎡
⎣

euid

eurg

euas

⎤
⎦ . (4)

Eu =

⎡
⎣

esid

esrg

esas

⎤
⎦ . (5)

In this way, we can obtain two low-dimensional dense vectors, which decreases
the risk of insufficient expressiveness of categorical features in one-hot encoding.

3.3 Interaction Layer

In the interaction layer, we explicitly model the interaction of two embedding
vectors. Although fully-connected MLP is theoretically able to fit any continuous
function, it is not easy to capture dimensional correlations [9]. Explicitly mod-
eling the dimensional interactions of the embedding vectors can help improve
the generalization ability of deep learning model on sparse data. Therefore, we
perform an outer product of the two embedding vectors to explicitly model the
dimensional interaction, and the result is denoted as an interaction map. The
rich semantics in the interaction map help the subsequent non-linear layers to
capture potential complex correlations among dimensions. Moreover, it holds
greater significance than a simple concatenation, which only retains the initial
information within the embeddings. Formally, the interaction graph T ∈ Rd×d

generated by outer product is defined as follows:

T = Eu ⊗ Es. (6)

Since T is obtained by the outer product of the embedding vectors of user
and service, it includes many redundant features. The importance of these fea-
tures needs to be distinguished, so we introduce a layer of attention mechanism.
Usually, the softmax function is applied in the attention layer. But considering
that the softmax function sometimes assigns large weights to certain feature but
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assigns weights close to 0 to other features, i.e., it will lead to one-hot activation.
We use sigmoid to replace softmax which can alleviate this case to some extent.
In the attention layer, T is the input of sigmoid function. Then the output of
sigmoid function performs element-wise multiplication with T . This process can
be defined as follows:

V = T � sigmoid (T ) . (7)

To remain the features of the initial embedding vectors, we flatten V and
then concatenate it with the embedding vectors to obtain the feature vector X.
X contains the initial embedding features and dimensional interactions. This
process is formulated as follows:

Vf = Flatten(V ). (8)

X = Φ (Vf , Eu, Es) =

⎡
⎣

Vf

Eu

Es

⎤
⎦ . (9)

where Φ is the concatenation operation. After that, the feature vector X is fed
to the prediction layer.

3.4 Prediction Layer

In the prediction layer, the choice of hidden layers has a great impact on the QoS
prediction performance. A common choice is to use a fully connected network.
However, since we generate a large number of dimensional interaction features
through outer product in the interaction layer, using a fully connected network
will bring a large number of parameters, which will increase the inference energy
consumption of the model and will easily cause overfitting. On the other hand,
using a fully connected network with fewer layers and fewer neurons per layer
to reduce the number of parameters may lead to the model’s inability to fully
extract high-order features, resulting in a decrease in prediction accuracy.

We consider CNN to be a better choice in this case because of its parameter
sharing and local connections, which result in fewer parameters compared to fully
connected network. This makes it easier to build a deeper model and allows for
the extraction of high-order features. Therefore, to address the shortcomings of
fully connected network, we use CNN as the hidden layers.

Prior to this, it should be noted that since the feature vector X is obtained
by concatenating the embedding vectors and their dimensional interactions. If
X is used directly for model training, the training process will be affected by a
fixed feature sequence. Therefore, a layer of Shuffle is used to change the initial
feature sequence, the formula is defined as follows:

X ′ = f (W1X + b) . (10)

where f represents the Relu activation function, W1 represents the weight
matrix, and b represents the bias item. In this way, the shuffle layer adaptively
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learns the feature order of X, which is beneficial for the feature extraction pro-
cess of the CNN-based prediction network.

Next, we perform a Reshape operation on X ′ to convert it into a K ∗ K
matrix which is represented as M0. Then a multi-layer CNN is used to complete
feature extraction on M0. In CNN, there are N convolutional layers and the i-th
layer has Pi convolutional kernels. Then the feature map extracted by the j-th
convolutional kernel in the i-th layer can be described as follows:

M j
i = σ

(
W j

i ∗ Mi−1 + bi

)
. (11)

where ∗ represents the convolution operation, W j
i represents the parameter of

the j-th convolution kernel in the i-th layer, and bi represents the bias item.
Then the output feature map of the i-th layer can be described as follows:

Mi =
(
M1

i ,M2
i , · · · ,MPi

i

)
. (12)

The size of convolution kernels used in each layer is 2 ∗ 2 and the stride is set
to 2. As a result, the size of the feature map will be reduced to half of its previous
size after each layer. Note that we do not apply pooling after convolutional layer
in order to preserve more features. In this way, after multiple convolutional
layers, the last layer outputs a feature map with a size of 1 ∗ 1 ∗ PN , which can
be denoted as:

MN =
(
M1

N ,M2
N , · · · ,MPN

N

)
. (13)

Finally, the QoS prediction is completed by fusing the features extracted by
CNN through a fully connected layer. The prediction value is defined as follows:

Q = σ (WmMN + bm) (14)

where σ is the identity function, Q is the prediction value of QoS, and Wm, bm

are the weight matrix and the bias item respectively.

3.5 Model Training

In this paper, the L1 loss function is used because it is less affected by outliers
compared to L2. Therefore, the objective function of QPCN is defined as follows:

min
θ

∑
x∈X

|Q(x) − Q̂(x)| + λL1(θ) (15)

where Q(x) is the true QoS value, Q̂(x) is the predicted QoS value, L1(θ) is the
regularization term, and λ is corresponding regularization parameter. For model
optimization, we choose Adam as the optimizer because of its advantages such
as fast convergence and adaptive learning rate. For L1(θ) objective function, the
updating process of the parameters can be described as follows:
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θ = θ ± η
dQ̂(x)

dθ
(16)

where θ is the trainable parameters and η is the learning rate.

3.6 Energy Consumption Analysis

We analyze and compare the inference energy consumption when using CNN
and DNN in the prediction layer. For a convolutional layer, when the bias term
is not considered, the number of Floating Point Operations (FLOPs) can be
calculated by:

FC = 2 · Ci · Co · Ho · Wo · K2 (17)

where Ci and Co denote the number of input channels and output channels
respectively, Ho and Wo denote the height and width of the output feature map
respectively, and K is the size of convolution kernel.

For the fully connected layer, when the bias item is not considered, the num-
ber of FLOPs can be calculated by:

FD = 2 · Di · Do (18)

where Di is the input dimension and Do is the output dimension. We assume
that the number of FLOPs per CPU cycle is f . Then the number of CPU cycles
required for forward propagation of a convolutional layer and a fully connected
layer are calculated by:

TC =
FC

f
(19)

TD =
FD

f
(20)

Then the energy consumption of a convolutional layer and a fully connected
layer in the forward propagation are calculated by:

EC = pc · TC (21)

ED = pc · TD (22)

where pc is the computation power of CPU.
As an example, if we set the embedding dimensionality of the identifier, region

and autonomous system to 16, the interaction layer will generate a 48∗48 feature
map after the outer product operation. If we flat it, use fully connected layers
and follow the common practice of the half-size tower structure, it is estimated
that 3.5 million FLOPs will be generated. But if we set 6 convolutional layers
and each layer has 16 channels, the total FLOPs is about 0.75 million. So using
CNN in the prediction layer will significantly reduce energy consumption.
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Table 1. Dataset Statistics

Statistics Values

Users 339
Services 5825
Invocations 1974675
User’s Regions 31
User’s Autonomous Systems 137
Service’s Regions 74
Services Autonomous Systems 992

4 Experiment and Analysis

In this section, we conduct experiments on real-world datasets and compare
QPCN with current QoS prediction methods to demonstrate the effectiveness of
QPCN. In addition, we analyzed the parameters and components of the model.

4.1 Dataset

To evaluate the performance of QoS prediction, we adopted the WS-Dream
dataset collected by Zheng et al. [13], which is a widely used dataset for QoS
prediction. It includes two QoS attributes, i.e., response time (RT) and through-
put (TP). Tang et al. [20] extended it by adding user and service contextual
information, such as region and autonomous system. Each entry in the dataset
is a seven-tuple, namely (user id, service id, QoS, user region, serivce region, user
AS, service AS). The detailed statistics of the dataset are shown in Table. 1.

4.2 Evaluation Metrics

We employ mean absolute error (MAE) and root mean square error (RMSE) to
evaluate the QoS prediction accuracy, which are defined as follows:

MAE =
1

|X|
∑
x∈X

|Q(x) − Q̂(x)| (23)

RMSE =

√
1

|X|
∑
x∈X

(Q(x) − Q̂(x))2 (24)

where Q(x) represents the real QoS value, Q̂ represents the predicted QoS value,
and |X| is the number of test cases.

4.3 Comparison Method

To illustrate the prediction accuracy of the proposed method, we compare it
with 6 baseline methods. They are memory-based CF [11,13], model-based CF
and deep learning-based methods [7,8].
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UPCC [11]: A user-based collaborative QoS prediction method, which uses
PCC to find similar neighbors of the user to predict missing QoS.

IPCC [13]: A service-based collaborative QoS prediction method, which uses
PCC similarity to find similar neighbors of the service for missing QoS prediction.

UIPCC [13]: A collaborative QoS prediction method combining user-based
and service-based, which performs QoS prediction by finding similar users and
similar services.

MF: A model-based approach that maps users and services to the same latent
space to obtain their latent feature vectors. Then the QoS prediction value is
obtained through inner product of the corresponding vectors.

NCF [7]: A QoS prediction method based on deep learning, which combines
GMF model and MLP. It overcomes the limitation that the MF method can
only extract low-order linear features.

LDCF [8]: A location-aware and DL-based approach. Feature extraction is
completed through MLP, and a similarity adaptive corrector is added to enhance
the performance.

DNM [6]: A DL-based QoS prediction model which integrates various con-
textual information.

For these methods, we adopt the L1 objective function. UPCC, IPCC,
UIPCC, MF and NCF only use the information of QoS matrix as input, i.e.,
identifiers of user and service. For LDCF and our model, identifiers as well as
location information are utilized as input.

4.4 Parameter Setting

Since users only invoke a small number of services, the real-world QoS matrix
is extremely sparse. To simulate this situation, we split the QoS dataset into
training sets and test sets based on a specific ratio (5%,10%,15%,20%,25%,30%).
For example, matrix density (MD) = 5% means that we randomly select 5% of
the QoS dataset as the training set and the remaining 95% as the test set. For
three memory-based CF methods, the PCC similarity is used to select the top-k
neighbors of user or service. We set the neighbor size of user and service as k =
10 and k = 50, respectively. For MF, we set the size of the latent feature vector
to 16. For NCF, LDCF and QPCN, we set the size of the embedding vector
to 16 and the size of the mini-batch to 256. For DNM, we use its single-task
prediction model and set the size of the embedding vector to 50, while keeping
a consistent mini-batch size of 256. We use Adam as the optimizer and set the
learning rate to 0.0001. The number of convolutional layers in QPCN is set to
6, as described in Outer product-based neural collaborative filtering (ConvCF)
[9]. And the maximum number of iterations is set to 150 for RT and 200 for TP.

4.5 Performance Comparison and Analysis

The RT and TP prediction results of QPCN and baseline methods are shown in
Table. 2 and Table. 3, respectively, with the best results marked in bold. As can
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Table 2. Performance comparison of response time prediction

Methods MD=5% MD=10% MD=15% MD=20% MD=25% MD=30%
MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

UPCC 0.6412 1.4586 0.5577 1.3437 0.5125 1.2729 0.4860 1.2320 0.4685 1.1909 0.4632 1.1812
IPCC 0.6626 1.4276 0.5898 1.4764 0.5020 1.3129 0.4519 1.2565 0.4291 1.2151 0.4120 1.1950
UIPCC 0.6262 1.4196 0.5716 1.3465 0.4895 1.2635 0.4406 1.2062 0.4203 1.1796 0.4053 1.1640
MF 0.4523 1.3836 0.3751 1.2993 0.3457 1.2333 0.3351 1.2086 0.3252 1.1958 0.3209 1.1941
NCF 0.3912 1.3249 0.3413 1.2781 0.3333 1.2324 0.3254 1.2025 0.3199 1.1802 0.3176 1.1859
LDCF 0.3663 1.3233 0.3377 1.2726 0.3214 1.2258 0.3128 1.1924 0.3030 1.1786 0.3048 1.1807
DNM 0.3703 1.3183 0.3402 1.2672 0.3252 1.2482 0.3125 1.2086 0.3032 1.1506 0.2919 1.1274
QPCN 0.3583 1.2685 0.3274 1.2210 0.3081 1.1797 0.2974 1.1483 0.2836 1.1236 0.2763 1.1098

Table 3. Performance comparison of throughput prediction

Methods MD=5% MD=10% MD=15% MD=20% MD=25% MD=30%
MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE MAE RMSE

UPCC 26.6423 62.2416 21.7450 55.3633 20.6025 51.4505 19.2685 49.5425 18.6132 47.6581 17.3216 46.1211
IPCC 26.8092 65.0990 25.2746 62.7262 24.2890 60.0846 23.1043 57.1816 22.1002 54.3921 21.1105 52.1923
UIPCC 26.3189 62.1013 21.6633 54.0820 20.1265 51.2213 18.7669 49.5254 17.6639 47.1032 16.9104 45.1360
MF 18.2153 60.7230 14.5573 51.5910 12.9527 47.0850 12.2309 44.9284 12.1005 43.1323 11.1519 41.7213
NCF 14.8885 48.6459 13.1384 45.9313 12.1308 42.8485 11.6696 41.0652 11.0819 40.4372 10.9025 39.8572
LDCF 13.7035 48.0793 12.3447 44.1337 11.4066 41.5943 10.8795 40.3540 10.9174 39.4807 10.5060 38.4988
DNM 13.6776 47.1867 12.1251 43.2670 11.1598 39.9460 10.6573 38.6675 10.1079 36.8679 9.7542 36.0998
QPCN 13.0444 45.5415 11.4640 41.5092 10.3585 37.9071 9.9085 36.9162 9.3886 35.3695 9.1451 34.7018

be seen from the tables, the MAE and RMSE decrease with increasing matrix
density for all methods. A denser matrix provides more information for CF-based
methods to find accurate neighbors and more training data for deep learning-
based methods to optimize parameters. However, QPCN always achieves the
minimum MAE and RMSE at any density, indicating that our proposed method
outperforms all baseline methods.

Among the three memory-based methods, UIPCC outperforms UPCC and
IPCC in most cases. When the data sparsity is high, the prediction performance
of the three methods is very poor. In most cases, the prediction accuracy of
MF is better than that of memory-based CF. Through MLP, NCF uses the
powerful fitting ability of neural network to learn high-order nonlinear feature
interaction from the embedding vectors, which improves the prediction accuracy
compared to MF. LDCF further considers the location information and inputs
it into the MLP to extract richer interaction features, which results in higher
prediction accuracy. DNM considers the contextual information and achieves
similar accuracy to LDCF. However, the RMSE values of MF, NCF, LDCF and
DNM are sometimes higher than that of memory-based CF. QPCN outperforms
LDCF and DNM in response time and throughput prediction tasks, with an
average improvement of 5.0% and 5.1% in MAE and RMSE for RT, and an
average improvement of 9.5% and 8.2% in MAE and RMSE for TP.
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Fig. 2. Impact of dimension

Fig. 3. Impact of convolution kernels number

4.6 Impact of Parameters

The prediction performance of QPCN is influenced by two hyperparameters:
the dimensionality of embedding vector and the number of convolution kernels.
Accordingly, we conducted experiments to determine the optimal values for these
hyperparameters.

Impact of Embedding Dimensionality. The dimensionality d represents the
dimension of embedding vector in the embedding layer. The larger d means that
the embedding vector contains more latent factors. To test the impact of d,
we set it to 4, 8, 12, 16, 20, respectively, and randomly initialize it. Then, we
test it under different MDs and the results are illustrated in Fig. 2. As seen in
the figure, when the dimensionality d is fixed, the MAE always decreases as the
matrix density increases. When the dimensionality d starts to increase, the MAE
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on RT and TP show a downward trend. Because a larger d enables the embedding
vector to capture more latent factors and thus improves the prediction accuracy.
However, when the dimensionality d on RT reaches 12, increasing it does not
significantly decrease the MAE. When the dimensionality d on TP reaches 16,
increasing d will cause MAE to rise under some MDs. Because if the dimension of
the embedding vector is too large, it requires more training samples. Otherwise,
there is a risk of overfitting. According to the variation trend of MAE under
different MDs, to ensure the performance and reduce the number of parameters,
we set d to 12 for RT and 16 for TP.

Impact of Convolution Kernels Number. The number of convolution ker-
nels c is also an important hyperparameter in CNN that can impact the predic-
tion performance of QPCN. Increasing the number of convolution kernels can
improve the feature extraction ability of the model. To test the impact of it, we
set c to 4, 8, 12, 16, 20 respectively and initialized it randomly. Then we test
it under different MDs and the results are illustrated in Fig. 3. As seen in the
figure, when c is fixed, MAE will always decrease with the increase of MD. When
c increases, the change of MAE is not obvious on RT. For TP, when c increased
from 4 to 8, the MAE decreased significantly. But when c increases from 8, the
MAE no longer changes significantly. This is because using too many convolution
kernels will lead to overfitting, especially on sparse datasets. According to the
variation trend of RT and TP under different MDs, to obtain better performance
and minimize the model parameters, we set c to 4 for RT and c to 8 for TP.

4.7 Ablation Study

QPCN adopts outer product to obtain two-dimensional interaction features and
CNN to extract high-order features. In this section, we will conduct comparison
experiments to evaluate the impact of these two key components.

Impact of Outer Product. In this section, we evaluate the impact of outer
product in the interaction layer. Specifically, to demonstrate its effectiveness,
the embedding vectors of user and service obtained in the embedding layer are
directly concatenated and fed to the prediction layer. We obtain MAE using
outer product and concatenation under six MDs of RT and TP, respectively, as
shown in Table. 4. In both RT and TP, the MAE with outer product is smaller
than the MAE with concatenation. And the performance on RT and TP is
improved by 1.4% and 3.4% on average, respectively. This is because concatenate
operation does not consider the dimensional interaction of the embedding vectors
compared to outer product.
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Table 4. Impact of outer product

QoS Methods Matrix Densities
MD=5% MD=10% MD=15% MD=20% MD=25% MD=30%

RT Outer Product 0.3583 0.3274 0.3081 0.2974 0.2836 0.2763
Concatenate 0.3592 0.3308 0.3109 0.3010 0.2838 0.2905

TP Outer Product 13.0444 11.4640 10.3585 9.9085 9.3886 9.1451
Concatenate 13.2021 11.8176 10.6707 10.2330 9.9233 9.6092

Table 5. Impact of CNN

QoS Methods Matrix Densities
MD=5% MD=10% MD=15% MD=20% MD=25% MD=30%

RT CNN 0.3583 0.3274 0.3081 0.2974 0.2836 0.2763
DNN 0.3662 0.3353 0.3172 0.3076 0.2981 0.2896

TP CNN 13.0444 11.4640 10.3585 9.9085 9.3886 9.1451
DNN 13.5368 11.8590 10.8423 10.4771 10.0629 9.7612

Impact of CNN. In this section, we evaluate the impact of CNN in the pre-
diction layer. Specifically, CNN and DNN are respectively used in the prediction
layer to realize the prediction of QoS value. We conduct tests under six MDs
of RT and TP, and obtain MAE using CNN and DNN, respectively, as shown
in Table. 5. The model using CNN obtains smaller MAE on RT and TP, whose
performance are improved by 3.4% and 5.0% on average, respectively. The rea-
son is that CNN has fewer parameters, which is easier to build a deeper model
than DNN. In the case of DNN, increasing the number of layers will result in
a significant increase in the number of parameters, which is not conducive to
learning sparse high-order features.

5 Conclusion

In this paper, we propose a new model called QPCN for QoS prediction. We
integrate two-dimensional interaction features of user and service embedding
vectors in this model. Then, the high-order feature interactions are extracted
via CNN. The effectiveness of QPCN is demonstrated by comparing it with
CF-based and DL-based QoS prediction methods on real-world datasets. In the
future, we will consider the QoS prediction in edge computing environment.
Also, considering the dynamic nature of QoS values, we plan to add temporal
information to the model for dynamic QoS prediction.

References

1. Zheng, J., Zhang, Z., Ma, Q., Gao, X., Tian, C., Chen, G.: Multi-resource VNF
deployment in a heterogeneous cloud. IEEE Trans. Comput. 71(1), 81–91 (2020)

2. Wang, S., Ma, Y., Cheng, B., Yang, F., Chang, R.N.: Multi-dimensional QoS pre-
diction for service recommendations. IEEE Trans. Serv. Comput. 12(1), 47–57
(2019)



Dimensional Correlation Integrated QoS Prediction with CNN 31

3. Mistry, S., Bouguettaya, A., Dong, H., Qin, A.K.: Metaheuristic optimization for
long-term IaaS service composition. IEEE Trans. Serv. Comput. 11(1), 131–143
(2016)

4. Ghafouri, S.H., Hashemi, S.M., Hung, P.C.K.: A survey on web service QoS pre-
diction methods. IEEE Trans. Serv. Comput. 15(4), 2439–2454 (2022)

5. Li, Z., et al.: A knowledge-driven anomaly detection framework for social produc-
tion system. IEEE Trans. Comput. Soc. Syst., 1–14 (2022)

6. Wu, H., Zhang, Z., Luo, J., Yue, K., Hsu, C.H.: Multiple attributes QoS prediction
via deep neural model with contexts. IEEE Trans. Serv. Comput. 14(4), 1084–1096
(2018)

7. He, X., Liao, L., Zhang, H., Nie, L., Hu, X., Chua, T.S.: Neural collaborative
filtering. In: Proceedings of the 26th International Conference on World Wide
Web, pp. 173–182 (2017)

8. Zhang, Y., Yin, C., Wu, Q., He, Q., Zhu, H.: Location-aware deep collaborative
filtering for service recommendation. IEEE Trans. Syst. Man Cybern. Syst. 51(6),
3796–3807 (2019)

9. He, X., Du, X., Wang, X., Tian, F., Tang, J., Chua, T.S.: Outer product-based
neural collaborative filtering. arXiv preprint arXiv:1808.03912 (2018)

10. Beutel, A., et al.: Latent cross: making use of context in recurrent recommender
systems. In: Proceedings of the Eleventh ACM International Conference on Web
Search and Data Mining, pp. 46–54 (2018)

11. Shao, L., Zhang, J., Wei, Y., Zhao, J., Xie, B., Mei, H.: Personalized QoS prediction
for web services via collaborative filtering. In: IEEE International Conference on
Web Services (ICWS), pp. 439–446. IEEE (2007)

12. Chen, Z., Shen, L., Li, F.: Exploiting web service geographical neighborhood for
collaborative QoS prediction. Future Gener. Comput. Syst. 68, 248–259 (2017)

13. Zheng, Z., Ma, H., Lyu, M.R., King, I.: Qos-aware web service recommendation by
collaborative filtering. IEEE Trans. Serv. Comput. 4(2), 140–152 (2010)

14. Wu, X., Cheng, B., Chen, J.: Collaborative filtering service recommendation based
on a novel similarity computation method. IEEE Trans. Serv. Comput. 10(3),
352–365 (2015)

15. Wu, H., Yue, K., Li, B., Zhang, B., Hsu, C.H.: Collaborative QoS prediction with
context-sensitive matrix factorization. Future Gener. Comput. Syst. 82, 669–678
(2018)

16. Hang, W., Sun, H., Liu, X., Guo, X.: Temporal QoS-aware web service recommen-
dation via non-negative tensor factorization. In: Proceedings of the 23rd Interna-
tional Conference on World Wide Web, pp. 585–596 (2014)

17. Tang, M., Zheng, Z., Kang, G., Liu, J., Yang, Y., Zhang, T.: Collaborative web
service quality prediction via exploiting matrix factorization and network map.
IEEE Trans. Netw. Serv. Manag. 13(1), 126–137 (2016)

18. Xu, J., Zheng, Z., Lyu, M.R.: Web service personalized quality of service prediction
via reputation-based matrix factorization. IEEE Trans. Reliab. 65(1), 28–37 (2015)

19. Du, Z., Zheng, J., Yu, H., Kong, L., Chen, G.: A unified congestion control frame-
work for diverse application preferences and network conditions. In: Proceedings
of the 17th International Conference on emerging Networking EXperiments and
Technologies, pp. 282–296 (2021)

20. Tang, M., Zhang, T., Liu, J., Chen, J.: Cloud service QoS prediction via exploiting
collaborative filtering and location-based data smoothing. Concurrency Comput.
Pract. Exp. 27(18), 5826–5839 (2015)

http://arxiv.org/abs/1808.03912


Multiple Relays Assisted MEC System
for Dynamic Offloading and Resource
Scheduling with Energy Harvesting

Jiming Wang and Long Qu(B)

Faculty of Electrical Engineering and Computer Science, Ningbo University,
Ningbo, Zhejiang, China

{2111082176,qulong}@nbu.edu.cn

Abstract. Mobile Edge Computing (MEC) has become an indispens-
able way to reduce the execution delay of devices. However, for some
devices located far away from the MEC server, the transmission delay of
communication with MEC is still large. In this case, we consider using
multiple relay devices to assist Internet of Things (IoT) devices to com-
municate with MEC servers. To enhance the energy efficiency of the
system, we introduce Energy Harvesting (EH) devices to provide energy
for the IoT devices. Our objective is to maximize the utilization of EH
devices while minimizing the overall delay in task offloading for the IoT
devices. We tackle the problem by formulating it as a Markov Decision
Problem (MDP). However, due to the significant expansion of the state
space, traditional methods such as relative value iteration and linear
iterative reconstruction are ineffective in solving this problem. Hence,
we propose an approach called Multi-Relay Assisted Dynamic Compu-
tation Offloading (MRADCO) algorithm, which leverages the Lyapunov
optimization technique. It is important to note that our proposed algo-
rithm makes decisions solely based on the current state, without requiring
the distribution information of the wireless channel and EH process. This
characteristic enhances the algorithm’s practicality and reduces complex-
ity in real-world implementations. Through rigorous theoretical deriva-
tion and comprehensive simulation experiments, we demonstrate that our
algorithm is asymptotically optimal. And compared with the benchmark
algorithm LODCO, our algorithm reduces the time by 50%.

Keywords: Mobile Edge Computing (MEC) · Lyapunov
optimization · Energy Harvesting(EH) · power control · multi-relay ·
Internet of Things (IoT)

1 Introduction

With the development of wireless communication technology, the delay require-
ments of compute-intensive tasks for Internet of Things (IoT) devices are becom-
ing more and more stringent. High latency may lead to network congestion and
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affect the Quality of Service (QoS) for users [1]. However, offloading tasks to the
core network for processing will cause large transmission delay. Therefore, Mobile
Edge Computing (MEC) has been proposed and used in wireless networks. MEC
is to place servers closer to IoT devices to provide them with computing, storage
and other services [2,3].

Although MEC reduces the transmission delay of communication, it is still
valuable to study the delay for MEC systems. Zhang et al. [4] studied the benefits
of collaboration among multiple MECs for large-scale delay-sensitive tasks. They
consider load balancing among MEC servers and study joint parallel offloading of
tasks. And they use weights to jointly consider system energy consumption and
delay. The problem is formulated as a stochastic programming problem. Authors
propose a centralized cost management algorithm (LYPCCMA) based on Lya-
punov optimization. And they obtain the optimal average cost of the system in a
long time. In [5], authors applied MEC technology to mobile Health (mHealth).
Monitoring brain signals using mobile electroencephalogram (EEG) headphones
provides an opportunity for seizure detection and prevention. However, due to
the limited energy and computational resources of mobile EEG head-mounted
devices, they proposed a distributed feature extraction method that depends on
the device and the MEC server. Simulation results show the effectiveness of the
proposed method for mHealth applications of epilepsy prediction. Xu et al. [6]
applied MEC to UAV-assisted communication. The MEC server is placed on the
UAV to provide computing services for IoT devices and also acts as a relay node
to forward tasks to the ground receiving point. By converting non-convex to
convex, the problem is decomposed into three low-complexity and easy to solve
subproblems.

Energy consumption is also an important issue that cannot be ignored in
MEC systems. Due to the limitation of the size of IoT devices, the energy car-
ried by them is limited, which is not enough to support their long-term task
processing [7]. In recent years, many scholars have focused on energy harvesting
devices. EH devices harvest energy from the natural environment and convert
it into electricity for use by the device [8]. It is necessary to jointly consider
the energy consumption and delay of the system for MEC systems. In [9] where
the authors studied the delay problem of multi-relay assisted single user task
offloading. And energy harvesting device (EH) was introduced into the model.
The simulation results show that the use of relay devices to assist IoT device
offloading reduces the delay of the system. Fu et al. [10] studied the model of
single relay assisted multiuser. The energy minimization problem is studied by
jointly optimizing the transmit power and offloading time. The problem is for-
mulated as a nonconvex optimization problem. Authors propose a continuous
convex approximation that achieves lower energy consumption than the base-
line scheme. In [11], the Wireless Access Point (WAP) is used as the relay node
between the device and the MEC server. Minimizing system energy consumption
and meeting device delay requirements were studied by jointly optimizing relay
selection and resource allocation. The problem is formulated as a mixed-integer
nonconvex optimization problem, which is NP-hard. To this end, the authors
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propose a heuristic algorithm to find the approximate solution of the problem in
two steps. Deng et al. [12] proposed a general MEC cooperation mode using the
multi-hop task relaying strategy. The goal is to maximize the task throughput.
And the authors use matching theory to find a low complexity algorithm. The
analysis method presented in the above article provides a comprehensive exam-
ination of task offloading in today’s MEC system. However, it may not be the
most optimal approach for certain special scenarios. For example, when multiple
users are far away from the MEC server, large transmission delay and energy
consumption will be incurred if tasks are still to be offloaded to the MEC server.
However, if only one relay is used to transmit the task, the relay task will be
overloaded. For the MEC system of this scenario, this paper gives a detailed
solution. Most of the current papers on relay study the task offloading problem
in a single relay or a single time slot, and there are few studies on multi-relay
assisted and long-term task offloading.

In this paper, we consider MEC systems with multiple relays and multiple
IoT devices, where the relay devices can serve multiple IoT devices simultane-
ously. The model not only used the offloading ability of relay devices to reduce
the computing pressure of IoT devices, but also did not cause the overload of
relay devices. We equipped each IoT device in the system with EH devices,
and established battery energy queues to describe the changes in the available
energy of the device. The problem was formulated as a Markov Decision pro-
cess (MDP) problem. Due to the state space explosion, the traditional relative
value iteration method and linear iterative reconstruction method can not solve
this problem. Therefore, we designed the MRADCO algorithm using Lyapunov
optimization to solve the problem. The asymptotically optimal solution of the
system is obtained by jointly optimizing the local computation rate, the local
transmission power and the relay selection. Theoretical analysis and simulation
results verify the correctness of the results.

2 System Model

In this paper, the relay devices are considered to be located in urban areas with
rich network resources, while our IoT devices are located in suburban areas far
from the MEC server [9]. We study the average delay of IoT devices to process
tasks during a certain busy period of users.

2.1 Multi-relay Assisted Model

We consider a system composed of IoT devices, relay devices, and a Base Station
(BS), as shown in Fig. 1. We consider a certain period of time T , which we divide
into small time slots of equal duration, each of length τ , denoted by t, where
t ∈ {0, 1, 2, . . . , T − 1}. We consider I IoT devices and J relay devices, denoted
by i and j, where i ∈ {1, 2, . . . , I} and j ∈ {1, 2, . . . , J}, respectively.

We equip each IoT device with an antenna, which is independent of each
other. At each time slot, we consider that each IoT device generates a compu-
tationally intensive task, defined as Ai(t) � (Li(t), Td), Where Li(t) (in bits)
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Fig. 1. Multi-relay assisted multi-user offloading tasks model

is the data size of the computation task, and Td (in second) is the deadline for
processing the task (i.e., the maximum time that the task can be kept, Td ≤ τ).
We assume that a task is generated at the beginning of a time slot, and this
task chooses between two processing modes: local processing or relay offload-
ing. We denote by π(t) � {πl

i(t), π
r
i (t), πd

i (t)} the selected processing mode:
πl

i(t) = 1 means local processing is selected, and πr
i (t) = 1 means relay offloading

is selected. Where πd
i (t) = 1 means that the task is discarded. In the following,

we discuss the delay and energy consumption required to process tasks from
these three aspects.

2.2 Task Generation and Local Computation

In this section, for the tasks generated by IoT devices, we choose to process the
tasks locally, that is, πl

i(t) = 1. We use Xi to represent the CPU cycle required
for an IoT device i to compute 1 bit of data. So we get that the CPU cycle
required to compute Li(t) is Hi(t) = Xi · Li(t). fi(t) indicates the computing
rate of the local server. From this, we get that the delay of the task processed
locally is

Del
i(t) =

Hi(t)
fi(t)

, (1)
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We set the computing power of the local device to pl
i = ς ∗ fi(t)3 [7], which is

only related to the hardware facilities of the IoT devices and does not change
over time. Thus, we obtain the energy consumption required for the task to be
computed locally

El
i(t) = pl

i · Del
i(t) = ςXiLi(t) · fi(t)2, (2)

where ς denote the expected energy comsumption of CPU cycles required to
perform a computational task [13]. The local energy consumed by the IoT devices
in time slot t is

El(t) =
I∑

i=1

πl
i(t)E

l
i(t). (3)

2.3 Relay Offloading and Energy Consumption

When the IoT device chooses to offload the task to the MEC server for processing,
then πr

i = 1. Due to the limited transmission power of IoT devices in the suburbs,
they cannot directly offload tasks to the MEC server; therefore, we consider the
use of relay devices to assist IoT devices to offload tasks to the MEC server. We
consider using some resource-rich devices (such as roadside units, etc.) as our
relay devices. As proposed in [14], we consider that each of these relay devices
has its own server inside. When IoT device i, i ∈ I offloads a task to relay device
j, j ∈ J , the server of relay device j creates a container i for IoT device i to
process this task. We assume that when relay device j communicates with any
IoT device, it will create a container for the IoT device to process tasks.

We optimize communication between IoT devices, relay devices, and MEC
servers by employing Orthogonal Frequency Division Multiple Access (OFDMA)
technology. This approach guarantees smooth communication without any inter-
ference concerns. Mi(t) represents the relay devices that is idle near IoT device
i in time slot t. The IoT device i offloads to the MEC server through Mi(t)
relay devices by dividing the task into Mi(t) parts. ξi,j(t) represents the ratio
of tasks offloaded to relay device j, j ∈ Mi(t). There are many tasks that can
be split, such as the convolution operation for DNNS in [16]. As a result, we get
the following constraint:

Mi(t)∑

j=1

ξi,j(t) = 1, i ∈ I. (4)

Then, we consider the transmission delay of this task. Shannon formula is
used to obtain the transmission rate of tasks (from IoT device to relay device
and relay device to MEC server):

Ri,j(t) = W log2(1 +
pi(t) · hi,j(t)

N0
),

Rj(t) = W log2(1 +
pj(t) · hj(t)

N0
). (5)
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Among them, the first formula represents the offloading of tasks from IoT
devices to relay devices. W denotes the channel bandwidth for task transmission.
As mentioned above, each IoT device communicates with the relay device, and
the relay device creates a separate container for it to process tasks. Therefore
we consider that there is no interference between IoT devices. pi(t) represents
the transmission power of IoT device i, which is an optimization variable. hi,j(t)
represents the channel gain between IoT device i and relay device j, which is
obtained by hi,j(t) = g0( d0

di,j(t)
)ν . Where g0 represents the path loss constant,

di,j(t) is the actual distance from the ith IoT device to the j th relay device,
and d0 is the reference distance. N0 represents the white Gaussian noise during
transmission. ( d0

di,j(t)
)ν represents the large-scale loss between paths. ν is the

loss factor, which is only related to the distance of IoT-relay. Similarly, pj(t)
represents the transmission power of the relay device. hj(t) is the channel gain
between the relay device and the MEC server.

Finally, we obtain the delay for the task to be offloaded assisted by the relay.
This time is divided into two parts, which are the time Dei,j(t) from IoT to the
relay and the time Dej(t) from the relay to MEC.

Dei,j(t) =
ξi,jLi(t)
Ri,j(t)

,Dej(t) =
ξi,jLi(t)
Rj(t)

. (6)

In this paper, we consider that each IoT device distributes tasks to the relay
device simultaneously. Therefore, the total time for IoT device i to offload a task
using the relay is

Der
i (t) = max

j∈[1,Mi(t)]
[Dei,j(t) + Dej(t)] (7)

The energy consumption generated by this process is denoted by

Ei,j(t) = pi(t) · Ti,j(t), Ej(t) = pj(t) · Tj(t). (8)

Therefore, in time slot t, the energy consumed by IoT device i to offload
tasks and the total energy consumption by all IoT devices are

Er
i (t) =

J∑

j=1

Ei,j(t), Er(t) =
I∑

i=1

Er
i (t). (9)

As mentioned in [15], the MEC server has sufficient computing resources
and transmission power, and the amount of data contained in the calculation
results is small. Therefore, we ignore the computation energy consumption and
the backhaul energy consumption of the MEC server.

2.4 Total Delay and Energy Consumption

In summary, we obtain the total delay and total energy consumption of IoT
devices choosing different ways to process tasks as follows:

Dei(t) = πl
i(t)Del

i(t) + πr
i (t)Der

i (t) + πd
i (t)�, (10)
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Ei(t) = πl
i(t)E

l
i(t) + πr

i (t)Er
i (t). (11)

Here, � represents the cost of task dropping. Without loss of generality, we
consider that the system is more inclined to successfully process the task, hence
Td ≤ �.

It follows that IoT devices process their generated tasks in two ways, namely,
local processing or relay offloading. However, if neither of the two methods can
meet the deadline, the task will be discarded. And each task of each IoT device
can only choose one processing mode. Therefore, we have the following con-
straint:

πl
i(t) + πr

i (t) + πd
i (t) = 1, (12)

when the task is successfully processed, the system delay is at least higher than
the task deadline,

πl
i(t)Del

i(t) + πr
i (t)Der

i (t) ≤ Td, i ∈ I, t ∈ T . (13)

2.5 Energy Harvesting and Battery Energy Levels

In this paper, we have configured energy harvesting devices for each IoT device.
The device harvest green energy in the environment, such as wind and solar
energy, to provide power for IoT devices. We assume that each device collects
EHi(t) unit of energy in each time slot, and the EHi(t) between time slots is
i.i.d (independently and identically distributed), and its maximum harvested
energy is EHmax. At each time slot, a portion of the harvested energy is stored
in the battery of the IoT device, denoted by ei(t), satisfying

0 ≤ ei(t) ≤ EHi(t), i ∈ I, t ∈ T . (14)

IoT devices process tasks by invoking energy within their batteries. Bi(t)
represents the battery energy of IoT device i at time slot t. At the beginning of
each time slot, the energy harvesting device starts to collect green energy and
saves a part of the energy (i.e., ei(t)) to the battery to provide energy for the
IoT device in the next time slot. Similarly to [13], we assume that Bi(0) = 0 and
Bi(t) < ∞. Thus, we obtain the following battery energy level update process:

Bi(t + 1) = Bi(t) − Ei(π, f, p, t) + ei(t), (15)

where Ei(π, f, p, t) = πl
i(t)E

l
i(t) + πr

i (t)Er
i (t), i ∈ I, t ∈ T .

As a general rule, the energy consumption of an IoT device cannot exceed
the energy of its battery

Ei(π, f, p, t) ≤ Bi(t) < ∞. (16)
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2.6 Problem Formation

According to the above discussion, we introduce in this section the problem of
minimizing the delay of the system in the case of long-term stability, the problem
is formed as follows:

P : min
π,f,p,ξ,e

lim
T →∞

1
T

T−1∑

t=0

I∑

i=1

Dei(t)

s.t. (4), (12), (13), (14), (16)

Ei(π, f, p, t) ∈ {0}
⋃

[Emin, Emax], i ∈ I (17)

0 ≤ pi(t), pj(t) ≤ pmax · πr
i (t) (18)

0 ≤ fi(t) ≤ fmax · πl
i(t) (19)

Mi(t) ≤ J, πr
i (t) = 1, i ∈ I, t ∈ T . (20)

Among them, (17) indicates that there are maximum and minimum restric-
tions on the energy consumption of IoT devices in each time slot. This is rea-
sonable because the batteries of IoT devices can only store a limited amount of
energy. (20) indicates that the number of relays used by each IoT device in each
time slot cannot be higher than the total number of relays.

In the P problem, the state of the system is composed of the task request, the
harvestable energy, the battery energy level and the channel state. Actions are
optimal for CPU cycle scheduling and transmit power allocation. In addition,
the current action is only related to the current system state, and the objective
function is the long-term average delay. Therefore, the problem is a Markov
Decision process (MDP) problem. Due to the state space explosion in this paper,
the traditional MDP algorithm cannot solve this problem.

3 Algorithm Design

In this paper, we use Lyapunov optimization techniques to solve the problem.
Since the energy level of the battery is time-dependent, the system decision is
time-dependent. Ordinary Lyapunov optimization techniques cannot be directly
applied. We use the weighted perturbation method to solve the problem. A
Multi-Relay Assisted Dynamic Computation Offloading algorithm (MRADCO)
was designed.

3.1 Problem Transfer

First, we define the virtual battery energy queue B̆i(t) = Bi(t) − ϑ, where ϑ
represents the perturbation parameter of the IoT device and its value is as follows

ϑ = Ĕmax + V � · E−1
min, (21)

where Ĕmax = min{max{ςHi(t)(fi(t))2, pmaxτ}, Emax}, V denotes the Lya-
punov control parameter, and 0 < V < ∞.
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In the following discussion, the actual battery energy queue is stabilized
around ϑ by controlling V , and the optimal delay of the system is obtained. By
exploiting the virtual queue, we transform the problem P into P2.

P2 : min
π,f,p,ξ,e

B̆i(t)(ei(t) − Ei(π, f, p, t)) + V Dei(t)

s.t. (4), (12), (13), (14), (16), (17) − (20).

3.2 Problem Decomposition

According to the relationship between the decision variables, we decompose the
problem into three sub-problems, which are the optimal energy harvesting, CPU
computing rate and transmission power.

The Optimal Energy Harvesting: Since ei(t) is not correlated with other
decision variables, we strip it from P2 and obtain the following problem:

min
0≤ei(t)≤EHi(t)

B̆i(t)ei(t), (22)

and we solve the optimal solution of this problem as

e∗
i (t) = EHi(t) · 1{B̆i(t) ≤ 0}. (23)

The Optimal CPU Computing Rate: When πl
i(t) = 1, the task chooses

to be processed locally. At this point, the P2 problem is transformed into the
problem of solving the optimal CPU computing rate.

min
fi(t)

−B̆i(t)ςHi(t)(fi(t))2 + V
Hi(t)
fi(t)

s.t. 0 ≤ fi(t) ≤ fmax, Del
i(t) ≤ Td, (24)

ςHi(t)(fi(t))2 ∈ [Emin, Emax]. (25)

By the following proposition, we solve the optimal solution of this sub-
problem

Proposition 1. The problem has solution if and only if fL
i (t) ≤ fU

i (t), where

fL
i (t) = max{

√
Emin

ςHi(t)
, Hi(t)

Td
}, fU

i (t) = min{
√

Emax

ςHi(t)
, fmax}. And its optimal

solution is related to the virtual queue B̆i(t), as follows

f∗
i (t) =

⎧
⎪⎨

⎪⎩

fU
i (t), if B̆i(t) ≥ 0 or B̆i(t) ≤ 0, f0

i (t) > fU
i (t),

f0
i (t), if B̆i(t) < 0, fL

i (t) ≤ f0
i (t) ≤ fU

i (t),
fL

i (t), if B̆i(t) < 0, f0
i (t) < fL

i (t),
(26)

where f0
i (t) = ( V

−2B̆i(t)ς
)

1
3 .

Proof. We omit the proof due to page limitations.
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The Optimal Transmission Power: When πr
i (t) = 1, the task is offloaded to

the MEC server through the relay device. At this time, the transmission power
of IoT and relay devices directly affects the delay of the system. P2 translates
into the following problem

min
pi,pj ,ξi,j

− B̆i(t)
Mi(t)∑

j=1

[
pi(t)ξi,j(t)Li(t)

Ri,j(t)
]+

V · max
j∈[1,Mi(t)]

[
ξi,j(t)Li(t)

Ri,j(t)
+

ξi,j(t)Li(t)
Rj(t)

]

s.t. Mi(t) ≤ M, 0 ≤ pi(t), pj(t) ≤ pmax, (27)

max
j∈[1,Mi(t)]

[
ξi,j(t)Li(t)

Ri,j(t)
+

ξi,j(t)Li(t)
Rj(t)

] ≤ Td, (28)

Mi(t)∑

j=1

[
pi(t)ξi,j(t)Li(t)

Ri,j(t)
] ∈ [Emin, Emax]. (29)

Since there are still many variables in this problem, we cannot solve it directly,
so we design a heuristic algorithm.

Step 1: When there is only one relay device, which is assumed to be device
j, j ∈ Mi(t), we offload all the tasks of selecting relay-assisted offloading to
device j. We consider that the relay device has sufficient transmission resources
and can offload the task to the MEC server with the maximum transmission
power. This problem changes as

min
pi(t)

− B̆i(t)
pi(t)Li(t)
Ri,j(t)

+ V
Li(t)

Ri,j(t)
+ G

s.t. 0 ≤ pi(t) ≤ pmax,
Li(t)

Ri,j(t)
≤ Td − G

V
, (30)

pi(t)Li(t)
Ri,j(t)

∈ [Emin, Emax], (31)

where G = V Dej(t), since pj(t) = pmax, we just figure out the value of Dej(t).
In the following we use a proposition to find the optimal solution of the problem.

Proposition 2. The problem has a solution if and only if pL
i (t) ≤ pU

i (t). Its
optimal solution is given by

p∗
i (t) =

⎧
⎪⎨

⎪⎩

pU
i (t), if B̆i(t) ≥ 0 or B̆i(t) < 0, pU

i (t) < p0i (t),
p0i (t), if B̆i(t) < 0, pL

i (t) ≤ p0i (t) ≤ pU
i (t),

pL
i (t), if B̆i(t) < 0, pL

i (t) > p0i (t).
(32)
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where p0i (t) is the unique solution of equation −B̆i(t)log2(1 + hi,j(t)pi(t)
N0

) −
hi,j(t)

(N0+hi,j(t)pi(t))ln2
= 0. And

pL
i (t) =

{
pL,Td

i (t), N0Li(t)ln2
Whi,j(t)

≥ Emin

max{pL,Td

i (t), pEmin
i (t)}, N0Li(t)ln2

Whi,j(t)
< Emin,

pU
i (t) =

{
min{pmax, pEmax

i (t)}, N0Li(t)ln2
Whi,j(t)

< Emax

0, N0Li(t)ln2
Whi,j(t)

≥ Emax.
(33)

where pL,Td

i (t) � (2
Li(t)
WTd − 1)N0/hi,j(t), pEmin

i (t) is the unique solution of
pi(t)Li(t) = Ri,j(t)Emin given N0Li(t)ln2(Whi,j(t))−1 < Emin and pEmax

i (t) is
the unique solution of pi,j(t)Li(t) = Ri,j(t)Emax given N0Li(t)ln2(Whi,j(t))−1

< Emax

Proof. We omit the proof due to page limitations.

Step 2: Repeating step 1, we obtain the optimal transmission power for offloading
tasks from IoT devices to relay devices. Next, we require the optimal task ratio
of the IoT device offloading to the relay device. According to step 1, we obtain
the time Dei,j(t) when the task is offloaded through either relay. By Eq. (7), we
conclude that to guarantee Der

i (t) is minimal, we need to guarantee

Dei,j(t) = Dei,k(t),∀j, k ∈ [1,Mi(t)]. (34)

Then, according to Eqs. (4) and (34), we find the optimal task allocation
ratio ξ∗

i,j(t).

4 Algorithm Performance and Simulation Results

Optimality Analysis: First, we analyze the optimality of MRADCO, and we get
the following conclusions:

P ∗
2 ≤ P ∗ +

N

V
, (35)

where N = 1
2 ((EH2

max)+ (Ĕ2
max)) is a constant. It follows that the performance

of the MRADCO algorithm is related to the Lyapunov control parameter V .
When V → ∞, the optimal solution of the MRADCO algorithm is infinitely
close to the optimal solution of the original problem P . And the MRADCO
algorithm’s solving time is much less than the traditional algorithm, only needs
20 s to calculate the result.

Simulated Analysis: We set up an MEC system with five IoT devices and four
relay devices. The bandwidth is set to 1 MHz [17]. The values of some important
parameters in the paper are shown in Table 1. We do the simulation of the
battery energy consumption and the average delay of the system.
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Table 1. Key Mathematical Symbols

Parameters

Path-loss constant g0 −40 dB

Time slot length τ 2 ms

Task deadline Td 2 ms

Maximum transmission power of the device pmax 1 W

Maximum computing rate of the device fmax 1.5 GHz

Fig. 2. Effect of system parameters on battery energy level and delay.

In Fig. 2(a) we randomly select three IoT devices and show the change of
battery energy of each device over time. The number of tasks in each time slot
is a random number [1000,3000]. It can be seen from the figure that the battery
has been harvesting energy for the first 200 time periods and does not provide
energy to the device. The curve is growing. This is because the battery of the
IoT device is always in a low power state at the beginning, which cannot provide
enough energy to the device, resulting in the processing time of the device being
greater than the deadline, and therefore the task is discarded. Subsequently,
the battery collects enough energy and stabilizes around the disturbance energy
level (i.e.,ϑ + Emax). The stabilization process effectively protects the battery
and prolongs its service life. It also reduces the number of discarded tasks.

Figure 2(b) depicts the average delay of IoT devices as a function of each
parameter. According to the figure, the larger the control parameter V or the
smaller the value of Emin, the smaller the average delay of the system. Firstly,
the larger V is, the closer the solution of P2 is to the optimal solution, and
therefore, the smaller is the average delay of the system. Secondly, a smaller
Emin leads to a larger perturbation parameter of the system, which leads to a
higher stable battery energy level. When the battery has enough battery power,
the latency of the system to process the task is also lower.

Figure 3 shows the comparison of the system delay under different methods,
where
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Fig. 3. System delay comparison

• LODCO : The LODCO algorithm indicates that tasks can only be processed
locally or offloaded to MEC for processing. It does not use relay devices for
task offloading [18].

As shown in Fig. 3, we present a comparison between the MRADCO algo-
rithm and the LODCO algorithm. It is evident from the graph that the
MRADCO algorithm saves 50% more time compared to the LODCO algorithm
when processing the same task. This advantage stems from our MRADCO algo-
rithm’s capability to partition tasks into multiple sub-tasks and transmit them
to the MEC server via relays. This phased transmission effectively reduces the
task load on each transmission path, thereby lowering the required time for
task transmission. In contrast, the LODCO algorithm can only handle tasks
locally on the device or on the MEC server. Processing intensive tasks locally
takes longer due to the limited computational capacity of the local device. When
tasks are offloaded directly to the MEC server, without the support of relaying
devices, although the IoT transmission power remains unchanged, the need to
transmit the entire task at once results in longer transmission times, especially
over longer distances. In summary, the MRADCO algorithm optimizes task dis-
tribution during transmission through task segmentation and relay transmission
strategies, significantly reducing transmission time. In comparison, the LODCO
algorithm faces limitations in processing intensive tasks and conducting long-
distance transmissions, thereby falling short of achieving the time-saving effec-
tiveness demonstrated by the MRADCO algorithm.

5 Conclusion

In this paper, we study the delay minimization problem during multi-relay
assisted multi-user offloading tasks. And energy harvesting devices is added to
the model, which collects green energy in the environment to provide energy for
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IoT devices. We formulate the problem as an MDP problem. The problem is
solved using the weighted perturbation method in the Lyapunov optimization
technique. The algorithm named MRADCO is designed. Simulation results and
theoretical derivation show that the solution of the algorithm is infinitely close
to the optimal solution.
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Abstract. The development of the software and hardware has brought
about the abundance and overflow of computing resources. Many Inter-
net companies can lease idle computing resources based on the peak
and valley cycles of usage load to provide IaaS service. After the surg-
ing development, more and more companies are gradually paying atten-
tion to the specific user experience in cloud computing. But there are
few works about that aspect in load balance problem. Therefore, we
consider the load balancing resource allocation problem, from the per-
spective of user experience, mainly based on geographical distance and
regional Equilibrium, combined with user usage habits, in multiple ser-
vice periods. A detailed mathematical definition has been established for
this problem. This article proposes a mathematical model for the prob-
lem, along with an modified CMA-ES (Covariance Matrix Adaptation
Evolution Strategy) algorithm, called WS-ESS-CMA-ES algorithm, to
allocate computing resources and solve the above problem. The process
of using the proposed algorithm to solve the problem of cloud comput-
ing resource allocation in real scenarios is simulated, and compared with
some other algorithms. The experiment results show that our algorithm
performs well.
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1 Introduction

The concept of cloud computing was first proposed in SES San Jose 200 by
Eric Emerson Schmidt. Cloud computing service has three levels of types: SaaS,
PaaS and IaaS. IaaS (Infrastructure as a service) commonly means that service
provider make computing devices as a service and rent it for consumers’ vari-
ous uses. Many companies have developed IaaS services and derive significant
benefits from them [1].

The load balance problem of cloud computing has been studied by many
researchers. [2] summarizes a large number of load balancing methods and divides
them into 7 types, and also concludes the metrics for load balancing.

Many works focus on macro metrics of entire service system, such as, through-
put, response time, makespan, migration time, energy consumption etc. These
metrics may be somehow not independent on specific software and hardware
condition, could not be a pervasive references for various system settings. And
much metrics are not directly related to the individual user experience. Besides,
few metrics could be embedded with artificial factors that abstractly descript
a specific system, and then recalculated. Therefore, this work proposed a origi-
nal load balancing method, mainly based on two original and pervasive metrics
that have a direct and intimate relationship with the specific experience of indi-
vidual users: usage habit prioritized average access cost, and weighted regional
Equilibrium degree.

According to [3], to solve the problem of cloud computing resources allocation
with load balancing, there are two types of strategies: dynamic and artificial
intelligence. The dynamic strategy predict the nature of consumer’s task [4], and
the artificial intelligence imitate nature to schedule tasks among resources [5]. ES
(Evolution strategy) algorithm is an important branch of artificial intelligence.
The original CMA-ES [6] is an evolution strategy that is designed for solving
difficult non-linear non-convex optimization problems in continuous domains,
and it is still developing till now [7]. Beside, CMA-ES is one of the most famous,
widely used, and high-performance ES [8], and has been used for hundreds of
applications.

However, the work of load balancing technology based on user experience is
still in a relatively vacant state currently. Consequently, this work proposes a
novel variant of CMA-ES algorithm, which is extended to be used for discrete
problem, and with respect to the specific cloud computing resources allocation
problem, could take the real-time conclusional nature of consumers’ uses into
consideration and make a dynamic solution. The proposed access cost reducing
and load balancing method is based on this modified CMA-ES algorithm.

The main contributions of this work are listed as follows:
1. Two pervasive metrics for load balancing of cloud computing, could be used

regardless of the limitation of system condition, and customized by artificial
factors to adapting to the specific system requirements. These metrics extend
IaaS load balance problem issue to a specific user perspective.

2. A detailed, parameterized mathematical model for cloud computing load bal-
ancing resources allocation problem, which could consider and apply the
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above metrics, and then provide solutions for multiple adjacent service peri-
ods.

3. A novel modified CMA-ES algorithm method, to solving resource allocation
problem under above mathematical model, and could use prior knowledge and
accelerate optimization speed in the later stages of iteration. This algorithm
is adaptable and efficient, and the experiment results show that it has a good
performance.

2 Related Work

This work proposed a method based on modified CMA-ES algorithm to solve the
load balance problem of infrastructure allocation problem in cloud computing
service. Therefore, this section mainly consist of two parts: cloud computing load
balance problem, and CMA-ES algorithms, to provide horizontal and vertical
references.

2.1 IaaS Cloud Computing Load Balance Problem

load balance problem is a popular and difficult problem in IaaS cloud computing
scheme. The load balance problem could be defined to that reducing gradients
in user tasks and resource utilization to improve the performance and efficiency
of computing resources [9].

To evaluate the quality of load balancing, [2] summarized the most popular
10 metrics of load balance problem in cloud computing: throughput, response
time, makespan, scalability, fault tolerance, migration time, degree of imbalance,
performance, energy consumption, carbon emission.

Evolution strategy is the most commonly used method for this problem [10].
A GWO (Grey Wolf Optimization) algorithm based task allocation method
for Load balancing, especially in containerized cloud was proposed in [11]. A
load balancing technique by using modified PSO task scheduling (LBMPSO)
to achieve optimal utilization of resource was proposed in [12]. [13] proposed
a hybridization of meta-heuristic algorithm load balancing method, which inte-
grates modified Particle swarm optimization (MPSO) and improved Q-learning
algorithm, called QMPSO. This method had been proven to have better robust-
ness and performs well under a range of metrics.

The load balancing problem in IaaS involves allocating hardware resources
to users, which could be regarded as a power-aware resource allocation problem.
The core concept of power-aware task or resource scheduling problem is to opti-
mize energy consumption under multi constraint and multi variable conditions
[14,15]. These work inspire us that in the IaaS scenario, user experience can be
seen as a form of energy consumption. It was mentioned in [3] that the allocation
of cloud computing resources is a complex problem due to the presence of het-
erogeneous application workloads having contentious allocation requirements in
terms of resource capacities (resource utilization, execution time, response time,
etc.). This work provides an idea for us to a perspective of load balancing based
on user usage habits and practical experience.
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2.2 CMA-ES Algorithms

CMA-ES algorithm is first proposed by [6], and developed and modified into
many varieties.

[16] proposed a modified CMA-ES algorithm embeded with two additional
mechanisms, called IPOP-CMA-ES. These two mechanisms are restart crite-
ria and increasing population. This method greatly improves in multimode and
composite Class function, and also has the characteristic of strong global search
ability. [17] proposed a warm starting variety of CMA-ES algorithm, which could
improve the issue of long adaptation phase mainly based on prior knowledge,
called WS-CMA-ES. [18] proposed a competitive variable-fidelity surrogate-
assisted CMA-ES (CVFS-CMA-ES) algorithm using data mining techniques to
improve the computational efficiency and global optimizing ability. [19] proposed
HTPC, which is a hybrid method of PSO and CMA-ES, and could complemen-
tarily solving the problem of PSO being misled by local information and CMA-ES
using poorly utilized global information.

3 Problem Description

This section introduces a formulated cloud computing resource allocation prob-
lem, and then proposes two metrics as optimization objective in mathematical
description. Our proposed scheme is majorly based on the load balance problem
defined in [9], but also revolving the specific user experience perspective, to let
it become a underlying optimization objective.

Figure 1 is a schematic diagram of the mathematical model for the above
cloud computing resource allocation problem. Our method assumes a frame-
work that uses cloud servers to manage user requests from different geograph-
ical locations. The user’s location is referred to as RSA (Requirement Sending
Place), and the unit device is referred to as a node, taking into account the three
dimensions of geographic latitude and longitude and historical service cycle.

Consider a cloud computing service system distributed across g discrete geo-
graphic regions, which could be represented by many coordinates Rg = (x, y).
The whole system could be indicated as a region set G = {Rg1, Rg2, ..., Rgg}.
And a single region has many cloud computing infrastructures. These infrastruc-
tures are abstracted into several resource nodes. Correspondingly, a region with
n nodes could be indicated as S = {N1, N2, ..., Nn}. In fact, the terminals in
cloud computing services are often not the same. Different terminals mean dif-
ferent response speeds, such as long-distance transmission and download speeds,
which are closely related to the user experience. Here, the overall quality of
each resource node’s terminal is presented as a quality score in a scoring set:
Q = {Qs1, Qs2, ..., Qsn}.

Besides, current resource requests under the same user account are considered
as one task. Assuming there are m tasks waiting for cloud computing resource
allocation. An the task set could be indicated as TS = {T1, T2, ..., Tm}.

And for each task, a set of requirement sending addresses R = (x, y), is
recorded as follows: RS={R1, R2, ..., Rp}, where p is the count of requirement
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Fig. 1. The framework of cloud computing load balance problem model

sending addresses. Moreover, when a new task is coming, each node of its require-
ment has a description value pair of usage habit D = (Af, Sr), of which Af :
access frequent, and Sr represents for terminal standby time ratio. They could be
calculated as total number of network requests in one time round, and the ratio
of the time of terminal remains open to the total time of one time round corre-
spondingly. All of these pairs form a description set, which could be recorded as
DS = {D1,D2, ...,Dr} = {(Af1, Sr1), (Af2, Sr2), ..., (Afr, Srr)}. These descrip-
tion sets come from the usage information of historical service cycles recorded
by cloud servers.

To calculate the cost of an access from a requirement sending place R =
(xr, yr) to a resource node P = (xp, yp), the geolocation distance of them is cal-
culated by Minkowski distance of coordinate points, and used as an intermediate
metric:

dis(R,P ) =
√
(xr − xp)

2 + (yr − yp)
2 (1)

Consider the overall balance of access times for each task, and prioritize it in
conjunction with description value pair of usage habit, moreover, the infrastruc-
ture quality of allocated nodes, the usage habit prioritized average access cost is
introduced as follows:

COST =
m∑

t=1

p∑
r=1

dis · p · Afr

m · Srr · Qsr
(2)

Above is one of the optimization objectives of our method. The value of
COST represents for the relatively average access cost based on geolocation
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distance, and considering the priority of request size, usage comprehensively,
and resource quality.

The above indicators mainly focus on the specific experience during the use
process of a single user. Following is the introduction of the other metric:

The resource nodes could be divided into several regions for their geographical
distribution. And the count of idle resource nodes within the same region means
the scalability of the service.

Empirically, tasks that already have more resource nodes, such as outsourc-
ing services of large companies, tend to expand resource nodes more than tasks
that have fewer resource nodes, such as servers for individuals or small teams.
Moreover, it is assumed that the user groups in each region have different char-
acteristics. Then, an extended service demanding factor e for a single region, is
calculated by the average number of resource nodes occupied by a single task of
the last service period.

In this context, a metric E is implemented to evaluate the scalability of
cloud computing resource allocation schemes, called weighted regional equilib-
rium degree, and it could be calculated by the following formulation:

EQ = g

√√√√
g∏

l=1

(1 +
Cnt�l
Cntl

) ·
∑g

l=1 el

g ∗ el
(3)

where Cnt�l and Cntl stand for the number of idle resource nodes and total
number of resources nodes of region l respectively.

Metrics COST and EQ represent user satisfaction from the perspectives
of tasks and regions, respectively. The optimization goal of the problem is to
decrease COST while increasing EQ, which is a dual objective optimization
problem.

Following is the final optimization objective of this problem:

OBJ = α · q · EQ + (1 − α) · COST (4)

where α is a moderating factor with a range of (0,1), used to balance the signif-
icance of metric C and E.

4 Methodology

This section introduces a modified CMA-ES algorithm to solve the problem in
Sect. 3. First, we briefly introduce the original CMA-ES algorithm, and secondly,
introduce the specific implement and improvement of it for the above problem.

4.1 CMA-ES Algorithm

CMA-ES (Covariance Matrix Adaptation Evolution Strategy) is a evolutionary
algorithm, and is an optimization algorithm widely used to solve continuous
optimization problems. Evolutionary algorithm is effective when we do not know
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the exact analysis of the objective function or can not directly calculate the
gradient.

The calculation process of CMA-ES algorithm is very similar to Gaussian
evolution strategy. Define that f(x) as the fitness value function, θ = (μ, σ)
as the parameter of strategy, and pθ(x) ∼ N(μ, σ2I) = μ + σN(0, I) as the
distribution of solution vector x, and D = {(xi, f(xi))}, xi ∼ pθ(x) as the initial
population. The evolution steps are mainly summarized as follows:

1. Initialize the parameter θ and the iteration count t.
2. Sampling offspring populations with a population size of n from a Gaussian

distribution:

Dt+1 = {xt+1
i | xt+1

i = μt + σtyt+1
i , i = 1, ..., n} (5)

where yt+1
i is sampled from a distribution:

yt+1
i ∼ N(x | 0, I) (6)

3. Sort Dt+1 in descending order of fitness value. Then select a subset of λ
samples with the best fitness value f(x), as the elite set Dt+1

elite:

Dt+1
elite = {xt+1

i | xt+1
i εDt+1, i = 1, ..., λ, λ ≤ n} (7)

4. Calculating μ and σ with respect to Dt+1
elite:

μt+1 = avg(Dt+1
elite) =

1
λ

n∑
i=1

xt+1
i (8)

σ2,t+1 = var(Dt+1
elite) =

1
λ

λ∑
i=1

(xt+1
i − μt)2 (9)

5. Increase the value of t: t = t + 1. Then repeat steps 2–4 until the iteration
count t reaches the threshold or the result is good enough.

The uniqueness of CMA-ES is to replace the distribution pθ(x) in the above
process with the distribution based on Covariance matrix C:

θ = (μ, σ,C), pθ(x) ∼ N(μ, σ2C) = μ + σN(0, C) (10)

The Covariance matrix C is defined as follows:

C =

⎡
⎢⎢⎢⎣

c11 c12 · · · c1d

c21 c22 · · · c2d

...
...

. . .
...

cd1 cd2 · · · cdd

⎤
⎥⎥⎥⎦ , cij = Cov(Xi,Xj)

(11)
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where d is the count of dimensions of x, Cov(a, b) = E[(a − E(a))(b − E(b))]
means the covariance of variables a, b, and Xi and Xj are the i th and j th
dimension of x respectively. All of these dimensions could also be regarded as
variables of the optimization problem.

Specifically, if μi and σi are respectively represented as the mean and variance
of the i th variable, and take case of two variables, x and y, as an example, and
adaptively set the elite set to the top 25% solution with the highest fitness based
on the population size, then the specific calculation process of covariance matrix
is as follows:

μt+1
x =

1
Nbest

Nbest∑
i=1

xi, μ
t+1
y =

1
Nbest

Nbest∑
i=1

yi (12)

where Nbest is set to be the best 25% of solutions.
Then, each covariance could be calculated:

σ2,t+1
x =

1
Nbest

Nbest∑
i=1

(xi − μt
x)

2 (13)

σ2,t+1
y =

1
Nbest

Nbest∑
i=1

(yi − μt
y)

2 (14)

σt+1
xy =

1
Nbest

Nbest∑
i=1

(xi − μt
x)(yi − μt

y) (15)

In the case of other problem dimensions, the calculation method of C is sim-
ilar. Based on this calculation, the CMA-ES algorithm is obtained by replacing
the sampling process in step 2 with the sampling process based on the mean
μt+1 and covariance matrix Ct+1.

The covariance matrix describe the relativeness of multiple variables, and it
can closely fit the expected distribution of the sample to provide more detailed
references for the next iteration. The CMA-ES algorithm can adaptively change
the extent of exploration, increase the standard deviation of the search space
when far from the target solution, and fine-tune the solution when it is certain
that it is close to the optima.

4.2 Modified CMA-ES and Its Implement

The first problem for us is that CMA-ES algorithm could not be directly used
for discrete problem. The problem is to allocate every cloud computing task to
a single resource node with various quality score, and it obviously is a discrete
problem.

CMA-ES output a continuous solution in multiple dimension. Let each dimen-
sion stands for the choice of resource nodes for every single requirement sending
address, and remind that, in the problem description section, there are resource
nodes with different quality scores. Following is the method to use continuous
solution to express the choice of this specific problem:
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Restrict the value range of solution as [0, n)s, where n and s represent for the
number of resource nodes and the number of require sending places respectively.
When considering the allocation of resource nodes according to the value of
each dimension, the requests with the same integer number are assigned to the
same resource node, and the resource quality is determined according to the
rank of the specific value in ascending order. For example, if the solution is
(1.154, 1.455, 2.954), and there are 2 regions, the first region has 2 nodes with
quality scores of (90, 80), and the second region has 1 node. Then the first RSA
and second RSA are allocated to region 1 for the values of integer bit of the first
and second dimension of the solution, and the third RSA is allocated to region
2 for the same reason. Moreover, the first RSA is allocated to node 1 for its
smaller value of corresponding dimension in solution.

Figure 2 shows the resource allocation according to a continuous solution
vector and in a simple case of 3 regions and 8 RSAs.

Fig. 2. The framework of cloud computing load balance problem model

4.3 Warm Starting Method

Intuitively, there is the similarity in system circumstance and user characteristics
between adjacent service cycles. Motivated by it, we used a population initial-
ization process to achieve warm start of CMA-ES for each service period, which
take the information of past service periods as prior knowledge. In other words,
we can generate an estimate of the allocation method for the next service period
of new tasks as the initial solution based on the resource allocation pattern up
to the previous service period.

Following is the detailed description of this process:
At the beginning of an evolutionary, the population is initialized based on the

geographical location of tasks, and the usage habit description in the previous
round. To achieve this step, a task-node similarity metric is defined as follows:

Sim(T,Rg) = −
p∑

i=1

n∑
j=1

dis(i, j)
n

· Cos(D̄Rg,DT ) (16)
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where Cos(x, y) means cosine distance, and D̄Rg represents the average value
of usage habits description values for all tasks in the region, and DT represents
the usage habits description values for task users. If it is the first service period,
then simply make Cos(D̄Rg,DT ) = 1.

Then, generate solutions as pre-elite set that account for 25% of the initial set,
and the integer bits of these solutions determine the allocation of each task to the
region with the best similarity, with the decimal places randomly and uniformly
generated. For each solution, allocation is based on the priority of RSA-resource
node similarity. If a node that a RSA tempts to allocate to is already occupied,
the RSA is allocated to the node with the next highest similarity, until successful
allocation.

Other part of initial set is made of random feasible solutions.

4.4 Elite Set Shifting Mechanism

Moreover, considering that the problem is essentially a linear integer program-
ming problem, and the fluctuation of its fitness value with the change of the
exploration domain is relatively slight, we propose an elite set shifting method
to improve the optimization efficiency during the elite selecting stage:

At more than half of the number of iterations, the elite set shift mechanism
is activated. In order to continuously emphasize the development process in the
middle and late stages of optimization with the saturation of the exploration
process, according to the shifting factor ω, the mean of the elite set is shifted in
the direction of a better solution. The shifting factor a is defined as follows:

ω = 1 − φ · e−( t
Tmax−0.5), t > 0.5 ∗ Tmax (17)

where φ is a scaling factor, could be set in the range of [0.9, 0.95], and t is the
iteration time, while Tmax represents the max iteration time.

After the elite set is derived, an offset mean μo is calculated in place of the
original mean μ. The calculation equation is as follows:

μo =
Nbest∑
i=1

[1 + ω ∗ (
f(xi)∑Nbest

i=1 f(xi)
− 1

Nbest
)] (18)

After that, the offset mean μo and covariance matrix Ct+1 are used for the next
round of sampling generation. This is Equivalent to “shifting” the elite set to a
more optimal solution.

4.5 Steps of Proposed WS-ESS-CMA-ES

Now the solution of modified CMA-ES algorithm could be transformed to the
arrangement of all resource nodes and tasks. Following is the steps of modified
CMA-ES algorithm to solve this problem:

1. Generate pre-elite set using the information from the last service period, and
the combined randomly generated solution forms the initial population.
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2. Calculate the fitness value for each solution. And then get the elite set from
the 25% solutions with best fitness value.

3. Determine whether the number of iterations is more than half of the maximum
number of iterations. If not, the mean and variance of elite set are calculated.
If so, the mean of the offset variance is calculated for elite set.

4. Based on the mean or cheap mean obtained in the previous step, and the
variance, generate the initial population for the next iteration.

5 Experiment Results

The experiment was executed in a personal laptop, utilizing the proposed WS-
ESS-CMA-ES algorithm to solve the load balance problem in IaaS cloud comput-
ing, with resource nodes in different regions and multiple user tasks. And different
problem sizes were considered and tested. All the result values are derived from
the average of 100 times of same experiment cases. In our experiment, PSO-GWO
[20,21], WOA [22], GOA [23] algorithms have been implemented and applied to
the same problem. These algorithms are all excellent swarm intelligence algo-
rithms in recent years, among which the PSO-GWO algorithm combines PSO
and GWO, using two-stage calculations to achieve good early optimization speed
and late convergence ability. WOA and GOA respectively simulate whale preda-
tion and locust migration, with fewer parameters, simple implementation, and
trends to jump out of local optima. We compared the proposed algorithms with
their comprehensive optimization objectives of COST and EQ, considering only
the first round of service period, and conducted repeated comparative experi-
ments on different problem scales. During the experiment, parameters α and ω
were set to 0.5 and 0.95 based on comparison of algorithm performance in pre
experiments, respectively. In addition, we also conducted ablation experiments
on improving warm staring and elite set shifting, which proved their effective-
ness. For algorithms that could not directly handle discrete problems, we will
use a similar method in Sect. 4.2 for continuation processing.

Among the experiment, size represents the number of regions, and the num-
ber of RSAs is set to 5∗size, belonging to 3∗size tasks. The number of resource
nodes is set to 10 ∗ size, belonging to size regions. The quality score of resource
nodes is randomly generated by distribution N(75, 10), and the two bits of the
description set used by users are randomly generated by distribution EXP (100)
and N(0.5, 0.4), respectively. The positions of all resource nodes and request
locations are generated in a square with a center at the origin and a side length
of 5 ∗ size. All regions are divided using recursive random region segmentation,
and all resource nodes are in a certain region. The max iteration count Tmax is
set as 100 ∗ size, and the population size n is set as 10 ∗ size.

Table 1 and Table 2 shows the parameter setting of the proposed modified
CMA-ES algorithm, where constants are represented by values, and variables
are represented by distributions.
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Table 1. Constant parameter settings of ES-WSS-CMA-ES algorithm and problem

Parameter Value

α 0.5
ω 0.95
problem size size = 10, 20, 30

region count size

resource node count 10 ∗ size

task count size

RSA count 5 ∗ size

side length of map 5 ∗ size

max iteration count 100 ∗ size

Table 2. Random variable parameter settings of ES-WSS-CMA-ES algorithm and
problem

Parameter Distribution

quality score of resource node N(75, 10)

access frequent of task EXP (100)

stand time ratio of task N(0.5, 0.4)

The algorithm performance comparison of optimization objective value under
different problem scales is shown in Fig. 3a, Fig. 3b, and Fig. 3c. Figure 3a is the
case of only considering COST , Fig. 3b is the case of only considering EQ, and
Fig. 3c is the case of considering them both (Because the map size is affected by
the problem size size, EQ is normalized by multiplied by size). Figure 3a illus-
trates the comparison of the optimization results of COST , which represents for
the prioritized average access cost. The optimization of COST is a minimization
problem. It can be found that WS-ESS-CMA-ES algorithm has a better average
COST after Tmax iterations, and it is more pronounced when the problem scale
is large. Figure 3b illustrates the comparision of the optimization results of EQ,
which represents for the load region Equilibrium of the cloud computing system.
The optimization of EQ is a maximization problem. In this figure, it can be found
that WS-ESS-CMA-ES algorithm has a better average EQ after Tmax itera-
tions. Figure 3c illustrates the comparision of the optimization results of OBJ ,
which represents for the hybrid of COST and EQ. The optimization of OBJ is
a minimization problem. In conclusion, this figure shows that WS-ESS-CMA-ES
algorithm has a better solution quality than other algorithms.
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Fig. 3. Algorithm performance comparison on optimization objectives. This set of fig-
ures could visually compare the quality of the final solution between the ES-WSS-CMA-
ES algorithm cluster and other SOTA algorithms in a limited number of iterations.

Figure 4a visually illustrates the optimization process of the target value of
the case of size = 10. It can be found that the curve of WS-ESS-CMA-ES
algorithm is lower and smoother, which indicates that the WS-ESS-CMA-ES
algorithm is more efficiency and less sensitive to iteration count.

Fig. 4. Algorithm performance comparison on iteration process. This set of figures can
demonstrate the influence of the WS method and the ESS mechanism on the iteration
process.
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The results of our ablation experiment on improvements warm starting and
elite set shifting in different problem sizes during 20 service period are shown in
Fig. 3d. To demonstrate the assumed similarity of task characteristics between
different service cycles, There is 25% probability of RSA having attributes that
are very similar to the previous stage when generating it. The method using
only warm starting is recorded as WS-CMA-ES, the method using only elite set
shifting is recorded as ESS-CMA-ES, and the method using both is WS-ESS-
CMA-ES. From the data in the figure, it can be found that both improvements
are effective.

Furthermore, to illustrate the influence on iteration process of these improve-
ments, the iteration process of these four types of algorithms under case of
size = 10 is recorded in Fig. 4b. It can be seen that the WS method improves
the early performance of the algorithm, while the ESS mechanism improves the
convergence speed of the algorithm in the middle and later stages. Overall, algo-
rithms with WS method have better optimization speed in the early stages, while
algorithms with ESS mechanism generally achieve better final results. And these
two improvements are not conflicting with each other.

6 Conclusion and Future Work

6.1 Conclusion

In this work, we defined and modeled the load balance problem in cloud comput-
ing resource allocation, taking into account information from three dimensions:
geographic latitude and longitude, and historical service cycles. The problem
resulting from modeling can be seen as a discrete problem of integer program-
ming. The proposed WS-ESS-CMA-ES algorithm can effectively solve the above
problems, and experimental results show that compared to other classic algo-
rithms, such as genetic algorithm, particle swarm optimization, gray wolf opti-
mization algorithm, etc., our proposed algorithm has better performance and
optimization efficiency and the improvements of warm starting and elite set
shifting are effective.

6.2 Future Work

Although our method can effectively solve the aforementioned modeled prob-
lems, it also has the following drawbacks: it does not dynamically adjust the
distribution space of continuous values based on real information during the
optimization process, and does not consider establishing a unified framework to
meet scalability requirements and the resulting changes in resource nodes. In
future work, making up for these two drawbacks is a good research direction.
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Abstract. Nowadays, artificial intelligence-based tasks are imposing
increasing demands on computation resources and energy consumption.
Unmanned aerial vehicles (UAVs) are widely utilized in mobile edge com-
puting (MEC) due to maneuverability and integration of MEC servers,
providing computation assistance to ground terminals (GTs). The task
offloading process from GTs to UAVs in UAV-enabled MEC faces chal-
lenges such as workload imbalance among UAVs due to uneven GT distri-
bution and conflicts arising from the increasing number of GTs and lim-
ited communication resources. Additionally, the dynamic nature of com-
munication networks and workload needs to be considered. To address
these challenges, this paper proposes a Multi-Agent Deep Deterministic
Policy Gradient based distributed offloading method, named DMARL,
treating each GT as an independent decision-maker responsible for deter-
mining task offloading strategies and transmission power. Furthermore,
a UAV-enabled MEC with Non-Orthogonal Multiple Access architecture
is introduced, incorporating task computation and transmission queue
models. In addition, a differential reward function that considers both
system-level rewards and individual rewards for each GT is designed.
Simulation experiments conducted in three different scenarios demon-
strate that the proposed method exhibits superior performance in bal-
ancing latency and energy consumption.
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1 Introduction

The rapid development of artificial intelligence(AI) has led to the emergence of
numerous applications with high computational demands and stringent latency
requirements. These applications span various domains, including intelligent
surveillance, virtual reality, and autonomous driving [1,2]. However, the com-
putational resources and energy provisioning of ground terminals (GTs) are
insufficient to meet the increased demands posed by these tasks. Mobile Edge
Computing (MEC) has emerged as a new paradigm to tackle this challenge. By
deploying MEC servers in close proximity to GTs, tasks can be offloaded from
GTs to MEC servers using wireless links [3]. This offloading process helps to
reduce the computation latency and energy consumption of resource-constrained
GTs [4].

With the advancement of unmanned aerial vehicle (UAV) technology, UAVs
can be equipped with MEC servers to provide efficient task offloading services
for GTs, leveraging the flexibility of UAVs [5,6]. However, the discrepancy in the
number of GTs covered by each UAV leads to an imbalance in workload distribu-
tion, resulting in increased computation latency for tasks in densely populated
user areas. To mitigate the computational load in high-density user areas, a Fly
Ad-hoc Network (FANET) can be utilized to connect multiple UAVs and form
an edge service cluster, enabling task offloading among UAVs [7]. Furthermore,
existing AI-based tasks can often be partitioned to enable parallel computation
across multiple computing nodes, facilitating the parallel execution of tasks [8].
In addition, due to the need for GTs to offload tasks through wireless links, tra-
ditional orthogonal multiple access (OMA) techniques allocate mutually exclu-
sive radio spectrum resources to each GT [9,10]. By applying Non-Orthogonal
Multiple Access (NOMA) technology to UAV systems, multiple GTs can share
the same spectrum resources, thereby improving spectrum efficiency and further
enhancing transmission rates [11].

The challenges addressed in the context of UAV-enabled MEC with NOMA as
follows. Firstly, the dynamic nature of server computing resources and the divis-
ibility of GTs’ tasks need to be considered to determine the optimal offloading
strategy based on task size, computational density, and server resource availabil-
ity [12]. Secondly, the complexity of the communication environment, particu-
larly in the context of NOMA, requires GTs to consider both the distance to
the UAV and the interference caused by other GTs during task offloading [13].
Thirdly, there is inherent uncertainty in the environment, where each GT only
observes its own information and remains unaware of the information from other
GTs [14]. Moreover, employing centralized decision-making based on reinforce-
ment learning for multiple GTs may encounter challenges attributed to the high
dimensionality of the action space, resulting in convergence difficulties.

Based on the aforementioned motivations, this paper considers each GT as
an independent decision-maker and investigates the decisions regarding trans-
mission power and offloading ratio to jointly optimize latency and energy con-
sumption. The main contributions are summarized as follows:
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– In the UAV-enabled MEC with NOMA, the dynamic nature of computing
resources and transmission rates is taken into account, targeting tasks that are
divisible and exhibit different characteristics (e.g., delay-sensitive or energy-
sensitive). The system is modeled based on a queuing model, and a distributed
method is employed, treating each GT as an independent decision-maker.

– This paper introduces a distributed method called DMARL based on MAD-
DPG. By designing a decision reward function based on different reward
schemes, the method achieves more stable convergence and effectively reduces
cost expenses for GT.

– We conduct simulation experiments and compared our proposed method with
the baseline experiment. The results demonstrate that our method effectively
balances latency and energy consumption across different scenarios, show-
casing a greater adaptability to diverse scenarios compared to the baseline
experiment.

2 Related Works

In this chapter, we will review the research work related to UAV-enabled MEC,
as well as the research on the application of NOMA in the MEC environment.
Furthermore, we will introduce the relevant research on distributed algorithms
with GTs as decision-makers.

UAV-enabled MEC has garnered significant attention in existing research.
Zhao et al. [15] investigated the utilization of UAVs as auxiliary edge cloud nodes
to facilitate task offloading for GTs. By employing multi-agent reinforcement
learning (MARL) techniques to jointly optimize UAV trajectory, task allocation,
and UAV transmission power control, their objective is to minimize GT latency
and energy consumption. Faraci et al. [7] proposed a reinforcement learning-
based system controller that utilizes UAVs equipped with MEC servers to extend
5G network slicing. Their approach manages computation resources and task
allocation on UAVs to minimize UAV power consumption and GT latency. Qi et
al. [5] focused on addressing the high demand for task processing by clustering
multiple UAVs with MEC servers. By introducing a twofold computing offloading
mechanism based on the alternating direction method of multipliers (ADMM)
and Lyapunov optimization, their goal is to maximize system energy efficiency.

In the context of existing research, the combination of MEC and NOMA has
been extensively explored. In [11,16], NOMA is introduced into UAV-enabled
edge computing, and both studies utilize convex optimization theory to address
different scenarios. A method based on successive convex approximation (SCA)
and quadratic approximation was proposed by [11] to decompose the offloading
problem into sub-problems of power allocation, resource allocation, and trajec-
tory planning. This approach effectively reduces system energy consumption. the
UAV is employed as a relay node between user base stations, and the problem
is transformed into sub-problems of trajectory planning, power allocation, and
user scheduling using SCA in [16]. This method efficiently reduces UAV energy
consumption while improving user quality of service (QoS).
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The research on distributed algorithms with GTs as decision-makers has been
extensively explored in existing studies. Tang et al. [14] investigated the sce-
nario where each GT only observes local information. By enabling each GT to
autonomously make offloading decisions using the conventional Deep Q-Network
(DQN) algorithm, the aim was to reduce the average latency for users. Xu
et al. [17] focused on achieving a vehicle-mounted networked physical system
through collaborative sensing and heterogeneous information fusion by vehicles.
The study employed a MARL approach to optimize the decision-making process
of information acquisition frequency and priority for each vehicle in an unknown
dynamic environment. In Air-Ground Integrated Edge Computing Systems, the
task offloading between GTs is modeled as a stochastic game, enabling termi-
nals to optimize their own decisions in unknown dynamic environments, thereby
improving the average system performance [18].

However, in the context of UAV-assisted MEC, there is limited research
focusing on the perspective of GTs while simultaneously considering the NOMA
communication environment and the collaborative offloading scenario involving
multiple UAVs. In specific scenarios, the absence of information sharing among
GTs, coupled with the complexity posed by the extensive action space dimen-
sions associated with reinforcement learning approaches, makes the application
of centralized algorithms for decision-making a challenging endeavor. To address
these issues, this paper proposes a distributed method based on MARL, aiming
to mitigate the latency and energy consumption of GT tasks.

3 System Architecture

In the scenario illustrated in Fig. 1, UAVs equipped with MEC servers provide
services to GTs, without the inclusion of ground-based MEC servers. To maintain
brevity, the abbreviation UAV will be used to denote UAV-enabled MEC. The
scenario comprises Nuav UAVs and Ngt GTs, denoted as U and G, respectively.
UAVs fly at a fixed altitude, and the total service time T is divided into Nt

time slots of duration δ = T/Nt. Each GT maintains local computation and
communication queues and makes real-time decisions to enqueue tasks in these
queues. GTs utilize NOMA to offload tasks from the communication queue to
the UAVs. The primary notations are summarized in Table 1.

3.1 Communication Model

In this section, we will introduce the communication model between GTs and
UAVs. The NOMA-based air-to-ground (A2G) transmission model is employed,
allowing GTs to share the same channel and serving multiple GTs simultane-
ously on the same channel. The channel model for A2G communication adopts
a probabilistic path loss model that includes line-of-sight (LoS) and non-line-of-
sight (NLoS) links. The path loss between UAV u and GT g on these links can
be calculated using the following formula:

Lξ
u,g(t) = ηξ(

4πdu,g(t)fc

c
)α, ξ ∈ {LoS,NLoS} (1)
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Fig. 1. UAV-enabled MEC with NOMA architecture

where fc represents the carrier frequency, c represents the speed of light, α
represents the path loss exponent, and ηLoS and ηNLoS represent the average
additional path loss for LoS and NLoS links, respectively.

The probability of LoS connection between the UAV u and GT g can be
calculated using the following formula:

PLoS
u,g (t) =

1
1 + �1exp(−�2(θu,g − �1))

(2)

where �1 and �2 are constants depending on the actual environment, and θu,g

is the elevation angle between the UAV u and the GT g. The probability of NLoS
is given by PNLoS

u,g (t) = 1− PLoS
u,g (t). the signal gain hu,g(t) between the UAV u

and the GT g under both LoS and NLoS conditions at time t, is related to the
average path loss Lu,g(t), and it is obtained using the following formula:

hu,g(t) =
1

Lu,g(t)
=

1
PLoS

u,g (t)LLoS
u,g (t) + PNLoS

u,g (t)LNLoS
u,g (t)

(3)

Due to potential variations in GT positions and the dynamic nature of
UAV positions information, the communication between UAVs and GTs exhibits
dynamic characteristics. In the NOMA-based A2G scenario, the set of GTs served
by the UAV at time t is denoted as Au(t). Additionally, it is assumed that UAVs
utilize mutually orthogonal frequency bands, ensuring that GTs served by the
same UAV are subjected solely to intra-cell interference. When the GT requires
task offloading to the UAV, the SIC receiver at the UAV, based on the vary-
ing channel gains hu,g(t) from GTs, arranges hu,g(t) in an ordered manner. The
term ru(g) is employed to represent the k-th strongest rank of the channel gain
hu,g(t) of GT g within the set Au(t). The SIC receiver interprets signals based on
ru(g), initially decoding the signal from the strongest user. During the decoding
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process, this user’s signal is subjected to interference from signals of other users.
After decoding the strongest signal, decoding proceeds in accordance with the
order determined by ru(g) for the remaining signals. As a result, the intra-cell
interference for GT g can be computed using the subsequent formula:

Iintra
u,g (t) =

∑

g′∈G

1(ru(g′) < ru(g))hu,ru(g′)(t)pu,ru(g′)(t) (4)

where pu,g(t) represents the power allocated to GT g when sending signals to
UAV u at time t.

Therefore, the maximum achievable transmission rate for the GT g at time
t, offloaded to UAV u, can be expressed as:

Ru,g(t) = Wlog

(
1 +

hu,g(t)pu,g(t)
Iintra
u,g (t) + WN0

)
(5)

where W represents the bandwidth allocated to each GT, and N0 denotes the
power of the additive white Gaussian noise (AWGN).

Table 1. Summary of primary notations

Notions Description Notions Description

U/G/T Set to index difference
GTs/UAVs/time slots

Nuav/Ngt/Nt Number of
GTs/UAVs/time slots

δ Duration of each time slot Lu,g Path loss
PLos
u,g Probability of LoS

connection
hu,g Signal gain

Iintra
u,g Intra-cell interference Ru,g Transmission rate

Qcom Set to index different GT
local computation queue

Φloc
g Task delay

Qtran Set to index different GT
local transmission queue

Eloc
g Task energy

consumption
Φtran
g (t) Transmission delay of the

task generated by GT g at
time t

pu,g upload power

λ Task generation probability sg Task of data size
K Set to index difference tasks

generated by GT g
cg Task of required cycles

per bit
φfintran
g (t) Completion time of task

transmission
Etran

g Energy consumption of
offloading task

Qmec
u Set to index all GTs

computation queue in UAV u
Mu Set to different active

GTs in UAV u
xu
g Proportion of tasks offloaded

by GT g to UAV u
Au Set to different GTs

serverd by UAV u
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3.2 Task Computation Model

We assume that GTs generate tasks randomly with a probability λ ∈ [0, 1] in each
time slot. Specifically, we use ζg(t) ∈ {0, 1} to indicate whether GT generates a
task at time t. If the GT generates a task at time t, then ζg(t) = 1; otherwise,
ζg(t) = 0. Each task kg(t) = (sg(t), cg(t)) is characterized by a tuple consisting
of the task size sg(t) and the required CPU cycles per bit cg(t). The set of tasks
generated by GTs at time t is denoted as K(t) := {k1(t), k2(t), . . . , k|G|(t)}.

Local Computation Queue Model. Each GT is equipped with a local compu-
tation queue, represented by the set Qcom(t) = {Qcom

1 (t), Qcom
2 (t), . . . , Qcom

|G| (t)}.
At each time slot, GTs make real-time decisions on the local task computation
ratio xloc

g (t), resulting in the local computation task size sloc
g (t) = xloc

g (t) · sg(t).
Additionally, the total number of cycles required for computation is given by
cloc
g (t) = sloc

g (t) · cg(t). Consequently, the length of the local computation queue
at each time slot can be expressed as:

Qcom(t) = {Qcom
g (t − 1) + cloc

g (t)|g ∈ G} (6)

We assume a first-in-first-out (FIFO) mode for the local computation queue
Qcom

g (t), allowing only one task to be processed at a time. GTs have real-time
awareness of the length of their local queue. Therefore, the task delay and energy
consumption incurred at time slot t can be determined as follows:

Φloc
g (t) =

∣∣Qcom
g (t)

∣∣
ωg

(7)

Eloc
g (t) = kcloc

g (t)(ωg)
3 (8)

where ωg represents the computational capacity of GT g, and k is a constant. At
the end of a time slot, the processed data is removed from the local computation
queue, updating Qcom

g (t) = max{0, Qcom
g (t) − ωg}.

Transmission Queue Model. Similar to the local computation queue model,
the transmission queue is represented by the set Qtran(t), which contains the
partial tasks that need to be offloaded from the GT to the UAV for processing.
The UAV service provider can send information about the UAVs currently pro-
viding services in the service area to the GTs, allowing them to know the set
of UAVs available for task offloading. The GT establishes a communication link
with the nearest UAV, enabling the offloading of tasks to the MEC through the
established communication link with UAV u. We use Qpretran

g (t) to represent the
queue status before adding tasks to the transmission queue at time t. The total
amount of data that GT g needs to offload at time t is soff

g (t) = (1−xloc
g ) ·sg(t).

These task data will be added to the transmission queue Qtran
g . Therefore, the

length of the transmission queue can be expressed as:

Qtran
g (t) = Qtran

g (t − 1) + soff
g (t) (9)
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Considering the dynamic communication environment and the varying data
requirements of real-time tasks, GTs need to make real-time decisions on the
optimal upload power pu,g(t) to meet the task’s transmission requirements. How-
ever, unlike the local computing queue, the transmission delay of tasks cannot be
directly obtained at time t. We use φfintran

g (t) to represent the completion time
of task transmission and φtran

g (t) to represent the time when the front task in the
transmission queue is generated at time t, in order to update the transmission
delay at each time. Therefore, the transmission delay of the task generated by
GT g at time t can be obtained using the following formula:

Φtran
g (t′) = φfintran

g (t′) − φtran
g (t′), t′ ∈ [φtran

g , t] (10)

when soff
g (t) ≤ Ru,g(t) and Qpretran

g (t) = 0, it indicates that the task at the
front of the transmission queue Qtran

g is generated at the current time t, i.e.,
φtran

g (t) = t. In this case, the completion time φfintran
g of the task’s trans-

mission can be computed as φfintran
g (t) = soff

g (t)

Ru,g(t)
+ t. If soff

g (t) > Ru,g(t), it
implies that the current transmission rate cannot complete the task within |t|
time. Hence, the transmission delay of the task generated at the current time is
φfintran

g (t) = |t|+ t. If Qpretran
g (t) > 0, the transmission of the task generated at

time φtran
g (t) must be completed before processing subsequent tasks. For the task

generated at time φtran
g (t), if the remaining data size soff

g (φtran
g (t)) > Ru,g(t),

it indicates that the tasks generated in the time t′ ∈ [φtran
g (t), t] need to wait.

Consequently, φfintran
g (t′) = φfintran

g (t′) + |t|. When soff
g (φtran

g (t)) ≤ Ru,g(t),
it signifies that the task generated at time φtran

g (t) has already completed its

transmission, specifically φfintran
g (t′) = φfintran

g (t′) + soff
g (t′)

Ru,g(t)
, where t′ = φtran

g .
Then, it can be determined whether the remaining transmission rate satisfies
the unloading transmission of the task generated at time φtran

g (t) + |t|.
The energy consumption of offloading tasks can be calculated using the fol-

lowing formula:

Etran
g (t) =

{
pu,g(t), Qtran

g (t) > 0
0, otherwise

(11)

where Etran
g (t) represents the energy consumed by GT g for offloading tasks

at time t. If the communication queue Qtran
g (t) contains tasks, the energy con-

sumption is equal to the transmission power pu,g(t). Otherwise, when the queue
is empty, no energy is consumed.

UAV Computation Queue Model. When the GT offloads tasks from the
transmission queue to the currently established communication link with UAV
u, the tasks can be further relayed to neighboring operational UAVs via UAV u.
Each UAV pre-assigns a computation queue for each GT in the region, denoted as
Qmec

u (t) = {Qmec
u,1 (t), Qmec

u,2 (t), . . . , Qmec
u,|G|(t)}, which represents the computation

queue set of all GTs in UAV u. The proportion of tasks offloaded by GT g to
each UAV u at time t is denoted as xoff

g (t) = {x1
g(t), ..., x

|U|
g (t)}. Therefore,



Energy-Efficient Task Offloading in UAV-Enabled MEC 71

the task size offloaded to UAV u at time t is doffmec
u,g (t) = xu

g (t) · sg(t), and
the computation size is coffmec

u,g (t) = doffmec
u,g (t) · cg(t). cremain

u,g (t) represents the
remaining computation size of the tasks generated at time t in the computation
queue of UAV u, initialized as coffmec

u,g (t), which is used to indicate whether the
tasks have been completed. The time at which the tasks, after completing the
local transmission, arrive at UAV g is φarr

u,g (t) =
⌈
t + φtran

g (t)
⌉
, where �� denotes

the ceiling function. In this context, we assume that UAVs communicate with
each other using a FANET with extremely high bandwidth, and we neglect the
transmission delay between UAVs. Thus, the length of Qmec

u,g (t) at time t can be
computed using the following formula:

Qmec
u,g (t) = Qmec

u,g (t − 1) +
∑

t′∈[0,t]

(t = φtran
g (t′))coffmec

u,g (t′) (12)

UAVs support parallel processing of multiple tasks and allocate computing
resources evenly based on the number of active queues in UAV u. If there are
pending tasks in Qmec

u,g (t), the UAV needs to allocate computing resources for GT
g. We denote the set of active GTs at time t as Mu(t). The calculation formula
is as follows:

Mu(t) = {g| ∣∣Qmec
u,g (t)

∣∣ > 0 , g ∈ G , u ∈ U} (13)

Similar to the calculation of transmission delay Φtran
g (t), the calculation of

Φmec
u,g (t) takes into account the remaining computation coffmec

u,g (t) of the task
offloaded to UAV u at time t′ and the computation received by the GT at
time t. Only when cremain

u,g (t′) = 0, indicating that UAV has completed the task
offloaded at time t′, can the specific time of offloading to the UAV be determined.
In this paper, we focus on the energy consumption of the GT and do not consider
the computational energy consumption of the UAV.

3.3 Problem Formulation

The task generated by GT sg(t) ∈ S(t) can be divided into three parts: the
local computation delay Φloc

g (t) at the GT, the time required to migrate the
task over the wireless channel to the UAV Φtran

g (t), and the time required for
task computation on the MEC server Φmec

u,g (t). Therefore, the total latency of the
tasks generated by GT g at each time step can be calculated using the following
formula:

Φg(t′) =

⎧
⎪⎪⎨

⎪⎪⎩

max{Φtran
g (t′) + max

u∈U
{Φmec

u,g (t′)},

Φloc
g (t′)}, |U | = ∑

u∈U

1(cremain
u,g (t′) = 0)

Φg(t′) + |t| , otherwise

(14)

where t′ ∈ [min
u∈U

φmec
u,g (t), t], when all UAVs have completed the tasks generated

at time t′, we can calculate the specific delay of the tasks generated at time t′.
We use Ng(t) to denote the number of completed tasks until the current time t,
and Ng(t) is updated whenever a task is completed. Otherwise, the delay of the
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tasks at this moment will increase by one time slot. Therefore, the total delay
of the tasks generated by GT g up to the current time t can be calculated using
the following formula:

Φsum
g (t) =

∑

t′∈[0,t]

Φg(t′) (15)

In addition, the total energy consumption of the tasks considers the energy
consumed by the GT during local computation, denoted as Eloc

g (t), and the
energy consumed during the task offloading transmission, denoted as Etran

g (t).
Since the local computation delay can be directly obtained at time t, the local
computation energy consumption Eloc

g (t) can be directly calculated. Therefore,
the total energy consumption of GT g up to the current time t can be obtained
using the following formula:

Esum
g (t) =

∑

t′∈[0,t]

Eloc
g (t′) +

∑

t′∈[0,t]

Etran
g (t′) (16)

Furthermore, the total delay and energy consumption of the tasks generated
by GT g are considered as the system cost. It can be represented by the following
equation:

Ug(t) = ωdΦ
sum
g (t) + ωeE

sum
g (t) (17)

where ωd and ωe represent the weighting factors of delay and energy consumption
in the system cost, respectively.

The objective of this study is to jointly optimize the GT’s offloading deci-
sions X = {xloc

g (t), xoff
g (t)|∀g ∈ G,∀t ∈ T} and power allocation decisions

P = {pg(t)|∀g ∈ G,∀t ∈ T} on UAV-enabled MEC in the NOMA environment,
aiming to minimize the system cost for all GTs. The optimization problem can
be formulated as follows:

min
X,P

∑
∀g∈G

Ug(t)

s.t.C1 : pg ∈ [0, pmax],
C2 : xloc

g (t) ∈ [0, 1],
C3 : xu

g (t) ∈ [0, 1],
C4 : xloc

g (t) +
∑

u∈U

xu
g (t) = 1

(18)

4 Proposed Solution

In this chapter, we employ a distributed algorithmic approach where each GT
is considered as an independent decision maker. Specifically, we reframe the
task offloading problem for GTs as a multi-agent extension of Markov Decision
Processes (MDPs) and propose a method based on the MADDPG algorithm to
solve these MDPs.
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4.1 Problem Transformation

We have transformed the aforementioned problem into a partially observable
Markov game for all GTs, denoted by g ∈ G. The system state is defined as
s, while o := {o1, o2, ..., o|G|} represents the observation set for each GT, with
each subset o containing a partial observation of the current state s. Similarly,
a := {a1, a2, ..., a|G|} denotes the action set for each GT. Each GT g determines
its action based on its observed information og using the policy πg : og → ag.

Observation Space: The local observation information for each GT g at time
t can be represented as:

ot
g = {∣∣Qcom

g (t)
∣∣ ,

∣∣Qtran
g (t)

∣∣ , hg(t), sg(t),M(t − 1)} (19)

where
∣∣Qcom

g (t)
∣∣ denotes the length of the local computing queue at GT g at

time t,
∣∣Qtran

g (t)
∣∣ represents the length of the transmission queue at time t, hg(t)

indicates the channel gain of GT g at time t, sg(t) represents the size of the task
generated at time t, and M(t− 1) = {|M1(t − 1)| , |M2(t − 1)| , ..., ∣∣M|U|(t − 1)

∣∣}
represents the set of active queue sizes among all UAVs in the previous time slot.
We assume that each UAV sends the number of active GTs in its queue to all
GTs at the end of each time slot. Therefore, the observation information of each
gt includes the information about the number of active GTs in the previous time
slot M(t − 1).

Action Space: The action space of each GT encompasses the decisions regard-
ing task offloading and power allocation and can be represented by the following
equation:

at
g = {xloc

g (t), xoff
g (t), pg(t)} (20)

where, xloc
g (t) and xoff

g (t) respectively denote the proportions of tasks generated
at time t that are executed locally at the GT and offloaded for computation on
unmanned aerial vehicles (UAVs). pg(t) represents the power allocation used by
the GT for offloading tasks. All of these actions belong to continuous sets.

Reward: In each time slot t, based on the observation information og(t) and
policy πg of each GT g, the system generates a reward value r(t) : O × A → R.
The system’s reward can be calculated using the following formula:

r(t) = −(ωd

∑

g∈G

Φsum
g (t)
Ng(t)

+ ωe

∑

g∈G

Esum
g (t)
Ng(t)

) (21)

The system reward is based on the computation of the total task completion time
and total energy consumption of all GTs at the current time t, divided by the
number of completed tasks. Furthermore, the reward of GT g can be computed
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by subtracting the reward obtained by excluding GT g from the system’s reward,
as follows:

rg(t) = r(t) − r−g(t) (22)

where r−g(t) represents the reward value obtained by excluding GT g. The set
of different rewards for GTs is denoted as rG(t) = {r1(t), r2(t), ..., r|G|(t)}.

Fig. 2. framework of the proposed algorithm

4.2 MADDPG-Based Algorithm

Based on the framework diagram shown in Fig. 2, we employ the MADDPG-
based algorithm to address the partially observable Markov game involving |G|
GTs. Each GT independently executes its own DDPG algorithm, which consists
of an Actor and a Critic component. The Actor of each agent g learns a policy
function μg through a neural network, enabling it to select actions based on
observed values og at each time slot. The Critic, on the other hand, learns a
state-action function through another neural network, allowing it to evaluate
the value of the current state-action pair. Since the system reward depends on
the actions of all agents, the Critic for agent g takes as input the actions of
other agents, the current agent’s observation, and its own action, represented as
{a1, a2, ..., a|G|, og}. Each Actor and Critic has two instances of neural networks:
a local network that is updated based on the current parameters, and a target
network that is updated based on the local network parameters. Each agent g
has a local network with parameters θQ

g and θμ
g for the Actor and Critic, and

target network parameters θQ′
g and θμ′

g . Additionally, since DDPG is an offline
algorithm, it employs an experience replay mechanism. We use a replay buffer
B of size Br to store the transition data. During the training phase, each agent
g randomly samples mini-batches of size Bt from the replay buffer, denoted as
(oi:i+Bt

g , ai:i+Bt
g , ri:i+Bt

g , oi′:i′+Bt
g ). Here, oi

g represents the observation obtained
by agent g from the i-th transition, and oi′

g represents the observation after agent
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g takes action ai
g. By utilizing these transition data, agent g can perform learning

and optimization. The procedure of our proposed MADDPG-based solution is
illustrated in Algorithm 1.

Algorithm 1: DMARL

1 Initialize actor networks (θμ
g , θμ′

g ) and critic networks (θQ
g , θQ′

g ) for each
GT g;

2 Initialize replay buffer B for each GT g;
3 foreach episode do
4 Receive initial system state s(0);
5 foreach step t in T do
6 foreach GT g in G do
7 Receive local observation og(t);
8 Select action ag(t) = μg(og(t));
9 end

10 Execute a(t) = {a1(t), a2(t), ..., a|G|};
11 Receive system reward r(t);
12 Obtain new system state s′(t) and observation o′(t);
13 foreach GT g in G do
14 Compute individual rewards rg(t) based on Eq. (22);
15 Store (og(t), ag(t), rg(t), o

′
g(t)) into its replay buffer;

16 end
17 end
18 foreach GT g in G do
19 Sample Br transitions randomly from its own replay buffer B;
20 Update (θμ

g , θQ
g );

21 end
22 Update (θμ′

g , θQ′
g );

23 end

The loss function for the local critic network of each agent g can be computed
using the following equation:

L(θQ
g ) =

1
Bt

Bt∑

i=0

(QTarget
g − QLocal

g (oi
g, a

i
G|θQ

g ))2 (23)

where QTarget
g represents the state-action function computed by the target net-

work of the critic, given by QTarget
g = ri

g + τQTarget
g (oi′

g , ai′
G|θTarget

g ). Each agent
g determines its policy based on its own observations, and the local actor’s
network parameters are updated by maximizing the state-action function. The
objective function of the actor network can be expressed as:

J(θμ
g ) =

1
Bt

Bt∑

i=0

Qg((oi
g, ag)|ag = μg(oi

g)) (24)
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Since the decision actions of each agent are continuous, the policy function μg

is also continuous, allowing the use of policy gradient methods to update the
parameters θμ

g by computing the direction of ∇θµ
g
J(θμ

g ). In updating the local
network parameters, we employ a soft update approach. Specifically, the actor
and critic target networks θQ′

g and θμ′
g are updated using the following equations:

θQ′
g = εθQ

g + (1 − ε)θQ′
g (25)

θμ′
g = εθμ

g + (1 − ε)θμ′
g (26)

where ε is a tunable parameter with ε 	 1.

5 Performance Evaluation

In this chapter, we validate our proposed method through simulation experi-
ments. The experimental environment is built using Python 3.9 and PyTorch
1.11. We consider a scenario with 10 GTs and 2 UAVs. The simulation experi-
ments are conducted on a computer running Win11, equipped with an i7-12700H
processor, 32 GB of memory, and an NVIDIA RTX 3070 GPU. Both the Actor
and Critic networks are constructed using fully connected layers. The Critic net-
work consists of two fully connected hidden layers with neuron counts of [256,
128], while the Actor network has two fully connected hidden layers with neuron
counts of [64, 32]. The main experimental environment parameters are provided
in Table 2 for detailed reference.

Table 2. Experimental Environment Parameters

Parameters Value Parameters Value

Length of area 200 m Task of data size [1,20] MB

Number of CPU cycles per bit 500 UAV bandwidth (W) 20 MHz

Effective switched capacitance (k) 10−27 Task request rate (λ) 0.6

Computation capability of UAV (ωu) 3 GHz Height of UAV u 50 m

Computation capability of GT (ωg) 10 GHz Coverage of UAV u 100 m

Maximum transmit power of GT (pg) 0.1 Length of time slot (δ) 1 s

To validate the performance of our proposed algorithm, we compared it with
the following benchmark methods:

– Local execution(Local): Each GT performs all tasks locally without offload-
ing, resulting in no upload power consumption and only considering local
computing energy consumption.

– Random execution(Random): Each GT randomly selects the ratio of local
processing and offloading, as well as the upload power.

– CCDDPG [19]: The central controller, assuming complete knowledge of all
user information, utilizes the DDPG algorithm to determine the ratio of local
processing, offloading, and upload power for each GT.
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We have predefined three sets of weights (ωd, ωe) to represent the impor-
tance of delay and energy consumption in different scenarios. The first scenario,
referred to as Scenario 1, focuses on energy-sensitive tasks with weights set as
(2, 8). The second scenario, referred to as Scenario 2, addresses general situa-
tions and aims to balance the importance of delay and energy consumption with
weights set as (5, 5). The third scenario, referred to as Scenario 3, emphasizes
delay-sensitive tasks with weights set as (8, 2). We compared the convergence of
the DMARL method and baseline experiments across these three scenarios. Fur-
thermore, we evaluated and analyzed the delay, energy consumption, and final
reward values per episode by comparing the trained models with the baseline
experiments in these three different scenarios.

According to the results shown in Fig. 3, we compared the convergence of
our proposed algorithm with Random and CCDDPG algorithms for three dif-
ferent scenarios. Since the three scenarios have different weights, the reward
functions also differ for each scenario. In the first scenario, it can be observed
that our proposed DMARL algorithm reaches convergence after approximately
300 iterations, indicating that each GT can learn the optimal policy from the
rewards in this scenario. In the second scenario, the rewards of our algorithm
consistently increase and stabilize to a suboptimal solution between 1000 and
2000 rounds, and then gradually increase again, exploring towards the optimal
solution after 2000 rounds. In the third scenario, the algorithm gradually con-
verges after around 1300 rounds, experiences a decline at 2700 rounds, and then
gradually improves. In response to the abrupt fluctuations observed in the third
scenario, it is noteworthy that when the agent takes actions in certain states,
the corresponding reward function fails to effectively capture the quality of those
actions. This discrepancy can lead to the agent learning erroneous behaviors.
Additionally, the potential cause of sudden fluctuations can be attributed to the
relatively high learning rate employed during the experiments. However, when
compared with the CCDDPG approach across the three scenarios, the utiliza-
tion of centralized decision-making in CCDDPG results in a larger action space
dimension. Consequently, the rewards achieved in these scenarios do not surpass
the performance of our proposed method.

Fig. 3. convergence comparison
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According to Fig. 4, we compared the performance of our trained model with
the baseline experiment using three metrics: average latency, average energy
consumption, and average reward per episode. In Scenario 1, which focuses on
energy-sensitive tasks, our proposed algorithm effectively reduces latency and
incurs only a 0.01 higher energy consumption compared to Local. Due to the
higher weight on energy consumption in Scenario 1, the average reward per
episode for Local is lower, but our algorithm still outperforms it. In Scenario
2, where the weight on latency and energy consumption is balanced (5:5), our
algorithm significantly reduces latency but consumes more energy compared to
Local. However, compared to CCDDPG, our algorithm improves both latency
and energy consumption, and it achieves the lowest average reward per episode.
In Scenario 3, our algorithm prioritizes lower latency at the expense of increased
energy consumption, resulting in lower latency and lower average reward per
episode compared to CCDDPG. Based on these scenarios, we observe that in
Scenario 1, GTs tend to choose local execution to achieve lower energy consump-
tion. In Scenario 2, GTs offload more tasks to UAVs to further reduce latency.
In Scenario 3, GTs are willing to consume more energy in exchange for lower
latency, given the lower weight on energy consumption.

Fig. 4. performance comparison under difference metrics: (a) Average Delay;(b) Aver-
age Energy Consumption;(c) Average Reward per Episode

6 Conclusion

In this paper, we focus on the transmission power and computation offloading
problem in UAV-enabled MEC with NOMA. We employ a MADDPG-based
algorithm that enables each GTs to make decisions based on its own observed
information. Additionally, we design different reward values for each GT, includ-
ing system-level rewards and individual rewards. We conduct experiments in
three different scenarios, and the results demonstrate the favorable performance
of our proposed algorithm in terms of latency and energy consumption.



Energy-Efficient Task Offloading in UAV-Enabled MEC 79

Acknowledgements. This work was supported in part by the Major Research plan
of the National Natural Science Foundation of China under Grant (No. 92267104),
National Natural Science Foundation of China under Grant (No. 62372242), Natural
Science Foundation of Jiangsu Province of China under Grant (No. BK20211284), and
Financial and Science Technology Plan Project of Xinjiang Production and Construc-
tion Corps under Grant (No. 2020DB005).

References

1. Xu, X., Tang, S., Qi, L., Zhou, X., Dai, F., Dou, W.: Cnn partitioning and offloading
for vehicular edge networks in web3. IEEE Commun. Mag., 1–7 (2023)

2. Du, Z., Zheng, J., Yu, H., Kong, L., Chen, G.: A unified congestion control frame-
work for diverse application preferences and network conditions. In: Proceedings
of the 17th International Conference on emerging Networking Experiments and
Technologies, pp. 282–296 (2021)

3. Yuben, Q., et al.: Service provisioning for uav-enabled mobile edge computing.
IEEE J. Sel. Areas Commun. 39(11), 3287–3305 (2021)

4. Mukherjee, M., Kumar, V., Lat, A., Guo, M., Matam, R., Lv, Y.: Distributed deep
learning-based task offloading for uav-enabled mobile edge computing. In: IEEE
INFOCOM 2020 - IEEE Conference on Computer Communications Workshops
(INFOCOM WKSHPS). IEEE (2020)

5. Qi, X., Chong, J., Zhang, Q., Yang, Z.: Collaborative computation offloading in
the multi-uav fleeted mobile edge computing network via connected dominating
set. IEEE Trans. Veh. Technol. 71(10), 10832–10848 (2022)

6. Yang, Z., et al.: Ai-driven uav-noma-mec in next generation wireless networks.
IEEE Wireless Commun. 28(5), 66–73 (2021)

7. Faraci, G., Grasso, C., Schembra, G.: Design of a 5g network slice extension with
mec uavs managed with reinforcement learning. IEEE J. Sel. Areas Commun.
38(10), 2356–2371 (2020)

8. Li, Z., et al.: A knowledge-driven anomaly detection framework for social produc-
tion system. IEEE Trans. Comput. Soc. Syst., 1–14 (2022)

9. Waqar, N., Hassan, S.A., Mahmood, A., Gidlund, M., Jung, H.: Joint power and
beamforming optimization of uav-assisted noma networks for b5g-enabled smart
cities. In: Proceedings of the 1st Workshop on Artificial Intelligence and Blockchain
Technologies for Smart Cities with 6G. ACM, New York (2021)

10. Zheng, J., Xu, H., Chen, G., Dai, H.: Minimizing transient congestion during net-
work update in data centers. In: Proceedings of the 2014 CoNEXT on Student
Workshop, pp. 4–6 (2014)

11. Zhang, X., Zhang, J., Xiong, J., Zhou, L., Wei, J.: Energy-efficient multi-uav-
enabled multiaccess edge computing incorporating noma. IEEE Internet Things J.
7(6), 5613–5627 (2020)

12. Xincao, X., et al.: Joint task offloading and resource optimization in noma-based
vehicular edge computing: a game-theoretic drl approach. J. Syst. Architect. 134,
102780 (2023)

13. Xia, X., et al.: Data, user and power allocations for caching in multi-access edge
computing. IEEE Trans. Parallel Distrib. Syst. 33(5), 1144–1155 (2022)

14. Tang, M., Wong, V.W.S.: Deep reinforcement learning for task offloading in mobile
edge computing systems. IEEE Trans. Mobile Comput. (2020)



80 J. Gao et al.

15. Zhao, N., Ye, Z., Pei, Y., Liang, Y.-C., Niyato, D.: Multi-agent deep reinforcement
learning for task offloading in uav-assisted mobile edge computing. IEEE Trans.
Wireless Commun. 21(9), 6949–6960 (2022)

16. Guo, F., Zhang, H., Ji, H., Li, X., Leung, V.C.M.: Joint trajectory and computa-
tion offloading optimization for uav-assisted mec with noma. In: IEEE INFOCOM
2019 - IEEE Conference on Computer Communications Workshops (INFOCOM
WKSHPS). IEEE (2019)

17. Xu, X., Liu, K., Dai, P., Xie, R., Luo, J.: Cooperative sensing and heterogeneous
information fusion in vcps: A multi-agent deep reinforcement learning approach.
ArXiv (2022)

18. Chen, X., et al.: Information freshness-aware task offloading in air-ground inte-
grated edge computing systems. IEEE J. Sel. Areas Commun. 40(1), 243–258
(2022)

19. Jiajie, X., Li, D., Wei, G., Chen, Y.: Uav-assisted task offloading for iot in smart
buildings and environment via deep reinforcement learning. Build. Environ. 222,
109218 (2022)



FEDRKG: A Privacy-Preserving Federated
Recommendation Framework

via Knowledge Graph Enhancement

Dezhong Yao1(B), Tongtong Liu1, Qi Cao2, and Hai Jin1

1 National Engineering Research Center for Big Data Technology and System,
Services Computing Technology and System Lab, Cluster and Grid Computing Lab,

School of Computer Science and Technology, Huazhong University of Science
and Technology, Wuhan 430074, China

{dyao,tliu,hjin}@hust.edu.cn
2 School of Computing Science, University of Glasgow, Glasgow, UK

qi.cao@glasgow.ac.uk

Abstract. Federated Learning (FL) has emerged as a promising app-
roach for preserving data privacy in recommendation systems by train-
ing models locally. Recently, Graph Neural Networks (GNN) have gained
popularity in recommendation tasks due to their ability to capture high-
order interactions between users and items. However, privacy concerns
prevent the global sharing of the entire user-item graph. To address this
limitation, some methods create pseudo-interacted items or users in the
graph to compensate for missing information for each client. Unfortu-
nately, these methods introduce random noise and raise privacy concerns.
In this paper, we propose FedRKG, a novel federated recommendation
system, where a global knowledge graph (KG) is constructed and main-
tained on the server using publicly available item information, enabling
higher-order user-item interactions. On the client side, a relation-aware
GNN model leverages diverse KG relationships. To protect local interac-
tion items and obscure gradients, we employ pseudo-labeling and Local
Differential Privacy (LDP). Extensive experiments conducted on three
real-world datasets demonstrate the competitive performance of our app-
roach compared to centralized algorithms while ensuring privacy preser-
vation. Moreover, FedRKG achieves an average accuracy improvement
of 4% compared to existing federated learning baselines.

Keywords: Federated learning · Recommendation systems ·
Knowledge graph · Graph neural network

1 Introduction

Recommendation systems are widely used in various domains, such as e-
commerce and social recommendation, by alleviating users from the burden of
sifting through vast amounts of data to discover suitable options [19]. These sys-
tems utilize user preferences and relevant information to provide personalized
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Fig. 1. Comparison of centralized learning, federated learning with enhanced user con-
nections, and federated learning with enhanced project connections.

recommendations, making the process of finding relevant items more efficient
and convenient [5]. However, the effectiveness of most recommendation methods
heavily relies on centralized storage of user data [26]. User data generated from
software usage has the potential to enhance user experiences, deliver person-
alized services, and provide insights into user behavior [22]. Nevertheless, user
data inherently includes user preferences and involves personal privacy. With the
increasing awareness of privacy and the implementation of relevant regulations
such as the General Data Protection Regulation (GDPR) [14], service providers
may face growing challenges in centrally storing and processing user data, as
shown in Fig. 1(a).

The exclusive client access to local data leads to two challenges. Firstly,
limited access to first-order interaction data hampers the effectiveness of the
recommendation model. Secondly, privacy-preserving mechanisms are required
to ensure secure communication between the client and server. To address these
challenges, FL is introduced into the recommendation system. Existing works
focus on the case of Fig. 1(b), where recommendations are achieved by directly
finding correlations between users. For example, FedMF [4] and FedGNN [21] use
only the local user-item interaction graph to find links between different users by
collaborative filtering (CF). However, incorporating various types of information
in the conventional graph recommendation task can significantly improve the
recommendation accuracy while changing the graph structure [22]. Additionally,
FeSoG [9] utilizes social networks as side information, adding direct connections
between different users. Nevertheless, this method requires the server to possess
the complete social network, which is a type of private data that is difficult to
obtain for most recommendation systems. Furthermore, methods like FedGNN
employ homomorphic encryption, which incurs substantial computational over-
head and is not suitable as the primary encryption algorithm on edge devices
with performance constraints.

To maximize the utilization of diverse data types while ensuring privacy
protection on edge devices, we propose FedRKG1, a GNN-based federated

1 The source code is available at: https://github.com/ttliu98/FedRKG.

https://github.com/ttliu98/FedRKG
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learning recommendation framework. Unlike CF or direct construction of con-
nections between users using privacy-sensitive information, FedRKG leverages
publicly available item information (e.g., appearance, attributes) to establish
higher-order connections between different items, as shown in Fig. 1(c).

The server firstly constructs and maintains knowledge graphs (KGs) by uti-
lizing publicly available item information. Then, we employ on-demand sam-
pling of KGs and distribute them to the client. Subsequently, we design a novel
method to expand the local graph by merging KG subgraphs with the local user-
item interaction graph, enabling the construction of high-order user-item inter-
actions through KGs. Additionally, our framework introduces a request-based
distribution mechanism. By obfuscating interaction items into request items, the
server can efficiently distribute only the necessary request embeddings, signifi-
cantly reducing communication overhead compared to previous methods while
effectively protecting the privacy of raw interaction items. Simultaneously, we
employ local differential privacy (LDP) to protect all uploaded gradients, further
enhancing the privacy of the federated learning process. Our approach has been
extensively evaluated on three real-world datasets, demonstrating its competitive
performance compared to centralized algorithms while ensuring privacy preser-
vation. Moreover, FedRKG outperforms existing federated learning baselines,
achieving an average accuracy improvement of approximately 4%. The major
contributions of this work are summarized as follows:

– To the best of our knowledge, we are the first to introduce a knowledge graph
to enhance the performance of the federated recommendation system while
protecting privacy.

– We introduce an algorithm for user-item graph expansion using KG subgraphs
to improve local training.

– We propose innovative privacy-preserving techniques for interaction items,
while simultaneously reducing communication overhead through strategic dis-
tribution of embeddings.

2 Related Work

2.1 Knowledge Graph Based Recommendation

In recent years, significant research has focused on recommendation systems that
utilize Graph Neural Networks (GNNs). GNNs have gained attention and pop-
ularity in recommendation systems due to their ability to learn representations
of graph-structured data, which is well-suited for the inherent graph structures
in recommendation systems. Knowledge graphs, as a typical graph structure,
are often leveraged as side information in recommendation systems. By incor-
porating knowledge graphs, high-order connections can be established through
the relationships between items and their attributes. This integration enhances
the accuracy of item representations and provides interpretability to the rec-
ommendation results. One type of method is integrating user-item interactions
into KG. Methods like KGAT [19], CKAN [20], and MKGAT [12] treat users as
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entities within KG, and relationships between users and items are incorporated
as part of KG’s relationships, too. This integration enables the merged graph
to be processed using a generic GNN model designed for knowledge graphs.
Another idea is employed by KGCN [18] and KGNN-LS [17], directly connecting
KG to the user-item graph without any transformation. These methods utilize
relation-aware aggregation and consider the user’s preference for relationships
when generating recommendations.

2.2 Federated Learning for Recommendation System

Federated learning is extensively utilized in privacy-preserving scenarios, as it
ensures that the original data remains on local devices while allowing multiple
clients to train a model together [7]. Considering the information required for
recommendations, which includes users’ preferences for items, the introduction
of federated learning can help us prevent privacy breaches. FedSage [25] and
FKGE [10] focus on cross-silo federation learning, they are not suitable for pro-
tecting the privacy of individual users on client devices. FCF [1] and FedMF [4]
decompose the scoring matrix, retain user embeddings locally, and aggregate
item embeddings on the server. FedGNN [21] utilizes homomorphic encryption
for CF and protects the original gradients using pseudo-labeling and LDP. How-
ever, the computational requirements for homomorphic encryption pose chal-
lenges, particularly on performance-constrained devices. In contrast to methods
that do not leverage any side information, FeSoG [9] introduces social networks
to establish connections between users. Unfortunately, in many recommendation
scenarios such as e-commerce, service providers do not offer social services, and
social network information is considered private. Therefore, the lack of user con-
nection on the server in Fig. 1(b), like a social network, restricts the method’s
ability to generalize [15]. Currently, there is a scarcity of federated learning algo-
rithms that effectively utilize side information for cross-device scenarios.

3 Federated Recommendation with Knowledge Graph
Enhancement

3.1 Problem Definition

User-item interactions can be represented by a typical bipartite graph G =
(U , T , E), where U = {u1, u2, . . . , uN} and T = {t1, t2, . . . , tM} represent a
set of users and items of size N and M , respectively. To describe the set of edges
E, an interaction matrix Y ∈ R

M×N is employed. In particular, yut takes on the
value 1 if an interaction exists in the user’s history, and 0 otherwise.

For federated recommendation, each client ci owned by corresponding user
ui can only access the interaction graph Gi stored locally, containing a set of
items Ti that have been interacted with. Each Gi is a subgraph of the global
interaction graph G.

In addition to the client-side data, the server maintains a knowledge graph
K, which is represented as a series of triples {(h, r, t) | h, t ∈ E , r ∈ R}. The
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entities h and t each refer to the head and tail, respectively, within the specific
combination denoted by each triple, both belonging to the set of entities E . The
relationship r represents the connection between two distinct entities, belonging
to a set of relations R.

Our goal is to train a generalized GNN model using the local bipartite graphs
Gi and the knowledge graph K while preserving user privacy. The model predicts
the probability ŷut that a user u will be interested in an unexplored item t.

Fig. 2. The framework of FedRKG.

3.2 Framework Overview

To enable privacy-preserving recommendation tasks across diverse private
devices, we introduce a federated learning framework, in Fig. 2, based on the
knowledge graph named FedRKG. In the proposed framework, the client-server
architecture is adopted. The client, which is the user’s private device, is respon-
sible for training a local graph neural network model. The server, on the other
hand, is responsible for aggregating the models and embeddings, maintaining the
knowledge graph, and constructing higher-order connections between clients.

The entire workflow is summarized in Algorithm 1, which concisely represents
the complete workflow.

3.3 Client Design

In our framework, the client plays a crucial role in two tasks. First, it is responsible
for ensuring the confidentiality of the user’s private information during the com-
munication process with the server, which is achieved through privacy-preserving
algorithms. Second, the client utilizes the embeddings and models provided by the
server to expand the local user-item graph and train the local model.
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Algorithm 1: FedRKG
Input: Neighbor sampling size K; embedding size d; depth of receptive field

H; learning rate η; client number N ; item number M ; pseudo items p;
(0, 1) flipping q;LDP parameter δ, λ; knowledge graph K; clients local
graph

{
Gn|Nn=1

}

Output: GNN parameters and KG embeddings θ,user embeddings
{
e∗
u|Nn=1

}

1 Initialize θ, K,
{
e∗
u|Nn=1

}
;

2 while FedRKG not converged do
3 Randomly select a subset N from N randomly;
4 // client
5 for each client n ∈ N do
6 T ′

n ← GenerateRequestItems(Gn, p, q);
7 θ, Gn ← Request(T ′

n)
8 gn ← LocalTrain(θ, Gn)
9 g̃n ←LDP(gn)

10 Upload(g̃n)
11 end
12 // server
13 for each client n ∈ N do
14 T ′

n ←ReceiveRequest()
15 Gn ← GetSubKG(T ′

n)
16 Distribute(θ, Gn)
17 g̃n ←ReceiveGrad()
18 end
19 g ←Eq.(5)
20 θ ←Eq.(6)
21 end

Based on the knowledge graph shared by the server, we design a novel method
to expand the local subgraph. During the request phase, the client applies a
privacy protection mechanism to the interaction items Tn, generating obfuscated
request items T ′

n. These request items are then transmitted to the server. The
client receives a GNN model and a knowledge subgraph that includes the request
items and some of their neighboring entities in the complete KG. By merging this
knowledge subgraph with local user-item interaction, the client generates a graph
for local training. This approach guarantees the privacy of the user’s interaction
records by never disclosing them to the server, while also allowing the client to
obtain more item-related information for training, thus indirectly enabling the
construction of higher-order connections through knowledge subgraph.

Once the aggregated global model is received, the client proceeds to update
its local model and initiates a training process. We use a relation-aware GNN as
a recommendation model [3] that conforms to the message-passing paradigm [7],
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Fig. 3. Relation-aware aggregation in client.

as shown in Fig. 3. For a given user u, entity ei, ej , and ri,j as the relation
between two entities, we follow node-wise computation at step t+1:

x
(t+1)
i = φ

(
x
(t)
i , ρ

({
m(t+1)

ri,j
: (u, ej , ru,v) ∈ E

}))
(1)

where xt
i ∈ R

d is embedding of entity ei in step t. We utilize a simple summation
operation as the reduce function ρ and directly replace the original embeddings
with the aggregated results as the reduce function, denoted as φ. ej sends a
relationship-aware message mri,j

to its neighbor:

mri,j
= αu

ri,j
xj (2)

where the attention score αu
ri,j

between user u and relation ri,j is derived from
the following formula:

su
rt,i

= score(eu, ert,i
) (3)

Att(eu, ei) = αu
rt,i

=
exp

(
su

rt,i

)

∑
i′∈N (t) exp

(
su

rt,i′

) (4)

We calculate an attention score using a score function (e.g. inner product)
and then normalize it. After obtaining the final embedding xt of item t, we
calculate the prediction ŷ by a readout function and then train this GNN model
using BCE as the loss function. Finally, client uploads encrypted gradient to
server.

3.4 Server Design

Similar to clients, the server performs distinct tasks that are mainly distributed
across two phases. Firstly, the server’s primary responsibility is to respond to the
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client’s requests. Based on the requested items, the server utilizes the knowledge
graph to sample a subgraph that corresponds to a specific client. The subgraph
comprises two key components, namely the structural information in the form
of triples, and the feature information, represented by the embedding of entities
and relations. Subsequently, the server shares the subgraph, together with the
global model, with the client. Secondly, the server needs to receive all gradients
of local models and embeddings uploaded by clients. These gradients are then
aggregated and used to update the global model and knowledge graph.

In each communication round, the server activates N clients. After receiving
request items from those clients, server randomly samples a set of neighbors,
denoted as S(t) � {e|e ∼ N(t)}, for the request item t. Here, |S(v)| = K repre-
sents the fixed size when sampling, and N(t) represents immediate neighbors for
item t. In our framework, S(v) is also referred to as the (single-layer) receptive
field of item t. Repeat the above sampling several times to obtain Gi containing
n iterations and then distribute it to the client along with the parameters θ, con-
sisting of the model parameters θm and all embeddings of entities and relations
in Gi denoted by θe. Finally, it receives the local gradients g̃i of these clients and
aggregates them as follow:

g =
∑

n∈N |T ′
n| · g̃n

∑
n∈N |T ′

n| (5)

After aggregation, the server updates all parameters θ with gradient descent
as:

θ∗ = θ − η · ḡ (6)

where η is the learning rate.

3.5 Privacy-Preserving Communication

User Privacy. Within our proposed framework, user-related privacy pertains
primarily to user embedding. Traditional embedding-based recommendation
algorithms can derive both user and item embeddings and generate user-specific
recommendations through a straightforward readout operation. However, user
embeddings comprise the user’s preference characteristics, which can lead to a
compromise of their privacy. In the federated learning scenario where the server
does not have access to the raw data, to avoid exposing user preferences directly
to the server, it is obvious that we need to keep the user embeddings on the client
side and isolate them from the server. Clients can simply protect user-related
privacy by refraining from uploading user embeddings after the training phase.

Interaction Privacy. The interaction between users and items is considered
highly sensitive information, susceptible to potential leaks during two stages.
Firstly, due to the large size of the knowledge graph for items and limited trans-
mission bandwidth, it is not practical to distribute all embeddings to client
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similar to FedGNN and FedSoG. Instead, we aim to complete the entire training
process through the limited distribution of embeddings. However, this presents a
challenge in determining which embeddings should be distributed by the server.
Server can not explicitly obtain the required embeddings, as this would mean
that it has access to the client’s real interaction item. Therefore, we need to
obfuscate the original interaction items to obtain encrypted request items, which
can then be sent to the server to sample the corresponding subgraph required
for training.

We have designed a local differential privacy(LDP) mechanism to generate
request items from the interaction items. Specifically, user-item interaction for
user u can be represented as a set {(ti, yui) | yui ∈ {0, 1}, i = 1, 2, . . . , n}. This
collection contains |T | elements, each of which is a binary, the first of which
is an item and the second is either 0 or 1, indicating whether the user inter-
acted with the item. Let the query for the ti be yui, then the interaction can
be privacy-preserving using an ε-LDP algorithm. The privacy budget ε indicates
the maximum acceptable loss of privacy. Let the interaction for each item sat-
isfy ε-LDP, and we have: for any item, keep the original interaction value with
probability eε

eε+1 and invert it to another value with 1
eε+1 (0,1 flipping).

A potential privacy concern with the widely used pseudo-labeling method in
previous work is that the interacted item will always generate gradients, even if
pseudo-labeling is used. Additionally, the pseudo-labeling method applied dur-
ing the training phase does not effectively reduce the communication overhead
associated with distributing embeddings. To address this issue, we first sam-
ple several non-interactive samples, mix them with real interaction items, and
further obfuscate them by the above LDP method to achieve privacy protection.

Gradients Privacy. Ensuring the privacy of users’ sensitive information is a
critical concern when maintaining a knowledge graph and updating the global
model in a federated recommendation system. In each communication round, the
server needs to aggregate gradients of entity embeddings, relational embeddings,
and GNN models from different clients. However, it has been demonstrated, as
exemplified by FedMF, that uploading users’ gradients in consecutive steps can
lead to the inadvertent exposure of sensitive data, such as users’ ratings. There-
fore, we need to obfuscate gradients to protect user privacy. However clients of
recommendation systems, such as mobile devices, often have limited computa-
tional capabilities [13], and computationally intensive methods like homomor-
phic encryption may not be practical to implement on such devices. To tackle
this, we employ LDP by injecting random noise into the local gradients before
uploading them to the server. This approach effectively protects row gradients
without compromising the accuracy of the model. Moreover, it helps ensure that
the computational overhead remains manageable and within acceptable limits.

To be more specific, gives all gradients as gn = {ge
n, gm

n } = ∂Ln

∂θ , where Ln

denotes loss of client n, the LDP is formulated as:

g̃n = clip (gn, δ) + Laplacian (0, λ) (7)
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where g̃n is the encrypted gradient, clip(x, δ) denotes the gradient clipping oper-
ation with a threshold δ to limit x and prevent the gradient from being too large,
after which we add to the gradient a mean value of 0 and an intensity of λ of
Laplacian noise, denoted by Laplacian (0, λ). This results in a ε-LDP, where the
privacy budget ε is 2δ

λ .

4 Experiment

4.1 Datasets

In order to ensure the robustness of the algorithm, we aim to test the overall per-
formance of the framework on a variety of datasets with different sizes, sparsity,
and domains. Therefore, we have selected the following real-world datasets:

– MovieLens-20M [6] contains five-star ratings from MovieLens, a movie rec-
ommendation service, as of 2019. Each user in the dataset has provided a
minimum of 20 ratings (ranging from 1 to 5) on the MovieLens website.

– Book-Crossing [27] contains user ratings (ranging from 0 to 10) of books
extracted from the Book-Crossing community in 2004. In this dataset, a rating
of 0 indicates an implicit interaction between the user and the book.

– Last.FM [2] contains musician listening recodes from the Last.FM music
streaming service. We consider artists as items and the number of listens as
ratings. In particular, we utilize the HetRec 2011 version in our study.

To adapt the dataset for the recommendation task in a federated learning
environment, several steps are taken. Firstly, only the user-item interactions are
retained from the original dataset, while other data are discarded. Then, the
publicly available Microsoft Satori is utilized to create a knowledge graph by
selecting triples with a confidence level greater than 0.9, where the tail corre-
sponds to items in the dataset. Interactions, where the item is not present in
the knowledge graph, are subsequently removed. Next, these three datasets are
transformed into implicit feedback. We consider all artists listened to in Last.FM,
all books with ratings present in book-cross, and all movies with ratings greater
than or equal to 4 stars in MovieLens, as positive feedback. Conversely, items not
meeting these criteria are treated as negative feedback. Lastly, since the original
recommendation dataset already contains user information, each user’s data is
assigned to the corresponding client to generate a federated learning dataset.
Details of the dataset are shown in Table 1

4.2 Baselines

We compare the proposed FedRKG with the following baselines, in which the
first two baselines are KG-free while the rest are all KG-aware methods. Hyper-
parameter settings for baselines are introduced in the next subsection.

– SVD [8] is a classical CF recommendation algorithm based on matrix decom-
position. Here we use an unbiased version.



FedRKG 91

Table 1. Dataset basic information and hyperparameters, notation is consistent with
Algorithm 1.

MovieLens-20M Book-Crossing Last.FM

users 138,159 19,676 1,872
items 16,954 20,003 3,846
interactions 13,501,622 172,576 42,346
entities 102,569 25,787 9,366
relations 32 18 60
KG triples 499,474 60,787 15,518
K 4 8 8
d 32 64 16
H 2 1 1
λ 10−7 2 × 10−5 10−4

η 2 × 10−2 2 × 10−4 5 × 10−4

N 32768 64 32

– LibFM [11] is a method based on Factorization Machines that captures the
similarity between features

– PER [23] is an algorithm based on a personalized attention mechanism and
constructs a Meta-path between users and items through a heterogeneous
graph (KG).

– CKE [24] is a knowledge graph-based collaborative embedding recommenda-
tion algorithm that combines data from CF and other modalities.

– RippleNet [16] is a memory-network-like approach that simulates and
exploits the ripple effect between users and items to propagate information
on the knowledge graph

– KGCN [18] is a KG-based method, that achieves efficient recommendations
by merging KG and CF data.

– FedMF [4] is a recommendation algorithm based on matrix decomposition
while protecting privacy through an encryption mechanism.

– FedGNN [21] is a GNN-based recommendation algorithm that uses homo-
morphic encryption for aggregation and protects the original gradient by dif-
ferential privacy and pseudo-labeling.

4.3 Experimental Settings

Table 2 shows the hyperparameter for the experiments. We split the datasets
into training, validation, and testing sets in a 6:2:2 ratio. AUC and F1 scores
are used as evaluation metrics for click-through rate (CTR) prediction.

For the Last.FM, Book-Crossing, and MovieLens-20M datasets, the SVD
method is applied with imensions (8, 8, 8) and learning rates (0.1, 0.5, 0.5). For
LibFM, the dimensions are (8, 1, 1). PER utilizes the user-item-attribute-item
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Table 2. Results for CRT prediction. KGCN achieves the best AUC among the first
five centralized learning methods. Our method performs best in the next three federal
learning methods, while the gap with KGCN is acceptable.

Model MovieLens-20M Book-Crossing Last.FM
AUC F1 AUC F1 AUC F1

SVD 0.952(±0.013) 0.909(±0.014) 0.665(±0.058) 0.628(±0.051) 0.760(±0.026) 0.688(±0.022)
LibFM 0.960(±0.018) 0.907(±0.024) 0.692(±0.046) 0.619(±0.063) 0.779(±0.019) 0.711(±0.011)
PER 0.824(±0.119) 0.780(±0.121) 0.611(±0.101) 0.557(±0.100) 0.627(±0.125) 0.593(±0.107)
CKE 0.918(±0.050) 0.866(±0.056) 0.673(±0.057) 0.607(±0.055) 0.739(±0.044) 0.669(±0.046)
RippleNet 0.964(±0.010) 0.909(±0.020) 0.712(±0.023) 0.648(±0.032) 0.777(±0.016) 0.699(±0.015)
KGCN 0.978(±0.002) 0.932(±0.001) 0.738(±0.003) 0.688(±0.006) 0.794(±0.002) 0.719(±0.003)
FedMF 0.865(±0.012) 0.852(±0.015) 0.657(±0.039) 0.605(±0.060) 0.720(±0.018) 0.660(±0.013)
FedGNN 0.939(±0.011) 0.891(±0.021) 0.671(±0.024) 0.620(±0.037) 0.753(±0.014) 0.681(±0.028)
FedRKG 0.970(±0.002) 0.919(±0.002) 0.724(±0.004) 0.667(±0.006) 0.785(±0.004) 0.708(±0.002)

meta-path, with dimensions (64, 128, 64) and learning rates (0.1, 0.5, 0.5). The
learning rates for KG in CKE are (0.1, 0.1, 0.1), while the dimensions are (16, 4, 8)
and the H values are (3, 3, 2). RippleNet’s dimensions are (16, 4, 8), H values are
(3, 3, 2), learning rates are (0.005, 0.001, 0.01), regularization parameters λ1 are
(10−5, 10−5, 10−6), and λ2 are (0.02, 0.01, 0.01). Other hyperparameters remain
the same as in the original papers, and the federated learning settings are con-
sistent with this paper.

4.4 Overall Comparison

We conduct a comprehensive comparison of multiple models under various set-
tings. Given the dataset’s specific characteristics, only including knowledge
graphs and user-item graphs, many federated learning algorithms simplify to
FedGNN in this dataset. Therefore, we select FedGNN and FedMF as the base-
line methods, representing GNN and matrix decomposition approaches in fed-
erated learning. The experimental results for CTR prediction are presented in
Table 2, while Fig. 4 illustrates the outcomes of top-k recommendation. Based
on those results, we draw the following conclusions:

– On the one hand, GNN-based algorithms, such as KGCN and FedRKG,
outperform matrix decomposition-based algorithms like SVD and FedMF.
This is due to the superior performance of GNNs in automatically capturing
user preferences and enabling the spreading of user or item embeddings to
neighboring nodes. On the other hand, algorithms that require manual design
such as meta-paths for PER and knowledge graph embedding (KGE) method
for CKE, often underperform due to the complexity of graph data.

– The experimental results consistently demonstrate that the appropriate uti-
lization of additional side information can significantly improve the accu-
racy of recommendation systems. For example, KGCN and RippleNet out-
perform other centralized algorithms regarding both AUC and F1 metrics,
while FedRKG, as a knowledge graph-based algorithm, performs best in
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federated learning. However, it should be noted that not all methods that
leverage side information deliver satisfactory outcomes. This holds true for
methods like PER and CKE, which encounter difficulties in effectively har-
nessing side information.

– Knowledge graphs are well-suited for integration into recommendation sys-
tems as side information, especially using GNNs, given their inherent graph
structure and the ability to combine multi-domain knowledge. Algorithms
incorporating relation-aware aggregation, such as KGCN and FedRKG,
achieve the best performance in their respective settings, confirming the effec-
tiveness of introducing relational attention mechanisms.

Overall, our framework outperforms existing federated learning algorithms
and achieves competitive performance compared to centralized algorithms.

Fig. 4. Results for top-K recommendation. The dashed line represents centralized
learning, while the solid line represents federated learning. Our method surpasses all
federated baselines and, furthermore, achieves competitive results compared to central-
ized learning.

4.5 Sensitivity Analysis

Activated Client Number. In general, a smaller number of activated clients
in each training round will speed up the model convergence and conversely better
capture the global user data distribution. We test the algorithm on three datasets
with three different numbers of activation clients, and the results are shown in
the figure above. Probably due to the sparse data and a large number of clients,
a small adjustment has a limited impact on the final results and the Last.FM
and Book-Crossing datasets both show a small decrease in AUC when 64 clients
are activated.

Receptive Field Depth. By testing different receptive field depths, we note
that an excessive receptive field reduces model prediction accuracy. As data
sparsity decreases, better performance needs a larger receptive field, while a
one-layer perceptual region is sufficient to achieve better performance on those
sparse data sets.
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Fig. 5. Sensitivity analysis of activated clients and receptive field depth.

Fig. 6. Effect of flipping rate on AUC.

Interaction Item Protection. We introduce new interaction record protec-
tion and assess diverse flipping rates, with corresponding results depicted in
Fig. 6. Generally, integrating privacy-preserving mechanisms often diminishes
recommendation accuracy. However given limited client-side graph data, our sce-
nario tends to induce model overfitting. Hence, proper regularization effectively
enhances recommendation accuracy and privacy protection. Notably, excessive
flip rates can compromise system performance despite heightened privacy. Our
experiments indicate a balance between accuracy and privacy at a flipping rate
of 0.1.

5 Conclusion

This paper introduces a novel federated learning framework, FedRKG, which
employs GNN for recommendation tasks. Our approach integrates KG informa-
tion while upholding user privacy. The limitation here is the absence of user
connections, and our forthcoming focus is on improving the efficiency and inter-
pretability of utilizing existing user connections without introducing new private
data. Specifically, a server-side KG is created from public item data, maintain-
ing relevant embeddings. The client conceals local interaction items and requests
server training data. The server samples a KG subgraph and distributes it with
the GNN model to the client. The client then expands its user-item graph with
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the KG subgraph for training, uploading the gradient for server aggregation.
Our framework creates higher-order interactions without extra privacy data,
relying solely on public information for KG. Sampled KG subgraphs enhance
local training by capturing interactions between users and items without direct
links. We employ LDP and pseudo-labeling to protect privacy and reduce over-
head by requesting partial data. Gradients are encrypted using LDP for user
preference protection and local user embedding storage. Experimental results
on three datasets demonstrate our framework’s superiority over SOTA feder-
ated learning recommendation methods. It also performs competitively against
centralized algorithms while preserving privacy.
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Abstract. Addressing privacy concerns and the evolving nature of user
preferences, it is crucial to explore collaborative training methods for
federated recommendation models that match the performance of cen-
tralized models while preserving user privacy. Existing federated recom-
mendation models primarily rely on static relational data, overlooking
the temporal patterns that dynamically evolve over time. In domains like
travel recommendations, factors such as the availability of attractions,
introduction of new activities, and media coverage constantly change,
influencing user preferences. To tackle these challenges, we propose a
novel approach called FedNTF. It leverages an LSTM encoder to cap-
ture multidimensional temporal interactions within relational data. By
incorporating tensor factorization and multilayer perceptrons, we project
users and items into a latent space with time encoding, enabling the
learning of nonlinear relationships among diverse latent factors. This
approach not only addresses the privacy concerns by preserving the confi-
dentiality of user data but also enables the modeling of temporal dynam-
ics to enhance the accuracy and relevance of recommendations over time.

Keywords: Federated Learning · Business Transaction · Tensor
Factorization · Time Interaction Learning

1 Introduction

Recommendation systems have been widely used to create personalized predic-
tion models, helping individuals identify content that interests them. This not
only brings convenience to users but also creates economic benefits for businesses,
achieving a win-win situation for both users and enterprises. Many businesses
have applied recommendation systems to their respective business scenarios to
collect various personal characteristics, such as demographic features, explicit
feedback through ratings, or implicit feedback through user interactions with
specific projects.
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The most direct technique for generating recommendations is collaborative
filtering [1,2]. In the past, in the case of centralized learning, service providers
commonly collected user profile information and user-project interaction data to
be processed in a data center. However, this approach is becoming increasingly
impractical in today’s society. On the one hand, this is due to the introduction of
privacy and data protection laws and regulations such as the General Data Protec-
tion Regulation (GDPR) [3], as well as an increasing awareness of privacy protec-
tion among users. Specifically, GDPR and other laws and regulations require that
no organization or institution may collect personal data of data subjects without
their consent. On the other hand, in traditional recommendation systems, a user’s
preferences and learning feature vectors may reveal sensitive information, and
some advanced techniques may result in data de-anonymization. Generally speak-
ing, traditional machine learning algorithms are often unable to train an effective
model without obtaining enough user data. Therefore, a method is needed to con-
struct a recommendation system that performs as close as possible to centralized
training without leaking private user data.

In conventional recommendation methods, users are required to transmit
their data to a central server, limiting their role to data generation and trans-
mission. All data processing and model construction tasks are then performed
by the server. However, this approach raises concerns regarding unauthorized
access to user data during the transmission process, leading to potential risks
such as data theft, fraud, or identity theft. To address these concerns and alle-
viate the burden on servers dealing with massive data storage and processing,
Google introduced federated learning in 2017 [4]. This innovative technology
takes advantage of the increased storage and computing power of mobile devices
used in everyday life. By performing machine learning locally on the user’s device
without transmitting raw data, federated learning offers significant benefits in
terms of privacy preservation and efficient distributed computing. The potential
combination of federated learning with recommendation systems has attracted
considerable interest from both industry and academia. The field of federated
recommendation still holds untapped potential, particularly in exploring neural
network and matrix factorization techniques. Traditional federated recommen-
dation models, based on matrix factorization or neural collaborative filtering,
have demonstrated great success in modeling relational data, such as user-item
interactions. Further advancements and research can be made to enhance the
capabilities of federated recommendation systems.

However, the previous federated recommendation models have limitations in
assuming the relationship data to be static, as these models did not consider
the changing user preferences over time and the underlying factors driving the
changes in user-item relationships. Our idea is to extend the user-item interaction
matrix represented by local dataset to a three-dimensional tensor that includes
temporal information. Subsequently, tensor factorization techniques can be used
to project users and items into a latent space with time encoding. In addition,
traditional federated matrix factorization models use dot product for link pre-
diction, ignoring the possibility of modeling non-linearity between latent factors.
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To address these challenges and limitations, we use a neural network-based
federated tensor factorization model (FedNTF) for time-aware interaction learn-
ing in the recommendation scenario. This model integrates long short-term mem-
ory (LSTM) networks and tensor factorization technology into the existing Fed-
NCF model. The LSTM module captures the dependencies of multidimensional
interactions based on the learned time intervals. It transforms the current user
and item to be predicted, as well as the interaction time between the user and
item, into their respective embeddings, concatenates them together, and inputs
them into a multi-layer perceptron architecture. Thus, the learned representa-
tion encodes nonlinear interactions between different dimensions. The gradients
of the relevant embeddings and predictors are sent to the server for secure aggre-
gation. The aggregated global model is then distributed to the currently selected
client at the beginning of the next round and updated through multiple rounds
of training iterations until the global model converges.

The remainder of this paper is structured as follows. In Sect. 2, we delve
into the existing research in the field of federated recommendation. Section 3
provides an overview of the background knowledge, encompassing topics such
as matrix factorization in recommendation systems, the framework of neural
collaborative filtering, and the training process of federated learning. Moving
on, Sect. 4 presents a detailed explanation of our proposed algorithm, FedNTF.
Subsequently, in Sect. 5, we evaluate the performance of FedNTF specifically in
the context of the link prediction task. Finally, Sect. 6 serves as the concluding
section, summarizing the key findings and contributions of this paper.

2 Related Work

Ammad et al. [5] proposed the first federated collaborative filtering recommen-
dation algorithm (FCF). The algorithm addresses the issue of local user fea-
ture vector updates and item feature vector gradient computation in the ALS
(alternating least square)-based collaborative filtering algorithm, where upload-
ing item gradient information may lead to information leakage [6]. In addition,
in their system, the coordinating server waits for updates from all available par-
ticipants before initiating the update process. Therefore, this approach is an
asynchronous FL framework [7], where the coordinating server waits for updates
from one to multiple clients, which may result in delayed updates [8], i.e., received
updates may be based on outdated model calculations.

Dolui et al. [9] proposed a federated matrix factorization algorithm (Fed-
eratedMF) to address the issue of traditional matrix factorization algorithms
requiring collection of user and item feature matrices at the server-side. In Fed-
eratedMF, each user’s (user, item) rating vector is stored locally on the client-side
and updates for user feature vector Uu and item feature vector Vi are performed
locally, followed by sending the item feature matrix to the server. The server
performs weighted averaging of the received item feature matrices to obtain the
latest item feature matrix.

Perifanis et al. [10] proposed a federated version of the Neural Collaborative
Filtering approach (FedNCF) that enables training without users needing to
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expose or transmit their raw data. Experimental results showed that FedNCF
achieved recommendation quality comparable to the original NCF system. By
integrating enhanced privacy protection with a secure aggregation scheme, the
approach satisfies security requirements for honest-but-curious (HBC) entities
without compromising the quality of the original model.

3 Preliminaries

3.1 Matrix Factorization

Matrix factorization (MF) is a collaborative filtering technique that represents
users and items using latent feature vectors inferred from their interaction pat-
terns [11]. In general, a recommendation service provider can access a set of M
users, U = {u1, u2, ..., uM}, and a set of N items, I = {i1, i2, ..., iN}. Each user
ui has interacted with a subset of items n, and this interaction can be explicit,
such as a rating, or implicit, such as clicking or browsing an item. The interac-
tions between user i and a subset of items can be expressed as ri,j ∈ R, where
j represents the item index. All user-item interactions can be represented by a
sparse matrix R ∈ R

M×N , since most users only interact with a small subset of
items. The goal of a collaborative filtering system is to provide a ranked list of
top-K items that a specific user has not interacted with yet but align with their
preferences. The user interaction matrix R is factorized into the product of two
low-dimensional matrices, R ≈ XTY , where X ∈ R

D×M and Y ∈ R
D×N are

the latent feature matrices for users and items, respectively. D represents the
dimensionality of the latent space.

3.2 Neural Collaborative Filtering

Cheng et al. [12] introduced Neural Collaborative Filtering (NCF), a collabora-
tive filtering framework. While traditional filtering techniques like matrix fac-
torization rely on linear models, they may overlook more intricate relationships
within user-item interaction data. In contrast, the NCF framework leverages
deep neural networks to potentially capture deep associations between users and
items, as deep neural network models have demonstrated their capability to
approximate any continuous function. The proposed framework by Cheng et al.
combines two approaches: one is a generalization of the matrix factorization con-
cept known as Generalized Matrix Factorization (GMF), and the other involves
utilizing multi-layer perceptrons (MLP) to learn the relationship between the
latent features of users and items.

The authors demonstrated that the integration of the linear GMF model with
the nonlinear MLP model in NeuMF yields improved recommendation quality
and faster convergence rates. In NeuMF, the GMF generates a product vector
based on latent vectors, while the MLP concatenates the latent vectors and feeds
them into the deep neural network. These two outputs are then combined in the
final hidden layer to generate prediction results for recommendations.
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3.3 Federated Learning

In conventional machine learning techniques, the training data is typically cen-
tralized and stored prior to training. However, federated learning offers an alter-
native approach. With the increasing usage of mobile devices, these devices have
become valuable data sources for data-driven companies aiming to develop pow-
erful algorithms. Nonetheless, much of this data is private and unsuitable for
storage on a central server. Federated learning addresses this challenge by dis-
tributing the training process to mobile devices, enabling training without the
need to exchange sensitive data. The fundamental steps of the training process
are outlined as follows:

In the collaborative training process of federated setting, the central server
initially shares the current global model with participating devices. Each device
then independently trains the model using its own data. After local training, the
devices send their personalized model updates back to the central server. Finally,
the central server aggregates these updates to create a new global model, which
serves as the baseline for the next round of training. This iterative process ensures
collaborative training while preserving the privacy of individual data.

4 The Implementation Details of the Proposed Federated
Neural Tensor Factorization (FedNTF)

Assume we have a recommendation system with sets of m items and n users,
denoted as I and U respectively. In this collaborative setting, the clients aim to
jointly train a global model while ensuring the privacy of their personal data. The
model parameters θ of the recommendation system consist of four components:
an item model θitem that maps item IDs to item embedding vectors, a user
model θuser that generates user interest embedding vectors based on user profiles
such as user ID or previous interactions with items, a time model θtime that
utilizes embedding vectors from previous time slots to produce the current time
embedding vector, and a prediction model θpred that takes the corresponding
embedding vectors of items, users, and time as input to predict the probability of
user-item interactions. During each training round, the server initially distributes
the current global model parameters [θitem; θtime; θpred] to a randomly selected
subset of nc clients.

Our framework employs embedding matrices Eu ∈ R
l×n and Ei ∈ R

l×m to
implement the user model θuser and item model θitem, respectively. Here, the
embedding dimension is represented by l. To obtain the user latent vector Uk

and item latent vector Iv, we feed the one-hot encodings of users and items into
the embedding layer. The time model θtime is composed of an LSTM encoder, a
time embedding matrix Et ∈ R

l×o, and a projection layer, where o denotes the
number of time intervals. The LSTM encoder generates embeddings to capture
the evolving temporal hidden factors. We formally introduce the hidden states
ct and ht to describe the encoding process of the contextual sequence.

(c1, h1) = LSTM(Te−s, c0, h0) (1)
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(c2, h2) = LSTM(Te−s+1, c1, h1) (2)

· · ·
(cs, hs) = LSTM(Te−1, cs−1, hs−1) (3)

Through the utilization of the last hidden state vector ht, we can generate
embedding vectors T̂e by employing a projection layer. This process is depicted
below:

T̂e = σ(Wths + bt) (4)

In this context, the projection weight matrix is denoted as Wt, and the projec-
tion bias vector is represented by bt. The activation function used is the sigmoid
function, denoted as σ.

In the traditional tensor factorization approach, the predicted value x̂k,v,e

is obtained by taking the dot product of Uk, Iv, and Te. This represents the
probability of the interaction between user k and item v at time slot e. However,
this approach has significant limitations due to its linear nature, which cannot
effectively handle the complex nonlinear interactions found in real-world rela-
tionship data. Furthermore, it fails to capture the dynamic nature of time since
the predicted interaction value x̂k,v,e solely depends on the current time slot
Te. To address these issues, we propose a federated neural tensor factorization
approach. We concatenate the embedding vectors of Uk, Iv, and Te and feed
them as input to a multilayer perceptron to obtain the output x̂k,v,e. This app-
roach leverages the neural network architecture to capture complex nonlinear
interactions by combining latent factors from previous embedding layers.

z1 = fa1(W1

[
Uk, Iv, T̂e

]
+ b1) (5)

z2 = fa2 (W2z1 + b2) (6)

· · ·
zn−1 = fan−1(Wn−1zn−2 + bn−1) (7)

x̂k,v,e = σ(Wnzn−1) (8)

The i-th hidden layer in our model is characterized by the weight matrix
wi, bias vector bi, and activation function fai, where we specifically employ the
ReLU function in our experiments. Inspired by He et al.’s approach in designing
a neural collaborative filtering model, we incorporate an unbiased fully con-
nected layer as the final layer in our model. This layer maps the vectors to a
one-dimensional space and utilizes a sigmoid activation function to obtain the
predicted probability value of the interaction between users and items.

After client selection, each client calculates the update gradient g based on its
local data. The training data for the local link prediction task consists of positive
instances D+ and negative instances D−, where the negative instances can be
either all uninteracted items or a random subset of them. Since the training
process is treated as a binary classification task, binary cross-entropy is employed
to train the local model. Subsequently, the client uploads [gitem; gtime; gpred] to
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Fig. 1. The training process of the federated recommendation system

the server and updates its local user model θuser using guser. However, in order
to preserve user privacy preferences and following the approach proposed by
Wu et al. [13,14], guser is not uploaded. Finally, the server aggregates all the
received gradients using specific aggregation rules and updates the global model
[θitem; θtime; θpred]. This training process is repeated until convergence.

In summary, our FedNTF is a multi-layer representation learning model in a
federated environment, using neural methods for tensor decomposition to explic-
itly model the temporal evolution interactions between different dimensions. Our
federated recommendation system training process is depicted in Fig. 1.

5 Experiment

In this section, we describe our experimental setup and present our experimental
results. We assess the effectiveness of FedNTF in the context of link prediction,
a concrete real-world application that involves inferring the existence of links in
dynamic scenarios. This evaluation focuses specifically on the task of predicting
links in dynamic relational data. We also perform horizontal comparisons of our
model with FedMF and FedNCF on two different datasets.

5.1 Experimental Setting

We use two real-world datasets commonly used to evaluate recommendation
systems in collaborative filtering algorithms: MovieLens 1M and Lastfm2K to
evaluate the performance of the FedNTF system.

The MovieLens Rating Data 1M dataset comprises a vast collection of 1 mil-
lion ratings provided by more than 6,000 users for over 4,000 movies. Each rating
is represented by an integer ranging from 1 to 5, reflecting the user’s preference
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for a particular movie. In addition to the ratings, the dataset includes valu-
able information about the users and movies. User-related data encompasses
attributes such as age, gender, occupation, and zip code, enabling a deeper
understanding of the user demographics. On the other hand, movie-related data
provides insights into the movie’s title, genre, and release date. The rating data
within this dataset spans from 1995 to 2003, with the majority of ratings col-
lected between 2000 and 2003. It is worth noting that each user has contributed
at least 20 ratings, ensuring a substantial amount of data per user. Overall,
the MovieLens Rating Data 1M dataset offers a rich resource for exploring user
preferences, movie characteristics, and their dynamic interactions, making it an
invaluable asset for research and analysis in the field of recommendation systems.

The Lastfm2K dataset consists of user listening histories and rating data
from the Last.fm music platform. It includes interactions between 2,000 users
and various artists. This dataset is considered multi-relational as it captures
relationships between users and songs, as well as between songs and artists. The
dataset covers a time span of 3 months, from March to June 2005. However,
we observed that in this dataset, the same user may have multiple interactions
with the same artist simultaneously due to the presence of multiple music labels
describing different attributes of the artist or music work, such as style, genre,
and emotion. For our training task, which focuses on determining user interest
in specific artists, we retain only one interaction between a user and an artist at
a given time for training purposes. Furthermore, we filter out users with fewer
than 5 interactions and artists who have never interacted with any users in this
dataset to ensure data quality and relevance for our training.

During the initial data processing phase, a common technique employed in
recommendation systems involves transforming the numerical ratings in the
MovieLens dataset into implicit feedback. In the case of the Lastfm2K user
interaction data, it is already in implicit format. Subsequent to this step, we
group the user interactions within the dataset. To evaluate the performance of
the recommendation model, we utilize the well-established leave-one-out eval-
uation method. This involves setting aside the last interaction of each user as
the test data, while employing the remaining interaction data for training pur-
poses. Additionally, as a rapid evaluation approach, we establish a baseline by
randomly pairing each item in the test set with 100 uninteracted items.

By employing the leave-one-out evaluation strategy, the collaborative filter-
ing task undergoes a transformation into a ranking task, wherein the reserved
items of each user are to be ranked among 100 unobserved items. The resulting
ranking list is evaluated using two metrics: hit rate (HR) and normalized dis-
counted cumulative gain (NDCG). To elaborate, HR assesses whether the true
item appears within the top K ranking positions, while NDCG considers the
position of the hit. In our experimental setup, we compute HR and NDCG at K
= 10. Throughout the experiments, we calculate these two metrics for each user
and subsequently average the scores.
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Fig. 2. Comparing FedNTF with other baseline methods on the MovieLens 1M dataset,
analyzing their performance across multiple metrics.

5.2 Experimental Result

Figure 2 and Fig. 3 present the evaluation results of FedNTF using the FedAvg
aggregation rule for link prediction tasks on the MovieLens 1M and Lastfm2K
datasets, respectively. To conduct the evaluation, we partitioned the timestamps
in both datasets into one-week time intervals. In each training round, the pro-
portion of participating clients, denoted as C, was set to 0.4. For efficiency, we
trained the model on a local dataset that included three negative instances for
each positive interaction. These negative instances were generated through local
inference on a random subset of unobserved items not present in the local client’s
data. To fill in the time information for interactions with negative items, we used
the most recent interaction time between the user and the positive item. This
assumption implies that the user remained disinterested in the negative item
until their last interaction with the recommendation system.

In terms of recommendation performance, it is observed that FedNTF consis-
tently outperforms FedNCF, which in turn outperforms FedMF. This provides
evidence that FedNTF can be effectively utilized as an optimization method in
collaborative filtering-based federated models. Evaluating the Lastfm2K dataset
results, we find that FedNTF achieves nearly identical HR performance com-
pared to the FedNCF model, while demonstrating improved NDCG performance.
Although our model excels at capturing the temporal dynamics of user-item
interactions, the advantage of incorporating LSTM into the federated recom-
mendation model is not significant on the Lastfm2K dataset. This is because
the dataset has a relatively limited time span, and users’ preferences for items
do not undergo significant changes. Hence, the HR performance remains similar
to that of FedNCF. On the other hand, the NDCG metric focuses primarily on
the ranking of items in the recommendation list. Even when user preferences
do not exhibit substantial changes, the LSTM model with time information can
effectively rank the relevant items at the top, resulting in improved NDCG per-
formance.
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Fig. 3. Comparing FedNTF with other baseline methods on the Lastfm2K dataset,
analyzing their performance across multiple metrics.

6 Conclusion

Current federated recommendation systems often ignore the crucial temporal
information of user-item interactions, resulting in limited improvement of rec-
ommendation quality in the federated setting. In this paper, we propose a new
method called Federated Neural network based Tensor Factorization (FedNTF)
to model the evolving multidimensional interaction data of users and items over
time, without requiring the sharing of private data among clients. FedNTF com-
bines a multilayer perceptron architecture with an LSTM encoder to model time-
varying factors, capturing users’ preferences over time and the underlying factors
driving the evolution of user-item relationships. To assess the effectiveness of our
proposed method, FedNTF, we conduct extensive experiments on link predic-
tion tasks utilizing the MovieLens1M and Lastfm2K datasets. Through these
experiments, we demonstrate noteworthy advancements compared to existing
baseline approaches, underscoring the superiority of FedNTF in the context of
link prediction tasks.
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Abstract. Now Unmanned Aerial Vehicle (UAV) with Mobile Edge
Computing (MEC) severs and Device-to-Device (D2D) communications
provide offload computing services for User Devices (UDs). However, the
UAV has relatively high transmission latency. And D2D lacks the nec-
essary flexibility. In this paper, we introduce a novel MEC system that
utilizes the collaborative advantages of flexible movement of UAV and the
low latency transmission of D2D communication to process tasks from
UDs. We formulate an optimization problem focused on minimizing the
tasks transmission and execution delay of UDs. The problem involves
joint optimization of user scheduling, UAV trajectory, and resource allo-
cation of Virtual Machines (VMs) on the MEC server. To tackle this non-
convex problem, we propose a Deep Reinforcement Learning (DRL) algo-
rithm with Deep Deterministic Policy Gradient (DDPG). Through sim-
ulation results, we demonstrate that DDPG reduces the latency by 41%
compared to Deep Q-Network (DQN) and Actor-Critic (AC) algorithm.
Our collaborative UAV-D2D model has 16% and 32% lower latency than
when only the UAV or D2D works alone.

Keywords: Mobile Edge Computing · Unmanned Aerial Vehicle ·
Device-to-Device · Virtual Machines · Deep Deterministic Policy
Gradient

1 Introduction

In the era of 5G, mobile networks cater to a wide range of devices, including
computers, mobile vehicles, and various types of sensors. With the rapid prolif-
eration of Internet of Things (IoT) devices [1], there is a growing demand for
applications with stringent requirements for low latency, such as Virtual Reality
(VR), Augmented Reality (AR), and video streaming [2]. The traditional core
networks are unable to meet the demands of latency-sensitive tasks. To address
this challenge, Mobile Edge Computing (MEC) has emerged as a promising solu-
tion. MEC aims to reduce processing latency and enhance user experience by
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Jin et al. (Eds.): GPC 2023, LNCS 14504, pp. 108–122, 2024.
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offloading compute-intensive tasks to edge servers close to the users [3]. Nev-
ertheless, conventional MEC servers are typically deployed on static Base Sta-
tions (BSs) and lack the necessary flexibility. This limitation poses challenges
in scenarios where infrastructure is scarce or compromised(such as post-disaster
situations or remote mountainous areas) [4]. Therefore, there is a growing inter-
est in leveraging Unmanned Aerial Vehicle (UAV) and Device-to-Device (D2D)
assisted communications. These innovative approaches offer unique advantages
in terms of mobility, adaptability, and coverage, which make them particularly
suitable for addressing the limitations of traditional MEC deployments.

The research on UAVs primarily focuses on their trajectory and task schedul-
ing [5]. UAV fly between fixed users to fulfill their computational offloading
requirements. Meanwhile, there has been considerable research on the utiliza-
tion of D2D communication as an emerging technology for MEC services [6].
The short-range and low-latency advantages of D2D communication assist MEC
in task processing [7]. In the context of MEC servers, Virtual Machine (VM)
reuse is a fundamental technique [8]. MEC servers utilize multiple VMs to per-
form parallel computing tasks, resulting in a significant reduction in compu-
tational latency. However, existing work has rarely explored the collaborative
efforts of UAV-D2D communications and VM workloads on UAV to meet user
task demands.

In this paper, we propose a system that leverages the collaborative advan-
tages of UAV and D2D communication to assist MEC. UD splits and offloads
tasks to UAV and D2D for joint calculation. We also optimize the workload on
MEC servers to achieve optimal computational efficiency. The main contribu-
tions of this work are summarized as follows:

(1): We present the system of using UAV and D2D communication together to
support MEC services. This novel approach harnesses the unique advan-
tages of UAV mobility and D2D communication low latency. Compared to
scenarios using only UAV or D2D, the task execution delay is reduced by
16% and 32%, respectively.

(2): We address the workload on MEC servers to maximize their computing
capacity. By optimizing the allocation of VMs on the servers, we achieve
a balanced workload and efficient resource utilization. Compared with no
VMs allocation, task execution delay decrease 6%.

(3): We compare our proposed Deep Deterministic Policy Gradient (DDPG)
with Deep Q-Network (DQN) and Actor-Critic (AC). Through simulations
and experiments, we demonstrate that the DDPG reduces latency of tasks
about 41%.

In the rest of this article is organized as follows. The Sect. 2 discusses related
work. We introduced the system model in Sect. 3. In Sect. 4 we present the
algorithm. The simulation and experimental results are presented in Sect. 5. The
Sect. 6 summarizes.
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2 Related Work

In recent years, there has been extensive research in the academic community
focused on MEC assisted offloading. Arash et al. [9] aimed to minimize delay
and energy consumption by finding the Pareto optimal frontier. Li et al. [10]
proposed an online learning method that reduces task processing cost through
multi-hop assisted collaboration. However, the static deployment of MEC servers
mentioned above is not adaptable to various scenarios. Asim et al. [11] tackled
the issue by minimizing system energy consumption through the optimization of
the hovering position for each time slot of the Unmanned Aerial Vehicle (UAV).
Wang et al. [12] employed Deep Reinforcement Learning (DRL) to plan multi-
ple UAV trajectories while considering UAV load balancing to minimize energy
consumption. Umber et al. [13] focused on D2D shared spectrum and aimed to
minimize the sum of all device task execution delays under energy constraints,
utilizing an offloading framework based on Orthogonal Frequency Division Mul-
tiple Access (OFDMA). Dai et al. [14] designed a framework that integrates
migration and offloading willingness in D2D communication, aiming to mini-
mize task latency and migration costs. However, there are limited studies on
UAV and D2D co-assisted MEC computations. Pu et al. [15] found that opening
multiple VMs in the same Physical Machine (PM) could impact overall perfor-
mance due to I/O interference between VMs. Koushik et al. [16] employed the
DQN algorithm, to design UAV trajectories and optimize network throughput.
However, the DQN algorithm may face challenges in scenarios with continuous
action spaces due to the curse of dimensionality, making convergence difficult.
To address this, Ding et al. [17] proposed the DDPG algorithm to handle high-
dimensional continuous motion of UAV and achieve improved performance.

In comparison to the reviewed related studies, we propose the DDPG algo-
rithm to jointly leverage UAV and D2D communication for MEC offloading. Our
approach aims to optimize the UAV trajectory and workload of MEC servers,
leading to a reduction in task execution delay. By employing DDPG, we effec-
tively address the challenge of high-dimensional continuous motion in UAV. In
addition, offloading between close D2D is able to get low transmission latency.
This jointly utilize advantages which enables efficient task distribution, ulti-
mately resulting in a smaller task execution delay.

3 System Model

In this section, we will consider the issue of minimizing the latency of UDs. As
shown in Fig. 1, we assume the D2D-assisted UAV-MEC system without BSs,
which consists of a UAV and M UDs, denoted by the set M = {1,2,. . . ,M}.
Besides, We assume that the UDs are divided into two groups, one for D2D
transmitter and one for D2D receivers, which set I = {1, 2, . . . , i, . . . , I},∀i ∈ M
and J = {1, 2, . . . , j, . . . , J},∀j ∈ M, respectively. The UAV is equipped with
MEC servers and provides offloading services for the D2D transmitters. Simul-
taneously, the D2D receivers also assist in offloading tasks for the transmitters.



UAV-D2D MEC System 111

3.1 UAV Trajectory Model

In our model, we set a square region in Cartesian coordinates. Then, we assume
that the UAV has sufficient power to maintain flying [2] at a fixed altitude H and
serve the users dynamically during the flight cycle time of T . The flight period
is divided into equal and sufficient small time slots N denoted by the set N =
{1,2,. . . ,n,. . . ,N}. Besides, We assume that the UAV remains hovering in each
time slot n, so the position coordinate of the UAV is q(n) = [X(n), Y (n), H],
n ∈ N . The flight direction and speed is controlled by the angle of δ(n) ∈ (0, 2π]
and v(n) ∈ [0, vmax], respectively. Therefore, we get the coordinate of the UAV
flies to the new hovering position at the nth time slot
q(n + 1) = [X(n) + v(n)t cos δ(n), Y (n) + v(n)t sin δ(n),H]
with a flight time t. Moreover, we have UAV flight constraints as the following

0 ≤ X(n + 1) ≤ X(n) + vmaxt cos δ(n),∀n ∈ N (1)

0 ≤ Y (n + 1) ≤ Y (n) + vmaxt sin δ(n),∀n ∈ N (2)

Fig. 1. UAV-D2D MEC System.

3.2 Communication Model

We assume that the UAV schedules one UD i per time slot to communicate, while
this UD i generates a D2D link with the nearest UD j. Besides, we assume the
positions of transmitter i and receiver j are fixed in our model, which are denoted
as qi = (xi, yi, 0) and qj = (xj , yj , 0), respectively. The communication link
between the UAV and the UD i is dominated by the line-of-site(LoS) channel,
so their channel gain in time slot n be expressed as
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gi(n) = β0d
−2
i (n) =

β0

‖q(n) − qi‖2 ,∀n ∈ N ,∀i ∈ I (3)

where β0 is the channel power gain at a reference distance of 1 m, and di(n)
denotes the Euclidean distance between UD i and UAV. Moreover, we obtain
the D2D channel link between UD i and UD j be modeled as

gi,j(n) = h(n)β0d
−2
i (n)

=
h(n)β0

‖qi − qj‖2 ,∀n ∈ N ,∀i ∈ I,∀j ∈ J (4)

where h(n) represents the small-scale fading coefficient of obeying CN ∼ (0, 1).
Then, the transmission rate between UAV and UD i is given as

ri(n) = B1 log2(1 +
gi(n)Pi(n)

σ2
),∀n ∈ N ,∀i ∈ I (5)

where B1 is the ground-to-air channel bandwidth, Pi(n) denotes the transmission
power of the UD i, and σ2 represents the noise power. Let B2 denotes the ground-
to-ground channel bandwidth, and the interference between links is ignored, so
the data rate of the D2D link between UD i and UD j is given by

ri,j(n) = B2 log2(1 +
gi,j(n)Pi,j(n)

σ2
),∀n ∈ N ,∀i ∈ I,∀j ∈ J (6)

3.3 Task Offloading Model

We assume that each time slot per UD i will generate different task [Di(n), V ],
where Di(n) denotes the task sizes, V indicates the CPU cycles to process each
byte of the unit. Besides, we consider a partial offload mode, where a part of the
tasks offload to the UAV and its ratio set to Ri(n) ∈ [0, 1], and the remaining
(1 − Ri(n)) is offloaded to the connected D2D device UD j. Because the size
of the tasks returned after the calculation is very small, so they are usually
negligible [11]. Therefore, the offloading transmission time from UD i to UAV
at time slot n is

ttran
i (n) =

Ri(n)Di(n)
ri(n)

,∀n ∈ N ,∀i ∈ I. (7)

The transmission time from UD i to UD j is given as

ttran
i,j (n) =

(1 − Ri(n))Di(n)
ri,j(n)

,∀n ∈ N ,∀i ∈ I,∀j ∈ J . (8)

Hence, the transmission time of the scheduled UD i to offload tasks in time slot
n is

Ttran(n) = ttran
i (n) + ttran

i,j (n),∀n ∈ N ,∀i ∈ I,∀j ∈ J . (9)
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3.4 Task Computing Model

In our model, we incorporate load balancing for the MEC server. As depicted
in Fig. 2, upon receiving tasks, the MEC server creates multiple VMs on the
same PM to process the tasks in parallel. However, turning on more VMs leads
to increased load, which negatively impact the overall performance of the MEC
server. We denote Z > 0 [18] as the attenuation factor, representing the per-
centage of overall computing capability degradation when multiple VMs are
simultaneously active. Additionally, we assume that the tasks received by the
MEC server can be randomly divided into multiple sub-tasks, with the number
of sub-tasks denoted as k(n) in time slot n. Consequently, the parallel computing
time of S(n) VMs on the MEC server in time slot n can be expressed as follows:

tcomp
i (n) = tk(n)max (1 + Z)S(n)−1,∀n ∈ N ,∀i ∈ I (10)

where t
k(n)
max denotes the maximum computing time for a VM to process parallel

sub-tasks, and it is expressed as

tk(n)max =
Dsub

maxV M (n)V
fV M

,∀n ∈ N (11)

where Dsub
maxV M (n) represents the maximum sub-task size for a VM computing,

fV M denotes computing capability of virtual machine. Moreover, the computing
time of UD j is

tcomp
i,j (n) =

(1 − Ri(n))Di(n)V
fj

,∀n ∈ N ,∀i ∈ I,∀j ∈ J , (12)

where fj denoted the computing capability of UD j. Therefore, the total com-
puting time of the task Di(n) at time slot n is

Tcomp(n) = tcomp
i (n) + tcomp

i,j (n),∀n ∈ N ,∀i ∈ I,∀j ∈ J . (13)

Fig. 2. VMs Parallel Computing.

3.5 Problem Formulation

In this paper, we jointly optimize user scheduling, UAV trajectory, UD i launch
power, offload ratio, and number of VMs to achieve MEC server load balancing
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and minimize tasks execution latency. Specifically, we minimize the delay with
transmission time and computation time which is formulated as

min
αi(n),q(n+1),Ri(n),
Pi(n),Pi,j(n),S(n)

N∑

n=1

I∑

i=1

αi(n)(Ttran(n) + Tcomp(n)) (14)

s.t. αi(n) ∈ 0, 1,∀n ∈ N ,∀i ∈ I, (14a)
I∑

i=1

αi(n) = 1,∀i ∈ I, (14b)

0 ≤ X(n + 1) ≤ X(n) + vmaxt cos δ(n),∀n ∈ N , (14c)
0 ≤ Y (n + 1) ≤ Y (n) + vmaxt sin δ(n),∀n ∈ N , (14d)
1 ≤ k(n) ≤ Kmax,∀n ∈ N , (14e)
1 ≤ S(n) ≤ k(n),∀n ∈ N . (14f)

The constraint (14a) and (14b) ensure that only one user is scheduled for offload-
ing in time slot n. Constraint (14c) and (14d) guarantee UAV flight trajectory
is not exceeding its capacity limits. Constraint (14e) denotes the number of sub-
tasks split on the MEC sever does not exceed the maximum. Constraint (14f)
limit the number of VMs no more than the amount of sub-tasks.

4 Proposed Approach

In this section, so we propose a DRL algorithm DDPG to slove the above com-
plex optimization problem with multiple non-convex constraints and multiple
optimization objectives.

4.1 Algorithm DDPG

Reinforcement Learning (RL) methods involve an agent continuously interact-
ing with the environment to determine the best action strategy for each step
through trial and error [19]. When RL is combined with Deep Neural Networks
(DNN), it forms DRL. Traditional DRL algorithms such as Q-learning, Sarsa,
and DQN [20] are designed for problems with discrete action spaces. However,
when dealing with continuous action spaces, the DDPG algorithm, as shown in
Fig. 3, is utilized as a model-free off-policy AC [21] approach. In the DRL, the
environment is typically modeled as a discrete-time Markov Decision Process
(MDP). Following the Markov framework, the agent selects an action based on
the current state of the environment and receives an immediate reward, which
guides its subsequent actions. The primary objective of the agent is to maximize
the accumulated reward by making optimal decisions based on the current envi-
ronment state.
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Fig. 3. DDPG Schematic Diagram.

The DDPG as a deterministic policy algorithm where the continuous action
spaces output is a deterministic action. The actor network π is defined as a
function

an = π(sn|θπ) (15)

where sn is current state to get deterministic action an, and θπ is actor network
training parameters. The critic network is Q(sn, an|θQ) to approximate Q-value
function. Besides, both the actor network and the critic network contain the
same structural target network as they are, which updates the approximate
π′(sn|θπ′

) and Q′(sn, an|θQ′
), respectively. In addition, DDPG has an experience

replay mechanism that randomly selects the mini bitch b input network in the
experience buffer to accelerate convergence. The critic network minimize the loss
function to update

L(θQ) =
1
b

b∑

t=1

[Qtarget − Q(st, at|θQ)]2 (16)

where Qtarget = rt + γQ(st+1, π
′(st|θπ′

)|θQ′
)). Moreover, the strategy gradient

update formula is

∇θπJ = (17)

Eπ′ [∇aQ(s, a|θQ)|s=st,a=π(st|θπ)∇θππ(s|θπ)|s=st
].

Hence, the parameters of the target network are updated as

θQ′ ← τθQ + (1 − τ)θQ′
(18)

θπ′ ← τθπ + (1 − τ)θπ′
(19)

where τ ∈ (0, 1) is a constant to update target network softly.
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Our DDPG is shown in Algorithm 1, we first initialize the network param-
etersthe (Algorithm 1: line 1–3). Then, we initialize the UAV state for each
episode (Algorithm 1: line 4–5). UAV chooses action an in the actor network
according to the state space. Because of the independence of exploration and
learning in DDPG, we add the Gaussian noise Nn to the action exploration in
order to avoid getting into local optimal solutions,

an = π(sn|θπ) + Nn. (20)

After executing action an based on sn, the next state sn+1 and immediate reward
rn are observed. Then, the agent stores the transition four tuple in experience
replay buffer (Algorithm 1: line 6–8). During training, if experience replay buffer
B is full, the agent randomly selects b which sets of transition tuples in the buffer
and puts them back into the network. The actor network and the critic network
update their parameters to obtain the cumulative optimal reward (Algorithm 1:
line 9–14). In the end, we get the best flight strategy for UAV (Algorithm 1: line
16–17).

Algorithm 1. DDPG-based Dynamic Computation Resource Allocation and
Task Offloading algorithm
1: Initialize actor network with weights θπ and critic network with weights θQ.
2: Initialize the weights of target network θπ′

= θπ and θQ′
= θQ, respectively.

3: Set the experience replay buffer B = 0.
4: for each episode do
5: Reset the UAV initial position and observe the initial state s1
6: for n = 1, 2, . . . , N do
7: Perform exploration actions an = π(sn|θπ)+Nn, get the reward rn and observe

next state sn+1.
8: Store tuple (sn, an, sn+1, rn) in the experience replay buffer B.
9: if B is full, then

10: Randomly sample tuple with mini-batches of b from B.
11: Update the θQ of critic network by minimizing the loss (16).Update the θπ

of actor network by policy gradient (17).
12: Update target network of critic network and actor network by (18) and

(19), respectively.
13: end if
14: end for
15: end for
16: return θπ

17: Select the optimal action aop
n .
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4.2 MDP Model

In our system, UAV act as agent to creat MDP. We model the MDP as three
tuples (S,A,R), where S indicates state space, A is a set of action, and R
represents the reward function.

State Space. The state space of the environment in our model consists of UD
i task size Di(n), the number of sub-tasks k(n) and UAV position q(n) in time
slot n. Therefore, the state space is given as

sn = [Di(n), k(n),q(n)]. (21)

Action Space. The action space consists of continuous flight actions and
scheduling calculation of UAV, including flight speed v(n), flight angle δ(n),
offloading ratio Ri(n), scheduling UD i(n), UD launch power Pi(n), Pi,j(n), and
number of VMs S(n). Thus, the action space is modeled as

an = [v(n), δ(n), Ri(n), i(n), Pi(n), Pi,j(n), S(n)]. (22)

Since the output actions of the actor network are continuous, the action variables
i(n), S(n) need to be discretized, e.g. if i(n) = 0 ,then discretization i′ = 1; if
i(n) 	= 0, the i′ = 
i(n)�, where 
·� is rounding up.

Reward Function. The reward function is a crucial component in evaluating
the rationality of actions chosen by the agent. In our approach, we utilize the
optimization objective as the basis for the reward function. Additionally, we
incorporate a penalty factor, denoted as pn, to account for the UAV flying out
of the designated boundary. Consequently, the reward function can be expressed
as follows:

rn = −
N∑

n=1

I∑

i=1

αi(n)(Ttran(n) + Tcomp(n)) + pn (23)

Table 1. Simulation parameters

Parameter Value Parameter Value

H 100 m σ2 –100 dBm

vmax 50 m/s V 1000 cycles/bit

β0 –50 dB fj 0.6 GHz

B1 1 MHz fV M 1.2 GHz

B2 0.8 MHz Z 0.2

t 1 s Di(n) [1.5, 2]Mbits
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5 Simulation Results

In this section, we conduct simulations using the DDPG algorithm with specific
parameter values, and compare its performance with other baseline algorithms.
Our simulations use the CPU of AMD 5800H with 3.2 GHz. All algorithms are
implemented in Python 3.6 and Tensorflow 1.5.0. The DDPG algorithm uses a
4-layer fully connected neural network with two hidden layers [300,10] neurons in
both actor and critic networks. Our model considers a square area with dimen-
sions of 100 m × 100 m. We have a total of I = 4 UDs positioned at [75, 19], [40,
88], [47, 17], and [93, 55] meters, respectively. Additionally, there are J = 2 des-
tination points located at [0, 0] and [100, 100] meters. The initial position of the
UAV is set to [50, 50] meters. For the simulation, we utilize various parameters
which are specified as follows Table 1.

Fig. 4. Reward Convergence of DDPG.

First, we analyze the reward of DDPG as shown in Fig. 4. After conducting
tests, we have observed that the best convergence performance when the learning
rate of the critic network and the actor network is set to ψactor = 0.001, ψcritic =
0.002, respectively. Meanwhile, our discount factor set as γ = 0.001, exploration
parameter set as σe = 0.01. Initially, due to the lack of previous knowledge
about the environment, the UAV explores actions in an almost random manner.
As a result, the reward experiences significant fluctuations. However, as the UAV
accumulates enough samples and gains more information about the environment,
the reward gradually increases and eventually converges. This convergence indi-
cates that the UAV has found the optimal flight strategy.

Furthermore, in Fig. 5, we compare the delay performance of various algo-
rithms. As the training episodes increase, the AC algorithm fails to converge
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Fig. 5. Different Algorithm Delay Performance Comparison.

due to simultaneous updates of its actor and critic networks. The difficulty in
converging the critic network prevents the accurate guidance of the optimal
action through the value function. In contrast, both DQN and DDPG employ
evaluation networks and target networks, which ensure relatively independent
training data and enable convergence. Because the DQN is limited to scenarios
with discrete actions, when dealing with problems involving a large number of
action dimensions, we need to quantify continuous actions into finite discrete
values which will result in lower cumulative rewards. The DDPG converges to
smaller delay values eventually because of the extensive exploration of continu-
ous actions. As a result, DDPG has 41% lower latency than DQN and AC.

Figure 6 (a) illustrates a comparison of the delay performance between DDPG
with and without dynamic VM allocation. We observe that both systems con-
verge after 300 episodes as the UAV finds the best strategy. However, the alloca-
tion of VM results in lower task processing latency. This is because optimizing
the distribution of VM leads to a further reduction in computational latency,
causing a decrease in latency of 6%.

In Fig. 6 (b), we simulate the delay performance of UAV or D2D working
alone, and compare them with our system. When only D2D is working, due to
the limited computing capability of D2D receiver devices, they are unable to
quickly complete all task processing. Besides, only relying on UAV operation
unable guarantee low-latency transmission for all tasks. Our model allows the
user to partially offload to the UAV and partially offload to the D2D receiver
device, which leverages the respective strengths of UAV and D2D. Therefore,
the latency of our model is 16% or 32% smaller than when only UAV or D2D
works alone, respectively.
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Fig. 6. Delay comparison of different system models.

6 Conclusion

In this paper, we consider a system that D2D and UAV-MEC collaborate to
assist in user task offloading. We optimize the UAV trajectory and achieve load
balancing on the MEC server to minimize the sum of the tasks’ transmission
delay and computation delay. Specifically, to solve the integer nonlinear problem,
we propose the DDPG algorithm to obtain the optimal strategy.
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Through extensive simulations, we evaluate the performance of DDPG in
terms of processing task latency and compare it with DQN and AC. The results
demonstrate that DDPG approach outperforms the DQN and AC about 41% in
terms of task latency reduction. This indicates the effectiveness and superiority
of our proposed solution in optimizing the UAV trajectory and achieving load
balancing on the MEC server.

By leveraging the collaboration between D2D and UAV-MEC, our system
demonstrates improved efficiency and reduced latency in task offloading. And
compared with only UAV or D2D wokrs alone, the task processing delay reduces
16% and 32%, respectively. In addition, the latency for dynamic VM allocation
is 6% lower than for fixed VM numbers.
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Abstract. In this paper, an enhanced INGO optimization algorithm is
proposed to solve the problem of large positioning error of the origi-
nal DV-Hop algorithm in wireless sensor networks. By introducing cubic
chaotic mapping and increasing the diversity of population initialization
to expand the search scope, the sensor node location information can be
collected more widely, so that the algorithm can search for the best solu-
tion as far as possible. In addition, a hybrid method of optimal - worst
reverse learning and lens imaging reverse learning strategy is added to
help the algorithm get rid of the local extreme value easily and improve
the positioning accuracy. By comparing with the localization results of
the classical DV-Hop localization algorithm, SSADV-Hop algorithm, and
WOADV-Hop algorithm, the INGO algorithm reduces the average nor-
malized localization error when the beacon node, communication radius,
and total number of nodes are different.

Keywords: DV-Hop Positioning · North Goshawk Optimization
Algorithm · Cubic chaotic mapping · Hybrid reverse learning strategy

1 Introduction

Wireless Sensor Networks (WSN) are network systems composed of a multitude
of distributed wireless sensor nodes. They are utilized for sensing, collecting,
and transmitting diverse information within the environment [1]. In WSN net-
works, node positioning technology serves as the foundation for network con-
struction. This technology enables the determination of location information
for other nodes in the network based on the data from a few known nodes.
However, imprecise positioning can lead to decreased communication efficiency
among sensor nodes and cannot ensure the reliability of transmitted node infor-
mation. Therefore, the accurate localization of unknown node coordinates holds
significant importance [2].

Traditional positioning technology typically relies on global positioning sys-
tems to provide positioning and navigation information through satellites. How-
ever, satellite-based positioning systems suffer from drawbacks such as high cost
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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https://doi.org/10.1007/978-981-99-9896-8_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9896-8_9&domain=pdf
http://orcid.org/0000-0001-7269-3414
https://doi.org/10.1007/978-981-99-9896-8_9


126 Q. Sun et al.

and energy consumption. Additionally, achieving accurate positioning in large-
scale practical scenarios, such as forest rescue and personnel search, poses signif-
icant challenges [3]. To address these limitations, the DV-Hop(distance vector-
hop) algorithm was developed as a range-free positioning algorithm. It offers high
accuracy and robustness without requiring additional hardware equipment. Its
simplicity and ease of operation make it well-suited for large-scale wireless sen-
sor network positioning. The DV-Hop algorithm determines node coordinates by
measuring the number of hops and distances between nodes. However, the tradi-
tional DV-Hop algorithm suffers from significant positioning errors. To overcome
this, researchers both domestically and internationally have proposed numerous
improved algorithms aimed at achieving the most accurate calculation of node
location information [4–6].

In the literature [7], an improvement to the traditional DV-Hop algorithm is
proposed by utilizing the weighted least square method to enhance node posi-
tioning accuracy. However, this improvement solely focuses on the third step,
without addressing the positioning error caused by the second step. Another
improved algorithm, described in the literature [8], modifies the estimated dis-
tance between unknown nodes and different anchor nodes based on fractional
hop information and relatively accurate anchor node coordinate information.
This adjustment aims to reduce localization errors by improving the minimum
hop count and average distance in the second step. With the emergence of swarm
intelligence optimization algorithms, many scholars have employed swarm intel-
ligence algorithms to optimize the DV-Hop algorithm. In the literature [9], a
method utilizing double communication radius is proposed to mitigate distance
estimation errors. Additionally, the SSA (Social Spider Algorithm) is employed
for node position estimation. Furthermore, in the literature [10], the parallel
whale algorithm is employed to address the distance error between anchor nodes
and unknown nodes in the second step of the DV-Hop algorithm.

In this study, we introduce a novel optimization algorithm called the North-
ern Goshawk Optimization (NGO) algorithm, aiming to enhance positioning
accuracy. The key innovations of this research are as follows:

Firstly, we propose a positioning algorithm named INGODV-Hop, which
combines the enhanced Northern Goshawk Optimization algorithm with the tra-
ditional DV-Hop algorithm.

Secondly, the INGODV-Hop method incorporates a chaos mechanism to
expand the population’s distribution area, enhance the quality of initial solu-
tions, and reduce the error rate.

Thirdly, we introduce a hybrid reverse learning strategy to improve global
search capabilities and prevent the original Northern Goshawk algorithm from
converging to local optima.

To evaluate the superiority of the improved algorithm, we conduct experi-
ments to test the positioning accuracy under different parameters, comparing
it with algorithms such as Whale Optimization Algorithm(WOA), Social Spi-
der Algorithm(SSA), and other improved algorithms. The experimental results
demonstrate that INGO effectively enhances the localization accuracy of the
original DV-Hop algorithm, providing more accurate node location information.
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2 Construction of WSN Node Location Model

2.1 Classic DV-Hop Algorithm

DV-Hop is a wireless sensor network location algorithm based on hop number. It
estimates the position of nodes by hop number measurement and the least square
method. To better comprehend the methodology for calculating unknown node
coordinates, The DV Hop algorithm’s basic idea is explained in depth in Fig. 1. i,
j, k are set beacon node coordinates respectively, u1, u2. . . represents unknown
node distribution, d1, d2 and d3 represent the distance between two pairs of
beacon nodes. Three stages are taken to ascertain the node’s position:

Fig. 1. Schematic diagram of DV-Hop principle

I. The Each sensor measures its distance to all of its neighbors and sends this
distance information to its connected anchor node.

II. The anchor node then calculates the average number of hops between each
sensor and the anchor node based on the distance information it receives.
Among them(xi, yi), (xj , yj) represent the coordinates of beacon nodes i and
j; hij is the number of hops between two beacon nodes. HopSizei represents
the average jump distance of the beacon node i, n is the number of beacons.
Hi is the number of hops between the unknown node and the nearest beacon
node; The distance L between the unknown node and the beacon node is
calculated by the hop information according to formula (2).

HopSizei =
n∑

i�=j

√
(xi − xj)2 + (yi − yj)2/

n∑

i�=j

hij (1)

Lij = HopSizei ∗ Hi (2)

III. The position of each node is determined by polygon triangulation. The known
beacon node’s coordinates are (xn,yn) and the unknown node’s coordinates
are (x,y). d1,d2, d3estimate distance between unknown node and beacon node.



128 Q. Sun et al.

Establish matrix model AX = b. The unknown node location information is
estimated by the least square method. Where A, X, and bare as follows:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

√
(x − x1)2 + (y − y1)2 = d1√
(x − x2)2 + (y − y2)2 = d2√
(x − x3)2 + (y − y3)2 = d3

...√
(x − xn)2 + (y − yn)2 = dn

(3)

A = 2

⎡

⎢⎢⎢⎣

(x1 − xn)&(y1 − yn)
(x2 − xn)&(y2 − yn)

...&
(xn−1 − xn)&(yn−1 − yn)

⎤

⎥⎥⎥⎦ (4)

b =

⎡

⎢⎢⎣

x2
1 + x2

n + y21 + y2n + d2n − d21
x2
2 + x2

n + y22 + y2n + d2n − d22
· · · &

x2
n−1 + x2

n + y2n−1 + y2n + d2n − d2n−1

⎤

⎥⎥⎦ (5)

X = (ATA)−1AT b (6)

2.2 Northern Goshawk (NGO) Algorithm

NGO algorithm is a population intelligence algorithm proposed by Mohammad
Dehghani and others in 2022 [11]. It simulates the hunting behavior of the north-
ern goshawk. The main core principles include two stages prey recognition and
pursuit. The program searches for prey in a D-dimensional search space using a
population size of N goshawks, which is the overall best solution to the relevant
problem.

Prey recognition stage: in the first stage of hunting, the Northern Goshawk
picks a target at random and attacks it quickly in the early stage of its hunt.
This selection and attack of prey can be explained by the following formulas:
(7)–(9):

Pi = Xk, i = 1, 2, ....N, k = 1, 2, 3...i − 1, i + 1, ...N (7)

xnew,P1
i,j =

{
xi,j + r(pi,j − Ixi,j , Fpi < Fi)
xi,j + r(xi,j − pi,j , Fpi ≥ Fi)

(8)

Xi =
{
Xnew,P1

i , Fpnew,P1
i < Fi)

Xi, Fpnew,P1
i ≥ Fi)

(9)

Pi is the location of the ith northern goshawk prey, Fi is the value of the
ith northern goshawk’s objective function. FPi

is its objective function value,
k is a random self-number in the range [1, N], Xnew,P1

i is the ith Northern
Goshawk’s new location, xnew,p1

i,j is the new position of the j−dimension of the
ith Northern Goshawk, Fnew,P1

i is the ith Northern Goshawk’s revised objective
function value during the initial hunting stage, i is a random number in the
range [0,1], I is either 1 or 2.
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Chase and escape phase: after selecting its prey, the goshawk will attack it,
and pursuit of it at high speed, the prey cannot escape. Pretend that the hunt’s
second phase is at the attack position with radius R, this stage is described by
the formula (10) to (12)

xnew,P2
i,j = xi,j + R(2 ∗ r − 1)xi,j (10)

R = 0.02 ∗ (1 − t

T
) (11)

X=
i

{
Xnew,P2

i , Fpnew,P2
i < Fi)

Xi, Fpnew,P2
i ≥ Fi)

(12)

Xnew,P2
i is the new position of the ith Northern Goshawk, t is the current

number of iterations, T represents the most iterations possible, xnew,P2
i,j is the

new position of the ith Northern Goshawk in the jth dimension, Fnew,P2
i is the

second stage’s updated objective function value for the hth northern Goshawk.

3 Improve the NGO Algorithm

First, the NGO optimization algorithm uses a random distribution approach
to initialize the population, which may cause some people to concentrate in one
location while information gathering is lacking in other places and the population
is insufficiently gathered to conduct further research. As the number of iterations
rises and the population diversity falls in the later stage, the algorithm may enter
the local optimal since all states in the solution space cannot be explored [12].
This study proposes corresponding improvement ideas in light of the deficiencies
of the previous two points.

3.1 Population Initialization

Chaotic mapping refers to the dynamic behavior exhibited by a complex nonlin-
ear system. The utilization of chaotic sequences for initialization addresses the
limitations of the NGO algorithm [13]. In this study, Cubic maps (also known as
cubic chaotic maps) with a relatively uniform distribution are selected. During
the initialization process, a randomly generated weight factor is assigned to each
individual. The expression for the mapping operator is as follows:

y(n + 1) = 4y(n)3 − 3y(n), y(n) �= 0, n = 1, 2, 3... (13)

Wi = Random(minw,maxw) (14)

The specific steps for initializing the cubic chaotic mapping function with the
added weight factor are as follows:

Define the formula of the cubic chaotic mapping formula (13), which gener-
ates random and distributed numerical sequences.
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Initialize the weight factor for each individual. Set the initial value of the
cubic chaotic map and calculate it using formula (13). Then, map the result to
the value range of the weight factor [min-w, max-w] to obtain the initial weight
factor for the individual.

By assigning a random initial weight factor to each individual based on the
cubic chaotic map, the diversity and randomness of individuals are increased.
This ensures that the algorithm maintains diversity during the search process,
facilitating global search.

3.2 Mixed Reverse Learning Strategies

This work presents a hybrid reverse learning approach by introducing lens image
reverse learning and the optimal-worst reverse learning strategy to address the
issue that the algorithm is prone to slip into the local extreme value with the
increase of iterations in the later stage. Reverse learning of the specific positions
of each iteration update in NGO can help the algorithm’s overall search capa-
bility to some extent, preventing it from entering the extreme state too soon.

i. Lens imaging reverse learning strategy
Assume that in a two-dimensional space as shown in Fig. 2, the individual P
with height h is projected onto the X-axis through a convex lens to obtain the
global optimal position Xbest, and P with height h∗ is obtained by imaging;
Range of axes [aj ,bj ], the optimal position X∗

best(the point opposite xbest) is
obtained on the coordinate axis. The formula is described as follows:

Fig. 2. Schematic diagram of lens imaging

(a)j + bj)/2 − x

X∗
best − (aj + bj)/2

=
h

h∗ (15)

n =
h

h∗ (16)
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X∗
best =

aj + bj
2

+
aj + bj
2 ∗ n

− x∗

n
(17)

In formula (16), n is the adjustment parameter. When n = 1, lens imaging is
a general reverse learning strategy; In this paper, n is set to 1.2 ∗ 104. Several
studies have demonstrated that elite people have a broader search scope than
average people. As a result, using the lens imaging reverse learning method
can help NGOs escape local optimization when they reach local extremes.

ii. Optimal worst reverse learning strategy
For the specific goshawk in the worst position globally, the random reverse
learning approach is used to address the local optimization and enhance the
algorithm’s search efficiency. In each iteration of the algorithm, position selec-
tion is carried out through formula (17) and formula (18). By comparing fit-
ness values before and after reverse learning, the optimal position information
and fitness values are updated. The expression is as follows:

X∗
worst = aj + rand(bj − xworst) (18)

where xworst represents the worst position vector at present, and the rand is
a random number in the range of [0,1]. In this paper, two individuals of the
current optimal position and the worst position in the population are selected
for location search. A dynamic boundary is used to make the search range of the
algorithm more extensive and effective and improve the optimization accuracy of
the algorithm; In elite reverse learning, the first few individuals in the population
are generally used for processing. Individuals with little difference have little
influence on the algorithm jumping out of the local extreme value, but increase
the complexity of the algorithm.

3.3 Algorithm Steps in This Paper

I. The corresponding relationship between INGO algorithm and node loca-
tion in wireless sensor networks is established. The INGO algorithm treats
each solution to the node location problem as an individual goshawk. The
set objective function evaluates the individual goshawk location at each
iteration of the algorithm, and the minimal value of fitness(i) is solved to
determine the ideal node positioning. The following is how the fitness value
function is expressed:

fitness =
n∑

i=1

√
(x − xi)2 + (y − yi)2 − d2i (19)

II. According to formula (2), the average number of hops between each sensor
and the anchor node is calculated.

III. A cubic chaotic mapping strategy is adopted to initialize N individuals with
relatively uniform location distribution in the search space.

IV. Prey recognition stage: formula (7), formula (8), formula (9) search and
select prey; update the position information and objective function value
of the first stage.
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V. Select the best and worst individuals according to Eqs. (17) and (18),
improve the search ability of the algorithm, increase the diversity of the
population, and jump out of the local extreme value.

VI. The most recent position data for the northern goshawk is updated by the
formula by comparing the target function values of prey and that of the
goshawk formula (12).

VII. Judge whether the algorithm meets the stop condition, if so, end the cycle,
and save the current optimal solution and objective function value, other-
wise continue to repeat steps (4) to (6). The overall procedure flow chart
is shown in Fig. 3.

4 Simulation Experiment and Result Analysis

4.1 Simulation Experiment

In this paper, simulation experiments were conducted using MatlabB2021. The
proposed approach was compared with the classic original DV-Hop algorithm, as
well as the SSADV-Hop algorithm [9], which is optimized by introducing a double
communication radius combined with the sparrow optimization algorithm, and
the WOADV-Hop algorithm [10], which is improved by combining two commu-
nication strategies: group communication and population average location value.
The experimental area was a 100 × 100 m square region, and the environmental
parameters were set as specified in Table 1.

Table 1. Experimental environment parameter Settings

Name Parameter

population N = 100

Maximum iterations 300

Number of nodes 100

Beacon node 30

Communication radius 30

Node distribution Random

The performance of the four algorithms is compared in order to increase the
results’ accuracy, and the average value is taken 50 times. The localization error
was normalized to evaluate the positioning accuracy. The expression is as follows:

Error =
∑n

i=1

√
(Xi − xi)2 + (Yi − yi)2

N ∗ R
(20)

where, (Xi, Yi) is the coordinate calculated by positioning algorithm, and (xi,
yi) represents the real coordinate. N is the number of unknown nodes and R is
the communication radius.
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Fig. 3. Overall system flow chart
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Fig. 4. Location error influenced by the ratio of beacon nodes

i. Influence of ratio of beacon nodes
The comparison experiment was carried out by changing the proportion
of beacon nodes, and 20–50 beacon nodes were selected, with an interval
of 5, and other parameters remained unchanged. Figure 4 depicts the four
techniques’ effects on error variation when beacon nodes are distributed dif-
ferently. The estimation of each hop distance and the computation results
are more accurate with an increase in the fraction of beacon nodes. INGO
outperforms the other three algorithms, yet the curves of all four exhibit
a downward trend with reduced placement error. Compared with DV-Hop,
SSADV-Hop, and WOADV-Hop reduce by 14%, 8.3%, and 3.7% respec-
tively.

ii. Influence of communication radius
Figure 5 shows the changing process of positioning errors of the four algo-
rithms under different communication radii. As the communication radius
increases, the curves of the four algorithms show a downward trend, mainly
because the DV-Hop algorithm has no relationship with the distance
between nodes, and the communication radius has a great influence on posi-
tioning errors. When R is less than 30 m, the decline of the four algorithms
is large. When it exceeds 30 m, the curve decays slowly and fluctuates up
and down around a certain error range. Due to the improved performance
of the INGODV-Hop algorithm, the average positioning error decreases by
15.5%, 5.5%, and 3.1% respectively compared with the other three algo-
rithms.

iii. Different number of nodes
Modify the overall number of nodes used in the wireless sensor network
while maintaining the status quo for everything else. For the simulation, a
range of 100 to 280 nodes was used, spaced 30 nodes apart. To check the pre-
cision of each algorithm’s location, alter the total number of nodes. Figure 6
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Fig. 5. Location error affected by communication radius

Fig. 6. The effect of the total number of nodes on the result

below displays the experimental data. The positioning inaccuracy showed
a decreasing tendency as the total number of nodes increased, although
the reducing range was not very wide. The placement inaccuracy of the
revised technique in this research clearly lowers as the total number of
nodes increases. The positioning accuracy of the enhanced NGODV-Hop
algorithm is reduced by 18.6%, 7.9%, and 3.2%, respectively, compared
with the other three algorithms.



136 Q. Sun et al.

4.2 Analysis of Experimental Results

The complexity of the algorithm is tested in the network area of 100 m× 100 m.
The deployment includes 100 nodes, and 30 beacon nodes, and has a communi-
cation radius of 30 m. To determine the average normalized error, 30 simulations
were run using the conventional DV-Hop algorithm, the SSADV-Hop algorithm,
the WOADV-Hop algorithm, and the INGODV-Hop algorithm.

Table 2. Performance comparison of localization algorithms

Average normalized error Run time /s variance

DV-Hop 0.29 / 0.026

WOADV-Hop 0.22 2.52 0.025

SSADV-Hop 0.20 3.40 0.018

INGODV-Hop 0.16 9.13 0.022

Fig. 7. Results of simulation experiments

Figure 7depicts the random deployment of nodes in the simulation experi-
ments, the convergence curve of the improved NGO algorithm for localization,
and the error comparison results. Table 2 shows the performance comparison of
the four algorithms, the table shows that, when compared to the other three
methods, the INGODV-Hop algorithm has a decreased average normalization
error. Under the same conditions, the WOADV-Hop algorithm and SSADV-Hop
algorithm added with a single improvement method take less time on average
than the INGODV-Hop algorithm added with multiple improvement methods
in this paper. The reason is that adding improvement strategies such as algo-
rithm distribution and search mode may lead to better optimal solutions, but
it will correspondingly increase the time of searching for the entire optimization
algorithm. According to the variance comparison, the stability of the improved
algorithm in this paper is slightly inferior to that of the SSADV-Hop algorithm.
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5 Concluding

In this study, an enhanced NGO method is incorporated into the original DV Hop
algorithm to improve the accuracy of node placement. MATLAB is employed for
simulating the deployment of a wireless sensor network. To enhance the global
search capability, the population initialization stage utilizes cubic chaotic map-
ping to introduce greater diversity in population locations. Furthermore, a mixed
reverse learning strategy is employed for prey pursuit behavior parameters to pre-
vent the algorithm from getting trapped in local extreme values. Experimental
data suggests that the proposed approach offers several advantages over other
algorithms in terms of improving positioning accuracy. Considering the algo-
rithm’s low operating efficiency, future research will primarily concentrate on
achieving improved positioning accuracy while enhancing operational efficiency.
Additionally, efforts will be made to expand the algorithm’s applicability from
two-dimensional space to three-dimensional space, aiming to further enhance the
precision of positioning.
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Abstract. Learning diverse and flexible locomotion strategies in uncer-
tain environments has been a longstanding challenge for quadruped
robots. Although recent progress in domain randomization has partially
tackled this difficulty by training policies on a wide range of potential
factors, there is still a great need for improving efficiency. In this paper,
we propose a novel framework for adaptive quadruped robot locomo-
tion learning in uncertain environments. Our method is based on data-
efficient reinforcement learning and learns simulation parameters iter-
atively. We also propose a novel Sampling-Interval-Adaptive Identifica-
tion (SIAI) strategy that uses historical parameters to optimize sampling
distribution and then improve identification accuracy. Final evaluations
based on multiple robotic locomotion tasks showed superiority of our
method over baselines.

Keywords: Reinforcement Learning · Robot Intelligence ·
Identification Strategy · Transfer Learning

1 Introduction

Quadruped robots have stronger adaptability and fewer terrain destruction in
unstructured environments and are widely used in real-world missions, such as
rescue, delivery, and industrial inspection [1]. However, the design of quadruped
robots is not always easy: conventional approaches for legged locomotion require
not only precise modeling of robot kinematics and dynamics, but also consider-
able expertise and manual tuning [2–4]. At the same time, benefiting from consid-
erable progress in artificial intelligence technologies, deep reinforcement learning
has gradually demonstrated superiority in perception and decision-making tasks
[5]. In fact, deep reinforcement learning provides us with an alternative solu-
tion for helping quadruped robots learn flexible and stable control strategies
autonomously [6,7].

In the domain of robotics learning, some of the earliest attempts to learn
legged locomotion directly from data collected via the physical systems [8,9].
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Fig. 1. The Simulation-to-Target-to-Simulation pipeline for narrowing policy-transfer
gap. The policy module trains locomotion policies in simulation and the identification
module learns correct simulation parameters using a few offline target data samples.

However, such policies are only limited to simple scenarios due to their com-
plexity and safety, and nearly infeasible to scale to complex tasks. In contrast,
learning in simulation for robots can collect data faster, safer, and at a lower
cost, which has become a promising approach [10]. But meanwhile, robotic con-
trollers learned in simulation often perform poorly in the real world due to
the gap between reality and simulation [11,12]. Generally, this type of gap is
caused by differences between two environments (i.e. reality and simulation),
such as physical events that are not modeled. Otherwise, such differences would
be further scaled and impair the learning process. To our knowledge, there are
mainly two types of approaches that can be used to narrow the gap: the first
one focuses on learning robust controllers using domain randomization [13] and
dynamics randomization [14], which on one hand may lead to overly conservative
strategies and on the other hand can be impossible to simulate every potential
factor when the target environments are vastly different. The second method
focuses on improving simulator fidelity, which requires to conduct system iden-
tification to find the correct simulation parameters. Different from the first type
of method, the second one requires a large number of real-world samples [15,16]
and may introduce safety risks.

More recently, several studies have begun to focus on forming a closed loop
for simulation-to-reality transfer [17,18]. For example, Du et al. [17] used raw
observation images from the real world to adjust the simulation parameters.
Chebotar et al. [18] tried to update the distribution of parameters by comparing
trajectories from simulation and the real world. However, these solutions are
still very limited. On the one hand, it is infeasible to use fixed image record-
ing for rapid locomotion tasks in their systems. On the other hand, general
trajectory-matching task requires obtaining data simultaneously, which is often
time-consuming and impractical. Moreover, there may be a large bias between
the paired trajectories due to motion phase shifts.

To tackle the above-mentioned issues, in this paper, we propose to interleave
parameter identification with policy improvement to further narrow the gap
between reality and simulation. Our solution tried to only use a small amount
of data samples in target domain to: 1) improve the fidelity of the simulator
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and 2) maximize data efficiency. More precisely, as shown in Fig. 1, we first
train the locomotion policy based on reinforcement learning in simulation. Then
the identification network is trained over an auto-generated simulated dataset,
which directly encodes a mapping from partial observations to parameter values.
However, the locomotion policy may be ineffective in new environments and
the identification network would not generalize well outside the training set
when the target domains differ greatly from simulation. An alternating training
process is necessary to reduce distribution shifts and maximize data efficiency.
We further propose to flexibly adapt the sampling interval during training to
improve identification accuracy and ensure fault tolerance. In doing so, we are
able to improve the policy transfer by fully training in simulation closer to the
target environment.

The main contributions of this paper are summarized as follows:

• For quadruped robot locomotion tasks, we introduce a novel framework called
Simulation-to-Target-to-Simulation for bridging the gap between simulation
and the target environment.

• We propose a Sampling-Interval-Adaptive Identification (SIAI) strategy that
adapts the simulation parameters using several observations in the target
environment.

• We demonstrate that our proposed method outperforms baselines on a range
of robotic locomotion tasks for policy transfer.

2 Related Work

Various locomotion planning and control methods have been widely used for
quadruped robots for a long time, such as trajectory optimization [2], model
predictive control [3,4], and whole-body control [19]. Due to complexity and
variability of the environment, manual design is insufficient to account for all pos-
sible situations. Reinforcement learning can learn general strategies and adapt
to challenging and uncertain terrains. These methods include curriculum learn-
ing [6,7,20], learning by cheating [21,22], hierarchical controller methods [23].
To narrow the reality gap and achieve zero-shot sim-to-real transfer, domain
randomization methods have been used to train policies by randomizing system
parameters to simulate diverse conditions a robot may encounter in the real
world [7,10,14]. However, when the target domain differs significantly from the
training environment, it also shows limited generalization.

Alternatively, various domain adaptation techniques can also reduce the sim-
to-real gap. Prior works have shown that using small amounts of target data
samples can significantly enhance the adaptability of policies, including fine-
tuning [24,25], meta-learning [26], and general policy learning [27]. These meth-
ods directly optimize the learning policies to perform few-shot adaptation. But
it is often difficult to obtain sufficient and diverse data, leading to data bias and
limited generalization. While we also use a few target data samples in this work,
we focus on improving the policy transfer by adapting the simulator closer to
the target environment.
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Classical system identification methods [16,28,29] use various gradient-free
optimization techniques, which usually require a large amount of sample data
and high computational costs. Recent work [30,31] has explored data-driven
methods for high-fidelity simulators with only one batch of data collection, result-
ing in limited performance improvement. Several studies have begun to focus on
forming a closed loop for simulation-to-reality. The closest to our approach are
the methods from [17,18] that propose to learn simulation parameters and train
policies iteratively. Du et al. [17] learn to adjust the simulation parameters by
using raw observation images from the real world. It is infeasible to use fixed
image recording for rapid locomotion tasks of quadruped robots. SimOpt [18]
uses continuous object tracking in the real world to adapt simulation randomiza-
tion. It takes manual effort to handle possibly large mismatches between paired
trajectories because of the phase shift of quadruped locomotion. The current
iteration optimization work is based on manipulator operation tasks. While our
work focuses on the locomotion characteristics of quadruped robots, learning the
locomotion policy and the identification network to achieve adaptive locomotion
in uncertain environments.

3 Method

We propose a Simulation-to-Target-to-Simulation framework for quadruped
robot locomotion learning in uncertain environments, as shown in Fig. 2. The
architecture consists of two parts: the Simulation-to-Target part learns a rein-
forcement learning policy in simulation (Sect. 3.1), and the Target-to-Simulation
part optimizes the identification network using few-shot methods (Sect. 3.2). The
joint training process is described in Sect. 3.3. An iterative training procedure
becomes essential for mitigating distribution shifts and optimizing data utiliza-
tion. Additionally, we suggest dynamically adjusting the sampling intervals dur-
ing training to enhance identification accuracy and ensure robustness against
faults. This approach allows us to enhance policy transfer by effectively training
in simulation, bringing it in line with the characteristics of the target environ-
ment. Our key insights are: 1) improve uncertain environments adaptation of
quadruped robots by iteratively training locomotion policies and 2) maximize
data efficiency and avoid distribution shifts by tuning simulation parameters.

3.1 Base Policy

In this section, we first formulate the locomotion task as a Partially-observable
Markov Decision Process (POMDP). Formally, a POMDP can be described as
a tuple: (S,O,A,R, P, p0, γ), where S represents the state space, O represents
the observation space, A represents the action space, R is the reward function,
P is the transition probability function, p0 is the initial state distribution and
γ ∈ (0, 1) is the discount factor. The agent learns a policy πθ(a | s) with param-
eters θ that maps the current state to an action distribution. The objective of
reinforcement learning methods is to learn the optimal policy π∗ that maximizes
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Fig. 2. Overview of our system: We train locomotion policy πθ and identification net-
work φμ in simulation. A few offline observations collected in target are used to correct
simulation parameters ξ. While one identification is often not sufficient for two sig-
nificantly different environments, we use new parameters ξ to tune the simulator so
that it more closely approximates the target, and updates the sampling interval for
higher identification accuracy. Our work interleaves parameter identification with pol-
icy improvement to maximize data efficiency and avoid distribution shifts.

the expected discounted reward J(θ) = Eπθ
[
∑T−1

t=0 γtrt] where rt ∼ R(st, at),
st+1 ∼ P (st+1 | st, at) and at ∼ πθ(at, st).

Observation. The observation space is similar to [6], which consists only pro-
prioceptive measurements of the robot (ot ∈ R93) that can be obtained through
sensors and state estimators on the physical robot system. The observations are
composed of: velocity commands (3D), base linear velocity (3D), angular veloc-
ity (3D), joint positions (12D), velocities (12D), as well as previous foot target
positions (12D). In addition, joint position errors (24D) and velocities (24D)
measured at −0.01 and −0.02 s are also included in the observations.

Action. The design of the action space will affect the learning speed and pol-
icy quality. To accelerate model convergence, we use the Policies Modulating
Trajectory Generator (PMTG) [32] framework as prior knowledge to generate
cyclic and smooth actuation patterns. More precisely, the action space indicates
foot position residuals (at ∈ R12), which can be added to prior foot positions to
obtain target foot positions. The target foot positions are converted to desired
joint angles through inverse kinematics (IK) and tracked using proportional-
derivative (PD) control.

Reward. The reward function is designed to follow the command velocities and
to learn robust as well as efficient locomotion skills for quadruped robots. We
design reward functions from three aspects: command tracking, action smooth-
ness, and safety. We denote linear velocity as v, horizontal target linear velocity
as vdes, angular velocity as ω, and target angular velocity as ωdes, all in robot’s
base frame. Besides, we define joint torques as τ , joint angles as q, joint velocities
as q̇, and joint accelerated velocities as q̈. We additionally express the velocity of
the feet in the world frame as vfoot, ground reaction forces at the feet as Ffoot,
body contact state set as Ic,body, foot contact state set as Ic,foot, hfoot as the



144 M. Li et al.

Table 1. Reward terms.

Category Term Expression

command tracking Linear Velocity (vdes · v − |vdes|)2
Angular Velocity (ωdes · ωz − ωdes)

2

Orthogonal Velocity (v − (vdes · v)vdes)
2

smoothness Torque ||τ ||2
Joint Motion ||q̇||2 + ||q̈||2
Foot Slip ||vfoot||2, ∀Ffoot ≥ 0

Action Smoothness ||τt − τt−1||2
safety Body Collision |Ic,body Ic,foot|

Foot Clearance
∑

foot(hfoot − hdes)
2||vfoot||

foot height and hdes as the desired foot clearance. The total reward is a weighted
sum of the nine quantities shown in Table 1.

3.2 Sampling-Interval-Adaptive Identification Strategy

The goal of system identification is to optimize the simulation parameters to
match the policy behavior in simulation and the target world. Classical system
identification methods often require a large number of samples and substantial
expert knowledge. In this paper, we propose Sampling-Interval-Adaptive Identifi-
cation (SIAI) strategy which is faster and more effective compared with existing
methods. When given a short history of the states, SIAI can quickly identify
parameters of corresponding physical system φ : (xt−L:t) → ξ. More precisely,
the training process of SIAI can be formulated as a supervised learning problem
with the input being the partial observation X of length L and the output being
the model parameters ξ:

μ∗ = argmin
μ

∑

X∈Dparam

||φμ(X) − ξ|| + λ||μ||2 (1)

where μ represents parameters of the neural network φ and λ is weight regular-
ization constant.

In detail, during the training phase, datasets with known physical model
parameters are used, which are auto-generated in simulation from the initial
parameter distribution. There is no need to include hand-labeling or target
domain data, which makes the training faster and more efficient. During the
test phase, we collect one or several observations from the target domain to cal-
culate new model parameters ξ. Given uniformly distributed training data over
a certain interval Δ = [ξ −a, ξ +a], the probability densities of parameters ξ are
equal to the constant c = 1

2a , where a represents half of the interval length. In
addition, it should be noted that in our design, the wider the parameter distri-
bution, the smaller the probability density of ξ and the lower the identification



Adaptive Quadruped Robot Locomotion Learning 145

accuracy. If the sampling interval is too narrow, the true parameters would be
outside of the training distribution and the identification accuracy would be very
low. Therefore, since reasonable design of the sampling interval is a key prob-
lem, we propose an iterative method to adapt the sampling interval δ and to
gradually approach the true parameters.

More precisely, we design the sampling interval δ referring to the changes in
historical parameter values. In order to avoid great differences between adjacent
intervals, ak+1 is set to be not less than half of ak, which can improve identifica-
tion accuracy and ensure fault tolerance. Our method gradually shifts sampling
distributions to contain the true values, which is effective to tune parameters
that lie outside the ranges seen in training data. In this way, we improve the
policy transfer by fully training in simulation closer to the target environment.
The core formulas for this task are as follows:

ak+1 = max[0.5ak, 0.5|ξk − ξk−1|]
Δk+1 = [ξk − ak+1, ξk + ak+1]

(2)

3.3 Simulation-to-Target-to-Simulation Joint Learning

As mentioned before, our proposed solution interleaves simulation optimization
with policy improvement to narrow the reality gap. If the target domain and
simulation differ greatly, the original policy may be difficult to collect effective
data and the identification approach would not generalize well outside the ini-
tial training set. Therefore, an alternating training process is necessary to reduce
distribution shifts. In our solution, we first collect training data Dpolicy for rein-
forcement learning in simulation and generate original locomotion policy πθ. We
then set the parameter sampling interval Δ = [ξ − a, ξ + a], and use policy πθ

to collect training dataset Dparam from uniform distribution in Δ. Actually, the
dataset contains the robot’s partial observations of length L and physical param-
eters, which can be used for training the identification network φμ via supervised
learning. One or several offline data samples are collected in the target domain,
which also contains the robot’s observations of length L. Therefore, after new
physical parameters ξ′ are identified by the identification network φμ, we will
update the simulator and the identification network sampling interval Δ using
new system parameters. We repeat the above steps until the robot walks steadily
in the target domain.

4 Experiment Setup

4.1 Robot and Terrain

We use PyBullet simulator [33] for rigid-body and contact dynamics simulation
and conduct final evaluations on Unitree A1 quadruped robot [34]. The robot
is equipped with 12 actuated joints and weighs about 12 kg. During tests, the
control policy operates at 50 Hz and the predicted desired joint positions are
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Fig. 3. Terrain types used in training and testing.

converted to torques by a low-level PD controller running at 500 Hz. Besides, to
simulate different types of terrain, we introduced a parametric terrain generator
to generate diverse uneven terrains, including Plain, Steps, Obstacles and Hills,
as shown in Fig. 3. The Steps terrain consists of square steps of random height,
with a maximum height of 10 cm. The Obstacles terrain consists of irregular
shapes and their occurrence is random. The Hills terrain is based on Perlin
noise, simulating slight undulating slopes in the environment.

4.2 Target Environments Setup

To improve the locomotion performance of quadruped robots in uncertain envi-
ronments, we designed one source training environment and three target envi-
ronments in our study. The training environment contains simply a quadruped
robot with corresponding rugged rigid ground while the target environments are
set by modifying robot and ground parameters (details are in Appendix). We
designed these settings by taking into account possible external and ontological
uncertainties and their details are summarized as follows:

Slide. In this case, we made the robot walks on slippery ground, like ice or oily
patch. Our hypothesis is that it is difficult for robot to maintain its stability and
move forward due to skid.

Heavy. Inspired by [30], in this case, we increased the mass of Front-Right (FR)
leg upper link of the robot by 3 kg and moved the Center of Mass (CoM) of
the leg down by 5 cm. Our hypothesis is that robot will be difficult to maintain
balance and easy to overturn.

Soft. In this case, we made the robot walks on soft ground with a 3 kg payload
on top of its body. Our hypothesis is that robot is prone to collisions and falls
in this environment.
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4.3 Implementation Details

We deployed an on-policy actor-critic reinforcement learning algorithm and
leveraged the Proximal Policy Optimization (PPO) [35] to train the policy net-
work πθ. At the beginning of the training, we first randomly selected sample
terrains from the same fixed difficulty and then generated a general policy that
adapts to different complex terrains. During training, each episode lasted up to
500 steps, with early termination if the robot fell. We train the original policy
πθ 8,000 episodes to get better performance.

The identification network φμ consists of three fully-connected layers with
ReLU activation functions. The inputs and outputs of the network are recorded
partial observations and predicted physical system parameters respectively. To
generate training data, we recorded the quadruped robot’s linear velocity with
the length of 200 timesteps as the input observed signal. We collected 900 sim-
ulations for the training phase and 100 for the testing phase to learn a mapping
from states to parameter values. Then we leveraged the policy πθ to sample
10 linear velocity observations from the target domain and updated simulation
parameters as well as sampling interval with the mean value of the outputs of
the identification network φμ to ensure result reliability. During subsequent fine-
tuning iterations, we trained the locomotion policy in the optimized simulator
for another 500 episodes. The whole training process was completed until the
robot walked steadily in the target environment.

5 Experiments

To verify the proposed framework, we carried out further experiments and
focused on two aspects: (1) Can the proposed method improve the locomotion
performance in different target environments? (2) Can the proposed method
correctly update the simulator using generated system parameters?

5.1 Locomotion Performance in the Target Environments

First, to evaluate the locomotion performance improvement of our method in
the target environments, we conducted experiments by comparing with following
baselines:

1) Original Policy (OP): It means to train the OP only in simulation, which
represents the lower bound of the policy-transfer performance.

2) Domain Randomization (DR): It means to train the DR on a wide-range
parameter distribution.

3) Fine-Tuning (FT): It means to fine-tune the original policy in each target
environment for 500 episodes.

4) DR+FT: It means to fine-tune the domain randomization in each target envi-
ronment for 500 episodes.
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Table 2. Dynamics parameters of training and target environments.

Parameter OP Range DR Range Slide Heavy Soft

Base Mass [0.8, 1.2] [0.5, 1.5] 1 1 +3 kg

Base Inertia [0.8, 1.2] [0.5, 1.5] 1 1 1

Leg Masses [0.8, 1.2] [0.5, 1.5] 1 FR +3 kg 1

Leg Inertia [0.8, 1.2] [0.5, 1.5] 1 1 1

Lateral Friction [0.4, 1.0] [0.2, 1.5] 0.6 0.6 0.6

Spinning Friction [0, 0.2] [0, 0.4] 0.2 0.2 0.2

Ground Friction [0.8, 1.2] [0.5, 1.5] 0.3 1 1

Contact Damping \ \ \ \ 100

Contact Stiffness \ \ \ \ 100

All locomotion policies were trained with the same architecture and reward
function. But the dynamics parameters of the training and target environments
were different. The selected parameters with their ranges (or values) are shown
in the Table 2.

The evaluations were based on following domain-specific metrics: (1) aver-
age task reward; (2) moving distance (in meters) along the target direction; (3)
speed reward generated by adding the linear velocity reward and the angular
velocity reward; (4) joint motion reward; (5) body collision reward and (6) cost
of transport (COT) defined by

∑
[τ q̇]+/(mgv), which represents the positive

mechanical power exerted by the actuator per unit weight and unit locomotion
speed. In this paper, to better present the results, we conducted data preprocess-
ing and made sure that metric values about speed reward, joint motion reward
and body collision reward always be positive, and a larger value represents better
performance.

We evaluated all methods (i.e. OP, DR, FT, DR+FT and our proposed
method) by five trials having different random seeds. Final results were based
on the mean value and standard deviation value of five trials. Table 3 shows the
average task reward in the target environment, which clearly shows that our
method outperforms the baselines in eleven of the twelve policy transfer exper-
iments. In addition, results also confirmed that: 1) both domain randomization
and fine-tuning methods can improve locomotion performance in target environ-
ments; 2) methods that collect target domain data (such as fine-tuning) have
higher rewards than DR. However, as we mentioned before, training the policy
directly in target environments is always not easy. Therefore, in this paper, we
focused on improving the efficiency of policy learning with abundant simulation
training data by making the simulator more representative of the target domain.
On the other hand, our method requires a longer training time.

In terms of locomotion metrics, Table 4 shows distance covered, speed reward,
joint motion reward and body collision reward in the Soft environment. More
precisely, results revealed that domain randomization methods tended to trade
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Table 3. Average task reward in target environments.

Environment OP DR FT DR+FT Ours

Slide/Plain 626 ± 21 664 ± 14 677 ± 4 675 ± 6 693 ± 9

Slide/Steps 567 ± 24 619 ± 4 600 ± 43 678 ± 13 682 ± 17

Slide/Obstacles 574 ± 17 600 ± 8 593 ± 13 601 ± 22 641 ± 6

Slide/Hills 515 ± 11 547 ± 8 554 ± 7 566 ± 8 596 ± 20

Heavy/Plain 634 ± 9 649 ± 13 689 ± 4 686 ± 5 720 ± 3

Heavy/Steps 543 ± 13 607 ± 3 617 ± 5 629 ± 10 634 ± 17

Heavy/Obstacles 423 ± 3 598 ± 8 610 ± 8 606 ± 21 624 ± 16

Heavy/Hills 495 ± 21 499 ± 23 603 ± 17 593 ± 9 628 ± 7

Soft/Plain 460 ± 4 436 ± 2 537 ± 5 528 ± 9 574 ± 5

Soft/Steps 401 ± 5 419 ± 3 486 ± 9 438 ± 29 480 ± 25

Soft/Obstacles 405 ± 7 417 ± 5 484 ± 12 428 ± 34 503 ± 8

Soft/Hills 363 ± 6 379 ± 3 444 ± 4 436 ± 7 507 ± 4

Table 4. Locomotion performance in the Soft environment.

Method Soft/Steps Soft/Obstacles Soft/Hills

distance

(m)

speed

reward

joint

motion

body

colli-

sion

distance

(m)

speed

reward

joint

motion

body

colli-

sion

distance

(m)

speed

reward

joint

motion

body

colli-

sion

OP 15.67 3.39 1.15 4.51 15.67 3.39 1.26 4.65 17.22 3.37 1.05 2.89

DR 9.51 3.24 1.86 3.06 9.51 3.24 1.83 3.19 14.56 2.91 1.76 1.67

FT 19.74 3.80 0.74 5.55 19.74 3.80 0.75 5.56 19.16 3.74 0.61 4.05

DR+FT 12.61 3.77 1.22 4.77 12.61 3.77 1.13 4.75 15.47 3.71 1.08 3.21

Ours 23.35 3.99 0.67 6.57 23.35 3.99 0.52 6.65 22.96 3.90 0.46 5.02

performance for robustness, which led to worse distance and speed reward than
OP. Besides, the lower joint motion reward explained that our method adjusted
the leg position more frequently to track speed commands and reduce body
collisions.

In addition, we also evaluated our method in the Heavy environment by
leveraging the cost of transport (COT) metric. As shown in Fig. 4, results clearly
revealed that our method improves energy efficiency, especially in the Steps and
Obstacles terrains.

We further analyzed locomotion skills learned by our method in the target
environment. The captured walking gaits are shown in Fig. 5. As we can see, in
the Slide environment, the robot learns to be more careful on uneven ground
and when it comes to steps or obstacles, the robot will first conduct tentative
action and stay still to avoid falling if current object is hard to cross. In the
Heavy environment, we can see that the robot’s hip joints increase their swing
amplitude to maintain balance. Finally, in the Soft environment, the robot tries
to increase its foot height to avoid collision as much as possible.
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Fig. 4. Average COT in the Heavy environment.

Fig. 5. Walking snapshots in three target environments.

5.2 Accuracy of Parameter Identification

In terms of parameter identification, results based on average value of five ran-
dom seeds revealed that our method using interactive optimization is able to
identify correct parameter.

In addition, our method performed also well in parameter-tuning task. In
this paper, we focus on two metrics: mean absolute error (MAE) and mean
square error (MSE) of the estimated friction coefficient in the Slide environment
and three baselines: greedy entropy search [28] (GES), CMA-ES optimization
[29], as well as neural network based on paired trajectories [31] (TuneNet). As
shown in Table 5, prediction accuracy was both improved significantly for all
four methods by narrowing the sampling interval iteratively. However, classical
optimization methods such as GES and CMA-ES showed their ineffectiveness in
early training stage while TuneNet encountered difficulty in converging to a good
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Table 5. MAE and MSE in friction coefficient prediction.

Method 1 iteration 2 iterations 3 iterations

MAE MSE MAE MSE MAE MSE

GES 0.4532 0.3091 0.1716 0.0502 0.0852 0.0113

CMA ES 0.3903 0.1998 0.1346 0.0259 0.06089 0.0058

TuneNet 0.1417 0.0365 0.0601 0.0162 0.1058 0.0159

Ours 0.1179 0.0241 0.0483 0.0364 0.0295 0.0014

Fig. 6. Initial parameter value slowly changes to the target parameter value after 3
iterations.

value at the third iteration due to a large bias in paired trajectories. Instead, our
method showed higher accuracy in the whole parameter prediction process. In
the experimental setup, we chose to optimize only a small number of parameters.
However, when multiple interrelated parameters are present for optimization,
additional design considerations might be necessary. Figure 6 illustrated how the
source friction parameter adapted to the true value in the Slide environment.
As we can see, the first parameter update was relatively large (i.e. from 1 to
0.41), and successive iterations fine-tuned the estimate. Our method corrected
the friction parameter with a small number of iterative tuning updates.

6 Conclusions

In this work, we propose a Simulation-to-Target-to-Simulation framework for
learning adaptive locomotion in uncertain target environments. A novel sam-
pling interval-adaptive identification method is implemented to correct simula-
tion parameters even if the true values are outside the initial distribution range.
The results demonstrate that our approach provides for highly robust and adap-
tive policies on a range of dynamical locomotion tasks. We further validate the
accuracy of our identification method, outperforming strong baseline methods.
There are some limitations of our current implementation. First, our approach
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uses longer training time in the optimized simulator. But we use fewer target
observations to maximize data efficiency. Second, parameters may not be fully
identifiable based on observations because the identifiable set of parameters may
be coupled. Third, our framework is better suited for scenarios where there is
a significant disparity between the target environment and the training envi-
ronment. In cases where the target environment closely resembles the training
environment, domain randomization methods tend to be more effective. In future
work, we will address these limitations and apply this method on the real A1
robot.
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Abstract. The increasing deployment of the Internet of Things (IoT) leads to
the diversified development of IoT-based applications. However, due to the fast
updates and the growing scale of IoT applications, IoT developers mainly focus on
the production code but overlook the co-evolution of the corresponding test code.
To facilitate the maintenance of IoT applications, this paper proposes an NLP-
based approach to predict whether the test code needs to be co-changed when its
production code is updated. We collected data from the most popular projects on
GitHub (top 1,000 with the highest stars). Three neural encoders were employed
to capture semantic features of commit messages, production code changes, and
related test code. We then generated our training samples, in which the features of
each sample consist of < Commit Message, Production Code Change, Test Unit
Code >. Finally, a neural network model was built by learning the correlations
among these features to determine the possibility of test co-evolution.Weevaluated
the effectiveness of our NLP-based approach on 15 widely used Python projects
in the IoT domain. The evaluation result shows that the prediction accuracy of
our model achieves 93%, highlighting the practical significance of our approach
in the maintenance of IoT applications.

Keywords: IoT Development · Test Co-evolution · Maintenance · NLP ·
Prediction Model

1 Introduction

In recent years, the Internet of Things (IoT) has been deployed in various fields
[1–3], leading to the diversified development of IoT-based applications. However, as
the development speed of IoT applications accelerates and the code size increases, the
quality of IoT applications becomes a severe issue, which increases the security risks
of IoT systems [4, 5]. In particular, when IoT developers often pay more attention to
the updates of production code when they are contributing to IoT projects, but ignore
the co-changes of the corresponding tests, which will lead to inaccurate test results and
difficulties in later maintenance. To promote the wide application and reap the potential
of IoT systems, a reliable solution should be proposed to determine whether the test
code needs to be changed when the production code under test changes to facilitate the
maintenance of IoT applications [6].
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As the best choice for IoT backend development and device software development,
Python language iswidely used by IoT developers [7]. In Python programs, several popu-
lar testing frameworks, such as Pytest, and Unittest, can help developers test the function
and possible risks of important production code. Based on these testing frameworks, the
existing studies mainly focus on how to generate test cases [8, 9] or eliminate redundant
test code, to improve test efficiency [10]. However, to the best of our knowledge, there
are currently no effective approaches for predicting the occurrence of test co-changes
after the updates of production code.

To fill this gap, this paper proposes an NLP-based approach [11] to predict whether
test code needs to be changed in concert with production code. In particular, we built
a neural network model [12] that predicts co-changes in test codes of IoT applications.
First of all, we collected data from the top 1,000 Python projects with the most stars on
GitHub and extracted positive and negative training samples from them. The features
of the samples consider the texts of commit messages and the semantic information of
production code and test code. To capture these NLP features, we used three encoders,
including the commit message encoder, the production code change encoder, and the test
code encoder, to embed texts and code into context vectors respectively. By using these
training samples, the neural network model was trained for a binary classification task
according to the final probability scores. Therefore, it can quickly determine whether
the test code needs to be updated after the production code under the test is modified.

We also evaluated the effectiveness of this NLP-based test co-change prediction
approach on 15 Python projects. These projects are widely used in IoT fields, involving
150,000 commits, and covering the most popular testing frameworks including Pytest,
Nose, and Unittest. The evaluation result shows that the prediction accuracy achieves
93%.

In summary, the main contributions of this paper are as follows:

(i) We propose an NLP-based approach to automatically predict whether test code
needs to undergo co-changes when its corresponding production code is modified.
The model incorporates the NLP features of commit messages, production code
changes, and test code.

(ii) We build a large dataset by collecting positive and negative samples from the top
1,000 Python projects on GitHub, providing a usable dataset for future work in this
field.

(iii) We evaluate our prediction approach on 15 popular projects in IoT fields, which
verifies the practical significance of our approach in IoT development.

2 Approach

2.1 Task Definition

The motivation of this research is to investigate whether the test code needs to undergo
co-change when the production code is modified. To achieve this goal, the task can
be defined as a binary classification learning problem. For IoT projects with modular
design, for a given commit, we define the commit message corresponding to this commit
as CMG (M ), the production code change part extracted from the production file in the
diffs file as PCC (C), and the test code content related to the production code in the
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test file as TUC (T ). The purpose of this paper is to automatically determine whether
the test code needs covariance when the production code changes, which is recorded as
state S. When covariation occurs in the test code, the state S is recorded as 1; otherwise,
the state S is recorded as 0.

Therefore, the goal of this study is to train a model θ using the triplet < M ,C,T >

to maximize the probability Pθ (S| < M ,C,T >) on a given training dataset.
Mathematically, this task can be defined as finding y, as shown in the following formula:

y = argmaxsPθ (S| < M ,C,T >) (1)

Pθ (S| < M ,C,T >) can be seen as the conditional likelihood of predicting the final
state S based on the given input triplet < M ,C,T >. The overall process of the task is
shown in Fig. 1.

Fig. 1. Overview of the model training process

2.2 Model Overview

Encoders. In this paper, we use the < M ,C,T > triplet as the input of the model.
Since the three types of data mentioned above may exist in different language types,
such as source code and natural language, they cannot be easily mapped through simple
lexical token matching. To bridge this gap, this model uses three encoders, namely the
commit message encoder, the production code change content encoder, and the test unit
code encoder, to embed the commit message, production code change, and test unit
code into their respective word vector representations, allowing semantically similar
concepts across the three modalities to be related in a high-dimensional vector space.
Through embedding technology, heterogeneous data can be easily connected through
their vectors.

In this experiment, BERT was used as the encoder template for the task. This design
model consists of three encoders, namely the commit message encoder, the production
code change encoder, and the test unit code encoder. These three encoders are almost
identical in structure and are responsible for mapping the three types of inputs (i.e.,
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CMG, PCC, and TUC) into their corresponding embeddings. The process of semantic
embedding using the pre-trained BERT model can be seen in Fig. 2.

• Commit Message Encoder: The commit message M consists of NM token values,
denoted as M = M1,M2, . . . ,MNM . It can be embedded into a contextual vector hm
using BERT, which is pre-trained to capture the semantic meaning of the commit
message.

• ProductionCodeChange Encoder: The production code change encoder embeds code
variations into vectors. A production code change is defined asC = C1,C2, . . . ,CNC ,
where NC represents the number of token values, and BERT is used to embed it into
vector hC .

• Test Unit Code Encoder: The encoder embeds test unit code into vectors. A test unit
code is defined as T = T1,T2, . . . ,TNT , where NT represents the number of token
values. After inputting T into the test unit code encoder, the embedded vector ht can
be obtained.

Fig. 2. Semantic embeddings using pre-trained BERT models

Multilayer Perceptron. Based on the theoretical and practical foundation described in
Sect. 2.2.1, the current project has represented the triple<Commit Message, Production
Code Change, Test Unit Code> as independent context vectors<hm, hc, ht>. To capture
the relationships between them, it is necessary to link and merge their information. In
addition, a multi-layer perceptron (MLP) has been added to meet this requirement and
is shared among the three encoders. This design first concatenates the context vector
<hm, hc, ht> of the three encoders to merge semantic features.

To further capture the correlation and reference between the latent feature vectors, a
standard MLP is added to the concatenated vector. This gives the model high flexibility
and nonlinearity to learn the interaction between the three encoders. The MLP takes
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the contextual representations (i.e., hm, hc, ht) as input and outputs the likelihood of the
final state S = {0,1}. The definition of MLP is as follows:

z1 = φ1(hm, hc, ht) =
⎡
⎣
hm
hc
ht

⎤
⎦ (2)

z2 = φ2(z1) = a2
(
wT
2 z1 + b2

)
(3)

…

zL = φL(zL−1) = aL
(
wT
L zL−1 + bL

)
(4)

p(s = j| < C,T ,M >) = σ(zL) (5)

where wx, bx and ax represent the weight matrix, bias vector, and activation function of
the x-th layer perceptron, respectively. σ is the sigmoid function σ (x) = 1/(1 + e−x),
which outputs the probability of the final state S between 0 and 1. The experiment
uses binary cross-entropy loss function, which is a commonly used loss function for
binary classification problems. This loss function measures the difference between the
predicted probability and the actual label (resolved or unresolved). The formula for
binary cross-entropy loss is:

L
(
y, y

∧) = −ylog
(
y
∧) − (1 − y)log

(
1 − y

∧)
(6)

where y represents the true label and y
∧

represents the predicted label of the model. The
entire loss function is the sum of the two terms, so the model needs to optimize its ability
to predict both positive and negative examples. The network structure of MLP is shown
in Fig. 3.

Fig. 3. Use MLP to build a binary classification model
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2.3 Model Building

Section 2.1 outlines the general training process employed in this study. Specifically,
the <Commit Message, Production Code Change, Test Unit Code> triplet serves as the
model input. This triplet is fed into a pre-existing MLP classification model for training.
The model’s training score is computed, followed by the calculation of loss using the
correct training label. Backpropagation is then performed to ensure the convergence
of model parameters. As the source data in this paper is in natural language format, it
cannot be directly inputted into the training model as a vector. Therefore, we divide the
model into two modules: encoder and multi-layer perceptron, as explained in Sect. 2.2.
The encoder module utilizes the pre-trained BERT model to convert the source data
into vectors, establishing semantic connections between different data components to
enhance semantic relevance. These converted vectors are then fed into the covariate
prediction model for training. Figure 4 illustrates the overall model structure presented
in this paper.

Fig. 4. Overall overview of the approach
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3 Dataset Collection

We utilize crawler technology to remotely clone the top 1,000 Python repositories
from GitHub based on their popularity. Following this, we employ heuristic rules to
automatically collect both positive and negative samples.

3.1 Samples Collection

Positive Sample Description. This design is based on the triple <CMG, PCC, TUC>

to predict whether the corresponding test code needs to be changed synchronously when
the production code changes, such as functional parameter changes, content changes,
etc. If the content of the test code corresponding to the production code also appears
in the diffs file during a certain commit, it means that the test code has undergone a
collaborative change, and the label corresponding to the triple extracted by the commit
is recorded as 1, recorded as <CMG, PCC, TUC, 1>.

Fig. 5. Positive example display (partial)

As shown in Fig. 5 and Fig. 6, it is one of the positive examples. It can be seen from
Fig. 5 that in a certain submission of the repository named “pallets/flask”, the content
of the submission information is “Merge pull request # 1213 from defuz/config-patch
Add trim_namespace argument for app.config.get_namespace (with tests)”, recorded as
Commit Message. From the commit message, we can understand that the purpose of this
commit is to modify the function named “get_namespace” in the code file “config.py”,
and its operation is to add function parameters. Then, it modifies the content of the
corresponding test function in the corresponding code file named “test_config.py”. From
the figure, we can also intuitively see that the corresponding test changes have beenmade
in the function “test_get_namespace()”.
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Fig. 6. Modified content of the test code in the positive sample

Negative Sample Description. Similarly, for a specific commit, if there is a production
code change in the diffs file but the corresponding test code does not appear, it indicates
that the IoT developer has not made any modifications to the test code, implying the
absence of coordinated changes in the test code. In this scenario, we assign a label of 0
to the extracted triplet, denoted as <CMG, PCC, TUC, 0>.

Fig. 7. Negative sample data display

As shown in Fig. 7, it is one of the negative examples. It can be seen from the figure
that in a certain submission of the repository named “pallets/flask”, the content of the
submission information is “Merge pull request #4719 from pallets/ remove-lazy-option
remove ‘__traceback_hide__’”, recorded as Commit Message. From the submission
information, we can roughly understand that the purpose of modifying the code file this
time is to remove an item in the production code file, and since the corresponding test
file has not undergone co-change, when it is necessary to restore the local repository file
to the submitted version, to extract the corresponding test code.
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3.2 Data Processing

Remove Abnormal Data. Due to the extensive dataset collection, it is necessary to
filter out data that does not meet the criteria. For instance, certain samples may have
incomplete production code changes (PCC) where only function definitions are present.
This can occur when developers modify function names, making it challenging to extract
the complete modified content from the diff file.

Merge Multiple Rows of Data. Since the data was not preliminarily processed during
data interception, and most of the data was code content, there were a large number of
spaces and line breaks. Therefore, for the robustness of the training, this design merged
multiple lines of data into one line, and the redundant space deletion.

Canonical Commit Message. For the commit message, there is often some redundant
information generated by the commit, which may interfere with the semantics of the
experiment. Therefore, the issue IDs and commit IDs of GitHub are deleted to ensure
semantic integrity.

Canonicalized Diff Information. This design separates the required production codes
from the diffs file, but these data often have marked data, meaning different labels,
that is, “+” and “−”. If the standardized difference operation is not performed, the
design model can be directly obtained from the difference labels, rather than learning
the semantic content of the extracted code.

Data Partitioning. In this project, due to the difficulty of collecting positive and neg-
ative examples and the different code writing habits of developers, the data of positive
and negative examples are quite different. After screening, the data of positive and neg-
ative examples will be integrated. In this experiment, the constructed data samples are
divided into two chunks: 80% of the samples are used for training, and 20% are used for
verification. The detailed data distribution is shown in Table 1.

Table 1. Data Statistics

Positive Examples 165602

Negative Examples 13571

Train Set 10857

Validation Set 2714

Manual Inspection. The above data are used to automatically construct positive and
negative training samples for this design through heuristic rules, so this design cannot
ensure that there are no abnormalities in the process of label establishment. Therefore, we
performed a manual checking step to check that the labels for the training samples were
correct. In this paper, 100 samples are randomly selected from the data set (including 50
positive samples and 50 negative samples). Then, the developer will check each sample
manually. Finally, the data are cleaned as required. Therefore, we are confident in the
dataset and labels collected in this experiment.
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4 Evaluation

In order to assess our NLP-based test co-evolution prediction approach, we measure the
effectiveness of the prediction model on IoT projects.

4.1 Subjects

We collect our test set on widely used IoT project repositories. For example, “Home
Assistant” is an open-source home automation platform for controlling smart home
devices and integrating various third-party services. It has already gained 60.9k stars on
GitHub. Also, “Pycom MicroPython” is a MicroPython firmware provided by Pycom,
a hardware supplier designed for IoT devices, that makes it easier to develop on Pycom
hardware.

4.2 Evaluation Metrics

In this project, four statistical measures related to the task are defined: TP, TN, FP, and
FN. Based on the above four statistical measures, the experiment uses widely accepted
metrics, namely Accuracy, Precision, Recall, and F1-score, to evaluate the performance
of the model.

The definitions of evaluation metrics are as follows:

• Accuracy: Accuracy represents the proportion of correctly predicted (true positive
and true negative) cases among the total number of cases examined. The definition
of the Accuracy metric is as follows:

Accuracy = TP+TN
TP+TN+FP+FN (7)

• Precision: Precision represents the proportion of data correctly classified as needing
covariation among all the data that have actually occurred with covariation. The
definition of the Precision metric is as follows:

Precision = TP
TP+FP (8)

• Recall: Recall represents the proportion of data correctly classified as needing covari-
ation among all the data classified as needing covariation. The definition of the Recall
metric is as follows:

Recall = TP
TP+FN (9)

• F1-score: F1-score is the harmonic mean of precision and recall. It evaluates whether
the increase in precision (or recall) exceeds the decrease in recall (or precision). The
definition of the F1-score metric is as follows:

F1 = 2∗Precision∗Recall
Precision+Recall (10)

In addition, there is a trade-off between precision and recall, and the F1-score
can strike a balance between them. The higher the evaluation metrics, the better the
model’s performance.
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4.3 Experimental Settings

This paper implemented the proposed model using PyTorch in Python. A pre-trained
BERT model served as the encoder, providing context-dependent sentence representa-
tions. The commit message encoder, production code change encoder, and test unit code
encoder were jointly trained to minimize cross-entropy. The encoded Commit Message,
Production Code Change, and Test Unit Code were mapped to 768-dimensional vectors.
Adam optimizer was used with a batch size of 1 and 10 training epochs for theMLPwith
three hidden layers. The hidden layer utilized a pooling rate of 0.2 before computing
the final probability. The learning rate of Adam was set to 0.001, and gradient norm
was clipped to 2. The model achieving the best performance on the validation set was
selected for evaluation.

4.4 Results

In this section,wewill analyze the experimental results and provide a detailed description
of their performance on the test set. Then, wewill conduct a component-based evaluation
experiment to demonstrate the role of each data component in the overall performance
of the model.

Effectiveness Analysis. After pre-preparation and model training, we can get the
performance on the validation set, as shown in Table 2.

Table 2. Performance on the validation set

Metrics Score

Accuracy 0.934

Precision 0.941

Recall 0.926

F1-score 0.934

After visualizing all training data, the obtained parameter data is shown in the figure
below:

According to the above Figs. 8, 9, and 10, it can be seen that this training includes the
training results and verification results of 10 epochs. The following are some analyzes
of the training results:

1. With increasing epochs, the model showed gradual improvement in performance.
Accuracy, precision, recall, and F1 score on both the training set and validation set
steadily increased, indicating continuous learning and optimization of the model.

2. The model demonstrates excellent performance with high accuracy, precision, recall,
and F1 score above 0.99 on the training set. The validation set also shows favorable
performance indicators around 0.93, indicating the model’s ability to handle new data
effectively.
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Fig. 8. Accuracy and training loss on training and validation sets

Fig. 9. Changes in various evaluation indicators on the training set

Fig. 10. Changes in various evaluation indicators on the validation set

3. The training loss decreased gradually, indicating convergence of themodel. However,
the validation loss initially decreased but slightly increased in later epochs, indicating
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overfitting. To mitigate overfitting, early stopping was employed to select the best-
performing model for testing.

4. After the fifth epoch, the model achieved its peak performance on the validation
set. Subsequently, there was a slight decline in performance. This indicates that the
optimal performance of the model is attained during the fifth epoch. To evaluate
the model’s performance, we utilized a test set consisting of data from widely used
Internet of Things projects. The test results are shown in the figure below (Table 3).

Table 3. Performance on test sets collected from widely used IoT projects

Metric Score

test_acc 0.939

test_precision 0.943

test_recall 0.934

test_F1 0.938

In summary, the model performed well during the training process, with good gen-
eralization ability and classification performance. However, it is important to avoid
overfitting to ensure the model’s robustness and reliability.

Component-Wise Evaluation. The key to determining whether test code needs to be
collaboratively changed with production code modifications is to effectively capture
the relationship and references between the production code changes and the test unit
code. To achieve this, the experiment used three encoders, namely the Commit Mes-
sage Encoder, the Production Code Change Encoder, and the Test Unit Code Encoder,
to better represent and link the information between the Commit Message, Production
Code Change, and Test Unit Code. To verify the effectiveness of these three encoders,
the experiment was evaluated component-wise, evaluating their performance and con-
tribution. Therefore, the experimental model was compared to three other incomplete
versions:

• CMG_PCC_Encoder: it retains the Commit Message Encoder and the Production
Code Change Encoder. This model does not consider test unit code. It is then trained
as a binary classification model by using Commit Message and Production Code
Change as input.

• PCC_TUC_Encoder: it retains theProductionCodeChangeEncoder and theTestUnit
Code Encoder. This model does not consider Commit Message. It is then trained as
a binary classification model by using Production Code Change and Test Unit Code
as input.

• TUC_CMG_Encoder: it retains the Test Unit Code Encoder and the CommitMessage
Encoder. This model does not consider production code changes. It is then trained as
a binary classification model by using Test Unit Code and Commit Message as input.

• CMG_PCC_TUC_Encoder: this model includes all components.
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After model training, the evaluation results of the above four experimental models
are shown in Table 4.

Table 4. Component-Wise Evaluation

Accuracy Precision Recall F1

CMG_PCC_Encoder 0.861 0.889 0.843 0.864

PCC_TUC _Encoder 0.517 0.855 0.558 0.610

TUC_CMG _Encoder 0.586 0.530 0.591 0.462

CMG_PCC_TUC_Encoder 0.910 0.921 0.903 0.911

Basedon the experimental results in the table,we can draw the following conclusions:

• Firstly, the CMG_PCC_TUC_Encoder achieved the highest performance in all met-
rics, demonstrating its superior accuracy, precision, and recall. By incorporating
CMG, PCC, and TUC information, this encoder conducts a comprehensive analysis
of the data, effectively capturing relevant features and enhancing prediction accuracy.

• Secondly, the CMG_PCC_Encoder showed good precision and recall, but slightly
lower accuracy. This may be attributed to its difficulty in accurately predicting nega-
tive cases, resulting in lower accuracy. Improving the encoder’s handling of negative
cases is necessary. Data labels determine the necessity of co-variation, with the test
unit code being the object of co-variation. As the Test Unit Code data components
were not included in this encoder, it limited the model’s ability to learn deeper data
correlations, affecting its performance with positive and negative cases.

• The PCC_TUC_Encoder and TUC_CMG_Encoder had the worst model perfor-
mance.

Based on the training results of each model, it is clear that removing any of the three
data components would harm the overall performance of the experimental model in this
article. This also verifies the initial assumption of this article, which is that all three
encoders can embed useful information from their respective inputs.

5 Threats to Validity

This study has certain limitations that should be addressed. Firstly, the data preparation
process involved the removal of diffs containing changes across multiple files. The eval-
uation data also underwent the same processing steps, resulting in the exclusion of cases
involving co-changes produced bymultiple code files. Consequently, the current method
lacks the ability to handle such scenarios when analyzing unseen data. Additionally, the
dataset used in this experiment focused solely on Python projects on GitHub, neglecting
projects in other programming languages. Future work should aim to include a broader
range of programming languages and cater to a wider audience of designers. Finally,
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regarding the hyperparameters used to train the models, there are two key parameters to
consider: the encoder’s embedding size and theMLP hidden layer size. While the size of
the hidden layer can be fine-tuned theoretically, exploring the full range of size settings
can be computationally expensive and time-consuming.

6 Related Work

With the rapid growth of Internet of Things technology and its widespread adoption
in various domains [24, 25], there is an increasing focus on studying the co-variation
relationship between production code and test code [16]. Researchers are actively devel-
oping advanced techniques and algorithms to effectively match production code with
test code, aiming to enhance the quality and reliability of software in the IoT domain.

One approach proposed by researchers is the use of historical test data for test case
prediction [13–15], which aims to improve the testing process of IoT applications. By
leveraging machine learning and genetic algorithms, models are constructed from his-
torical test data to predict test cases suitable for future testing. This method enables more
accurate identification of effective test cases for specific IoT applications. Another line
of research focuses on analyzing the co-evolution [20] of test code and production code
in Android API [17–19]. A static analysis-based method has been proposed to discover
patterns of association between test code and production code, and its effectiveness has
been validated through empirical verification. This research provides deeper insights
into how test code and production code mutually influence and co-evolve during the
development of IoT applications.

Furthermore, researchers have investigated association rule-based approaches
[21–23] to uncover covariant patterns between test code and production code. By con-
ducting extensive analyses of open-source software projects, they have successfully
identified prevalent covariant patterns and conducted comprehensive studies to validate
their findings. This research holds immense importance in enhancing testing efficiency,
optimizing testing strategies, and elevating software quality within the realm of IoT.

In all relevant studies [26–30], there is still a gap in leveraging relevant data com-
ponents for co-variation matching between test code and production code. This area
presents an exciting opportunity for further exploration by researchers, and this study
contributes to filling this gap, making a valuable contribution to the advancement of the
IoT field.

7 Conclusion and Future Work

This paper proposes an automated NLP-based solution to predict the covariant associa-
tion between production code and test code in IoT development. We extract three data
components (commit message, production code change, and test unit code) from the
top 1,000 Python repositories on GitHub. Utilizing a neural network model, we learn
semantic features and correlations between these data components. Experimental results
on widely used IoT projects demonstrate the effectiveness and strong performance of
our approach.
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Future work includes optimizing the model to enhance accuracy and reliability by
increasing training data volume and improving the model architecture. Additionally,
we plan to apply this method to diverse software development scenarios such as cloud
computing, big data, and artificial intelligence to improve software quality.
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Abstract. With the gradual formation of the cloud computing ecosystem, the
value of cloud computing is becoming increasingly evident, and the accompany-
ing information security issues have become core elements. The challenge lies
in securely transmitting, computing, and sharing data in a cloud computing envi-
ronment while keeping privacy. In this paper, we propose an access control proxy
re-encryption scheme that supports inner product operations based on lattices in
the standard model. First, the ciphertext is linked to the attributes, and condition
for transition is associated with the re-encryption key. The proxy may re-encrypt
ciphertext that meets attribute conditions instead of all ciphertext, thereby limit-
ing the proxy’s conversion permissions. Furthermore, the user outputs the inner
product value after decryption. Finally, honestly re-encryption attacks (HRA)
security with increased CPA security is employed to better capture the target of
proxy re-encryption. In addition, we propose a new method of hiding access pol-
icy, which uses differential privacy technology to perturb the attribute values to
better safeguard the privacy of users.

Keywords: Lattice-based cryptography · Proxy re-encryption · HRA security ·
Differential privacy

1 Introduction

Cloud storage has gradually replaced other data storage options as the information age.
The volume of data and processing requirements have all changed dramatically. Due
to its benefits of comfort, scalability, and flexibility, cloud storage has drawn a lot of
attention. Yet, cloud storage has always had issues with data protection and safe sharing.
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Proxy re-encryption (PRE) [2] can successfully address the above-mentioned issues in
cloud storage. In a PRE scheme, the proxy can use a re-encryption key to re-encrypt all
of the data owner’s ciphertext, allowing the delegatee to share all of the owner’s data.

But in real-world scenarios, data owners typically only share a portion of their infor-
mation with partners. The notion of conditional proxy re-encryption (CPRE) [18] was
proposed to implement more precise decryption right assignment. In Fig. 1, the delega-
tor can provide access to particular receivers using CPRE, and only those recipients who
comply with the requirements can decrypt the data. Traditional CPRE usually limits
access to data to those that meet specific requirements, such time or location constraints.
In contrast, more intricate and precise access control policies, including attribute-based
access control, may be needed in real world. In summary, in terms of access control
granularity, PRE provides ciphertext level access control, CPRE adds the function of
conditional judgement on the basis of this, and attribute-based CPRE further extends
the access control granularity by allowing the definition of access policies based on
attributes to achieve more fine-grained and dynamic access control.

Fig. 1. CPRE in a cloud data sharing system.

Furthermore, conventional cryptographic techniques are encountering a growing
number of difficulties as a result of the advancement of computing capacity, particu-
larly the development of quantum computing. People are keen to identify a new kind of
cryptographic system against quantum assaults in order to address these possible secu-
rity issues. Due to its great efficiency, verifiable security, and support for homomorphic
encryption, lattice cryptography is gaining increasing amounts of attention. Therefore,
researching the effective and secure PRE system with fine-grained access control func-
tionality based on lattice is crucial for the advancement and use of cloud computing.
The following are the primary contributions of this study.

(1) The inner product function is associated with the private key, and two attribute
access policies are embedded in the re-encryption key. Receivers who satisfy the
conditions decrypt to get the inner product value about the original plaintext;

(2) Considering the problem of insufficient CPA security for PRE, we construct HRA
security ACPRE based on the difficult problem of LWE. Moreover, the security of
the ACPRE we designed is strictly proved under the standard model;
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(3) To address the issue of user privacy leakage caused by access policies, we propose
a method of hiding access policies that satisfies localized differential privacy based
on a random response mechanism, protecting user privacy information.

Section 1.1 evaluates the PRE’ state of research at present. Next, we provide our
proposed scheme in Sect. 2. Our method of access policy hiding is presented in Sect. 3.
At last, Sect. 4 concludes this study and creation of the paper.

1.1 Related Works

PRE. PRE [1,6,10,12] is able to address the issue of data transaction in the area of
data circulation that is hidden from exchanges and data merchants, as well as facil-
itate the interchange of data products and services that can be monitored, evaluated,
and disseminated by proxy. The traditional PRE allows the proxy to transform all the
ciphertext of the delegator, but fails to control the proxy’s conversion authority at the
fine-grained level. CPRE introduces conditional information into plaintext encryption
and re-encryption key generation, which can better control the conversion ability of
the proxy. Attribute-based conditional proxy re-encryption (ABCPRE) was originally
defined formally and given a security model by Zhao et al. [22] They also constructed
a chosen-ciphertext attack (CCA) secure ABCPRE scheme, which supports attribute-
based control of decryption delegation. More specifically, in the ABCPRE scheme, the
attribute vector a will be embedded in the ciphertext, and the re-cryption key will be
linked to the policy f . Only when f (a) = 0, the proxy can correctly perform the trans-
formation of the ciphertext, which enhances the expression ability and flexibility of
the condition. Mao et al. [13] first designed an anonymous ABCPRE scheme based on
the linear secret sharing scheme, which ensures that no one can obtain any attribute
information connected to the ciphertext except the user who has the corresponding key.
Paul et al. [14] designed a unidirectional and single-hop CPRE scheme without pairing
operation, and the scheme satisfied CCA security requirements under the assumption of
computational Diffie Hellman. Due to its flexible authorisation, CPRE is appropriate for
more complicated applications. In the conditional proxy broadcast re-encryption given
by Chen et al. [4], the delegator could alter dynamically the user group with which the
data was shared. Hörandner et al. [7] used CPRE and secure multi-party computing
technology to provide flexible privacy protection for digital twins.

PRE on Lattice. Lattice cryptography is a public key cryptosystem that has attracted
much attention and is resistant to quantum computing attacks [3,9]. Scholars have stud-
ied PRE based on lattice [8,17,19,20]. Liang et al. [11] based on the difficult problem of
LWE on the lattice, constructed a unidirectional, multi-hop ABCPRE scheme using the
homomorphic encryption and key exchange technology. To make the scheme more suc-
cinct and avoid the occurrence of two-level ciphertext, they divided the ciphertext into
two parts, one part about the message ciphertext, and the other part about the attribute
ciphertext. Wang et al. [16] put forth a hierarchical identity-based CPRE scheme. In
their scheme, hierarchical identity-based encryption in conjunction with PRE made it
possible to control the level of user decryption authority.

PRE with HRA Security. The above schemes have been proved to be chosen-plaintext
attack (CPA) security under the standard model. However, CPA security can only ensure
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that the proxy cannot learn delegator’s private data from the re-encrypted key. After
obtaining an honest re-encrypted ciphertext, the delegatee’s security is insufficient to
prevent the delegatee from discovering the delegator’s private key. Therefore, according
to the situation of malicious receivers, Cohen et al. [5] proposed the security of HRA,
and pointed out that if the CPA secure PRE has the nature of re-encryption simulation,
then the scheme must be HRA secure. Susilo et al. [15] innovatively created HRA
secure key-policy attribute-based PRE, which does away with homomorphic encryption
technology and linked the key and the ciphertext together with the access policy. Yao
et al. [21] gave the formal definition and security model of ABCPRE for adaptive HRA
security, and based on the lattice difficulty problem, designed a single-hop, one-way
ABCPRE using inner product as the decision condition for re-encryption. However,
there is a problem with the above schemes that the exposure of access policies can
easily lead to the disclosure of user’s privacy, therefore, it is imperative to research on
concealable ABCPRE.

In a word, the above schemes are only for data and have not yet considered encryp-
tion and decryption control of function calculation. How to deeply integrate PRE and
functional encryption to achieve “partial encryption and decryption controllable and
on-demand security calculation” is a very meaningful exploration direction. However,
the research on this issue is still immature. In addition, there are fewer PRE studies
on HRA security. Therefore, an access control proxy re-encryption (ACPRE) scheme is
proposed that supports inner product operation based on the lattice difficulty problem to
achieve the anti-quantum, flexible, controllable and manageable goal of “data available
and invisible” under the open environment of zero trust.

2 Our Scheme

First, we give a thorough description of ACPRE’s construction method in 2.1; Second,
we examine the scheme’s correctness and security in 2.2 and 2.3; Finally, we evaluate
the ACPRE scheme with other relevant schemes in 2.4. It is important to note that
Table 1 is a list of the main notations used in the paper.

Table 1. Symbol description

Symbols Definitions

n ∈ Zq Random numbers on integer module q spaces

a ∈ Z
n
q n-dimensional random vectors on integer module q space

A ∈ Z
n×m
q n-row m-column matrices on integer module q space

‖A‖ l2-norm of a matrix A

Λ Lattice

Ψ Gaussian noise distribution

O(·) Asymptotic upper bound
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2.1 Construction

Setup
(
1λ ,Fλ

)
: This algorithm takes positive integer n > Ω(λ ), prime num-

ber q > 2, lattice dimension m > 5n logq, security parameters 1λ , and Fλ ={
f : {0,1}l → {0,1}

}
, then performs the algorithm TrapGen( n,m,q,σ) to produce

two matrices, one is the uniform and random matrix A0 ∈ Z
n×m
q . The other is a small

norm matrix TA0 ∈ Z
m×m
q , which is a trapdoor basis for Λ⊥

q (A0), where ‖T̃A0‖ ≤
m · ω

√
logm; Next, chooses random matrices (A1,A2, ...,Al) ← (

Z
n×m
q

)l
, D ← Z

n×m
q ;

Finally, returns the public parameters pp = {A1,A2, ...,Al ,D,G} and the master key
msk = TA0 .

KeyGen(pp,msk, f ,y): pp, msk, a function f ∈ Fλ and a vector y ∈ Yλ are input into

this algorithm. Evaluates A f ← Evalpk
(
f ,{Ai}li=1

)
where A f ∈ Z

n×m
q ; Samples the

matrix R f ← SampleBasisRight
(
A0,TA0 ,A f ,D,ρ

)
so that

(
A0|A f

) ·R f = D, R f ∈
Z

2m×m
q and R f <

√
2ρm; Finally, outputs the function private key sk f = k= R f ·y.

Encrypt (pp,a,x): As input, the algorithm accepts pp, a = (a1,a2, ...,al) ∈ Z
l
q and

the massage x ∈ {0,1}m, then chooses uniformly at random l matrices Si ∈ {±1}m×m,
i ∈ 1,2, ..., l, two error vectors e0 ∈ Ψm

α , eout ∈ Ψm
α and a vector s ∈ Z

n
q; Sets e =

[Im|S1| · · · |Sl ]T · e0 =
(
eTin,e

T
1 , ...,e

T
l

)T ∈ Z
(l+1)m
q ; Ha = (A0|a1G+A1| · · · |alG+Al) ∈

Z
n×(l+1)m
q ; Lets cin = AT

0 s+ ein ∈ Z
m
q ; cout = DT s+ eout + 	q/K
 ·x ∈ Z

m
q ; ca =({

ci = (aiG+Ai)
T s+ ei

}

i∈{1,...,l}

)
∈ Z

lm
q ; c = HT

a s+ e = [cin|ca] ∈ Z(l+1)m
q ; cx =

(cin,cout) ∈ Z
2m
q ; At last, outputs the ciphertext ct = (ca,cx) ∈ Z

(l+2)m
q .

ReKeyGen(pp,sk f ,h,g): This algorithm enters pp, sk f , conversion policy h and new
access policy g to return the re-encryption key rk

f
h−→g

in the manner described below:

First, selects an attribute set b = (b1,b2, ...,bl) such that g(b) = 0; Then, computes

Hb = (A0|b1G+A1| · · · |blG+Al) ∈ Z
n×(l+1)m
q ; Evaluates Ah ← Evalpk

(
h,{Ai}ki=1

)

where Ah ∈ Z
n×m
q ; Samples the matrix Rh ← SampleBasisRight

(
A0,TA0 ,Ah,D,ρ

)
so

that (A0|Ah) ·Rh =D, Rh ∈ Z
2m×m
q ; Sets R

f
h−→g

= kehT +Rh ∈ Z
2m×m
q , where eh ←Ψm;

After that, chooses a uniformly random matrix R1 ← Z
2mk×n
q , and two error matrices

E1 ← Ψ 2mk×(l+1)m, E2 ← Ψ 2mk×m; Sets re-encryption key

rk
f

h−→g
=

⎡

⎣R1Hb+E1 R1D+E2 −P2

(
R

f
h−→g

)

0m×(l+1)m Im×m

⎤

⎦ ∈ Z
(2mk+m)×(l+2)m
q ; (1)

Finnaly, outputs rk
f

h−→g
along with the attribute vector b.

ReEncrypt(pp,rk
f

h−→g
,ct): This algorithm accepts as inputs pp, rk

f
h−→g

and ct. The

proxy then produces the re-encrypted ciphertext ct ′ in the manner described below:
If h(a) �= 0 or ca = ∅, outputs the symbol ⊥; Otherwise, do as follows: First,
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lets ct =
(
cin,{ci}i∈[l],cout

)
; Then, evaluates ch ← Evalct

(
{ai,Ai,ci}li=1 ,h

)
;And sets

ch′ = [cin|ch] ∈ Z
2m
q ; Next, computes (cx′)T = (cin′|cout ′)T = [BD(ch′) |cout ]T · rk

f
h−→g

∈
Z

1×(l+2)m
q , ca′ = 0; At last, outputs the re-encryption ciphertext ct ′ = (ca′,cx′).

Decrypt(pp,sk f ,ct): The user inputs pp, sk f and ct, then follow the steps below to

decrypt: If f (a) �= 0, outputs the symbol ⊥; Then sets c f ← Evalct
(
{ai,Ai,ci}li=1 , f

)
;

c f ′ =
[
cin|c f

] ∈ Z
2m
q ; Otherwise, evaluates ξ ′ = yT cout − skTf · c f ′. Finally, outputs ξ =

〈x,y〉 ∈ {0,1, ...,K} which minimizes |	q/K
 ·ξ −ξ ′|.

2.2 Correctness

(i) The accuracy of unconverted ciphertext decoding. If the policy f satisfies f (a) = 0,
the original ciphertext ct decrypted with the private key sk f is as follows

c f ′ =
[
cin|c f

]
=

[(
AT

0 s+ ein
) |(AT

f s+ e f
)]

=
(
A0|A f

)T s+
(
ein|e f

) ∈ Z
2m
q (2)

ξ ′ = yT cout − skTf · c f ′

= yT
(
DT s+ eout + 	q/K
 ·x)− (

R f ·y
)T [(

A0|A f
)T s+

(
ein|e f

)]

= 	q/K
〈x,y〉+ errors

(3)

(ii) Decryption correctness of converted ciphertext. For the re-encryption ciphertext
ct ′, the decryption processes are as follows

(a) If h(a) = 0, we need to compute

BD
(
ch

′)T ·P2

(
R

f
h−→g

)
=

(
ch

′)T ·R
f

h−→g

=
(
(A0|h(a)G+Ah)

T s+(ein|eh)
)T ·R

f
h−→g

= sT (A0|Ah)kehT + sTD+(ein|eh)TR
f

h−→g

(4)

(
cx′

)T =
[
BD

(
ch

′)T |cTout
]
· rk

f
h−→g

=
[
BD

(
ch

′)T |cTout
]
·
⎡

⎣R1Hb+E1 R1D+E2 −P2

(
R

f
h−→g

)

0m×(l+1)m Im×m

⎤

⎦

=
[
sTHb+ e1

T |sTD+ e2
T + 	q/K
 ·xT ]

(5)

Where
sT =BD(ch′)TR1, e1

T =BD(ch′)TE1, eoutT =BD(ch′)TE2 −sT (A0|Ah)kehT −(
ein|e f

)TRh+ eout , cx′ =
[
HT

b s+ e1|DT s+ eout + 	q/K
 ·x] = [cin|cout ].
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(b) Then, evaluate the ciphertext cg ← Evalct
(
{bi,Ai,ci}li=1 ,g

)
and cg′ =

[cin|cg] = (A0|g(b)G+Ag)
T s+(ein|eg) ∈ Z

2m
q .

(c) Sample the matrix Rg ← SampleRight
(
A0,TA0 ,Ag,D,ρ

)
so that (A0|Ag) ·

Rg = D, Rh ∈ Z
2m×m
q .

(d) Use the private key skg for the following calculation

ξ ′ = yT cout − skTg · cg′

= yT
(
DT s+ eout + 	q/K
 ·x)− (Rg ·y)T

[
(A0|Ag)

T s+(ein|eg)
]

= 	q/K
〈x,y〉+ errors

(6)

Remark 1. In order to decrypt correctly, we need to set the parameter q > 8KVmσ +
8KVm2ρσ(1+γF ) so that ξ = 〈x,y〉 ∈ {0,1, ...,K}, which minimizes |	q/K
 ·ξ −ξ ′|.

2.3 Security Analysis

Theorem 1. Assume that σ , m, n, α and q are the same as in the previous sentence. In
the standard model, ACPRE is IND-sHRA secure under the assumption that the decision
LWEq,Ψ problem is difficult.

Proof. Let a∗ = (a∗
1,a

∗
2, ....,a

∗
l ) be the target attributes set. Then the challenger C ini-

tializes a counter numCt to 0, a key-value storeC and Derive to be empty. Next, we con-
struct the simulation algorithms (Sim.Setup, Sim.KeyGen, Sim.Enc, Sim.ReKeyGen,
Sim.ReEnc1 and Sim.ReEnc2) as below.

– Sim.Setup
(
1λ ,Fλ

)
: This algorithm inputs 1λ , n > Ω(λ ), q > 2, m > 5n logq and

the function family Fλ =
{
f : {0,1}l → {0,1}

}
, then do as follows: First, chooses

a random matrix A0 ← Z
n×m
q ; Then selects l random matrices uniformly S∗

i ←
{±1}m×m, i ∈ [1, l]; Lets Ai = A0S∗

i − a∗
iG, i ∈ [1, l]; Randomly chooses a matrix

Ra∗ ← Z(l+1)m×m
q ; Next, creates the equation [A0|a∗

1G+A1 · · · |a∗
lG+Al ] ·R∗

a = D,
that is, [A0|A0S∗

1| · · ·A0S∗
l ] ·Ra∗ = D; Finally, returns pp = {A1,A2, ...,Al ,D,G}

and stores msk = TG.
– Sim.KeyGen(pp,msk, f ,y): pp, msk, f ∈ Fλ and y ∈ Yλ are inputs into this

algorithm. Next, the algorithm extracts the function private key as follows:

First, evaluates A f ← Evalpk
(
f ,{Ai}li=1

)
where A f ∈ Z

n×m
q ; and then evaluates

S∗
f ← Evalsim( f ,A0,{a∗

i ,S
∗
i }li=1); Next, sets A f = A0S∗

f − f (a∗)G; Gets the trap-
door matrix T(A0|A f ) ← SampleBasisLeft(A0, f (a∗)G,TG,S∗

f ); Samples the matrix

R f ← SamplePre
(
(A0|A f ),T(A0|A f ),D,ρ

)
so that

(
A0|A f

) ·R f =D, R f ∈ Z
2m×m
q ;

Finally, outputs the secret key as sk f = k= R f ·y ∈ Z
2m
q .

– Sim.Encrypt (pp,a,x): As input, the algorithm accepts pp, a∗ = (a∗
1,a

∗
2, ...,

a∗
l

) ∈ Z
l
q and the massage x ∈ {0,1}m, then does: First, uniformly selects

a vector s ∈ Z
n
q at random and three error vectors e0 ∈ Ψm

α , ein ∈ Ψm
α ,

eout ∈ Ψm
α ; Lets e =

[
Im|S∗

1| · · · |S∗
l

]T · e0 =
(
eTin,e

T
1 , ...,e

T
l

)T ∈ Z
(l+1)m
q ; Ha∗ =
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(
A0|a∗

1G+A1| · · · |a∗
lG+ Al) ∈ Z

n×(l+1)m
q ; cin = AT

0 s+ ein ∈ Z
m
q ; cout = DT s+

eout + 	q/K
 · x ∈ Z
m
q ; c∗

x = (cin,cout). Computes c∗
a = ({ci = (a∗

iG+

Ai)
T s+(S∗

i )
T ein

}

i∈{1,...,l}

)
∈ Z

lm
q and c∗ =HT

a∗s+ e= [cin|c∗
a] ∈ Z(l+1)m

q ; Finally,

ct = (c∗
a,c

∗
x) ∈ Z

(l+2)m
q is produced.

– Sim.ReKeyGen(pp,sk f ,h,g): This algorithm enters pp, sk f , conversion policy h
and new access policy g to return the re-encryption key rk

f
h−→g

in the manner

described below: If f (a∗) = 0, g(a∗) �= 0, outputs ⊥; If f (a∗) = 0, g(a∗) = 0,
chooses two matrices randomly X1 ∈ Z

2mk×n
q , X2 ∈ Z

2mk×m
q and then simulate rk

f
h−→g

as follows:rk
f

h−→g
=

[
X1 X2

0m×(l+1)m Im×m

]
∈ Z

(2mk+m)×(l+2)m
q ; Finally, outputs rk

f
h−→g

along with the attribute vector b.
– Sim.ReEnc1(pp,ct,h,g): This algorithm enters pp, ct, conversion policy h and

new access policy g to return the re-encryption ciphertext ct ′ in the follow-

ing way: First, judges the equation f (a∗) ?= 0, if f (a∗) �= 0, output ⊥; Oth-
erwise, selects an attribute set b = (b1,b2, ...,bl) such that g(b) = 0; Then

computes Hb = (A0|b1G+A1| · · · |blG+Al) ∈ Z
n×(l+1)m
q ; Then, evaluates Ah ←

Evalpk
(
h,{Ai}ki=1

)
where Ah ∈ Z

n×m
q ; Next, takes a matrix I′ ∈ Z

n×m
q , two Gaussian

noise matrices R′
h ∈Ψ n×2m, R′

f
h−→g

∈Ψ 2m×m, and sets (Ah|I′) =R′
h −A0(R′

f
h−→g

)T ;

Chooses a uniformly random matrix R1 ← Z
2mk×n
q , and two error matrices E1 ←

Ψ 2mk×(l+1)m, E2 ← Ψ 2mk×m; Constructs a simulated re-encryption keys rk′
f

h−→g

as follows rk′
f

h−→g
=

⎡

⎣R1Hb+E1 R1D+E2 −P2

(
R′

f
h−→g

)

0m×(l+1)m Im×m

⎤

⎦ ∈ Z
(2mk+m)×(l+2)m
q ;

Following is the breakdown of the re-encrypted ciphertext: (1) Lets ct =(
cin,{ci}i∈[l],cout

)
; (2) Evaluates ch ← Evalct

(
{ai,Ai,ci}li=1 ,h

)
; (3) Sets ch′ =

[cin|ch] ∈ Z
2m
q ; (4) Computes (cx′)T = (cin′|cout ′)T = [BD(ch′) |cout ]T · rk′

f
h−→g

∈
Z

1×(l+2)m
q and lets c′

a = 0. Finally, outputs ct ′ = (ca′,cx′) along with the attribute
vector b.

– Sim.ReEnc2(pp,ct,h,g): This algorithm enters pp, ct, conversion policy h and new
access policy g to return the re-encryption ciphertext ct ′ for a �= a∗ in the following

way: f (a∗) = 0, then judges the equation f (a) ?= 0, if f (a) �= 0, output ⊥; Otherwise,
takes the following steps: Since a �= a∗, at least one i ∈ {1,2, · · · , l} exists for which
(ai −a∗

i ) �= 0. Constructs the matrix

Ha = (A0|a1G+A1| · · · |alG+Al)

= [A0|(a1 −a∗
1)G+A0S∗

1| · · · |(al −a∗
l )G+A0S∗

l ] ∈ Z
n×(l+1)m
q ;

(7)

As (al − a∗
l ) �= 0 and the matrix TG is the trapdoor of the matrix G, it is also the

trapdoor of (al −a∗
l )G; Then samples T(A0|(al−a∗

l )G+A0S∗
l )

← ExtendLe f t(A0,(al −
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a∗
l )G,TG,S∗

l ) and the matrix T(A0|alG+Al |a1G+A1|···|al−1G+Al−1) ←
SampleBasisRight((A0|alG+Al),T(A0|alG+Al),(alG+Al |a1G+A1| · · · |al−1G+
Al−1)). We get a matrix T(A0|a1G+A1|···|al−1G+Al−1|alG+Al) by swapping some
columns of the matrix T(A0|alG+Al |a1G+A1|···|al−1G+Al−1);
The matrix T(A0|a1G+A1|···|al−1G+Al−1|alG+Al) is the trapdoor of the matrix Ha;
Assumes that THa = T(A0|a1G+A1|···|al−1G+Al−1|alG+Al). Samples the matrix R′

f ←
SamplePre(Ha,THa ,D,σ). Selects an attribute set b = (b1,b2, ...,bl) such that

g(b) = 0, then computes Hb = (A0|b1G+A1| · · · |blG+Al) ∈ Z
n×(l+1)m
q ; Eval-

uates Ah ← Evalpk
(
h,{Ai}ki=1

)
where Ah ∈ Z

n×m
q ; Next, samples the matrix

Rh ← SampleBasisRight
(
A0,TA0 ,Ah,D,ρ

)
so that (A0|Ah) ·Rh =D, Rh ∈ Z

2m×m
q ;

Sets R
f

h−→g
= k′ehT +Rh ∈ Z

2m×m
q , where k′ = R′

f · y, eh ← Ψm; Chooses a uni-

formly random matrix R1 ← Z
2mk×n
q , and two error matrices E1 ← Ψ 2mk×(l+1)m,

E2 ← Ψ 2mk×m; Constructs a simulated rk′
f

h−→g
as follows

rk′
f

h−→g
=

⎡

⎣R1Hb+E1 R1D+E2 −P2

(
R′

f
h−→g

)

0m×(l+1)m Im×m

⎤

⎦ ∈ Z
(2mk+m)×(l+2)m
q ; (8)

Following is the breakdown of ct ′: (1) Evaluates ch ← Evalct
(
{ai,Ai,ci}li=1 ,h

)
;

(2) Sets ch′ = [cin|ch] ∈ Z
2m
q ; (3) Computes (cx′)T = (cin′|cout ′)T = [BD(ch′) |cout ]T ·

rk′
f

h−→g
∈ Z

1×(l+2)m
q ; lets c′

a = 0. Finally, outputs ct ′ = (cx′,ca′).

According to the selective security model, we make the premise that a PPT attacker
A with a non-negligible advantage will attempt to attack our system via”game-
hopping”. The basic idea is to construct three games. The first game is an actual IND-
sHRA attack, however the last game is impossible for the attacker to win; Then, based
on some difficult assumptions on lattice, it is proved that the first game and the last
game are equivalent. We have to demonstrate that these three games are indistinguish-
able from each other for PPT adversary A in the following ways.

Game sequence:

– Game0: C and A are playing a typical IND-sHRA game. And most operations
are identical to the real scheme. Besides, C faithfully responds to different sk f and
rk

f
h−→g

queries in accordance with the real scheme’s algorithms.

– Game1: This game changes the generation of pp as in Sim.Setup. On the one
hand, we know that a uniform distribution results in statistical indistinguishability
between A0S∗

1,A0S∗
2, · · · ,A0S∗

l according to the left-over hash lemma. Therefore,
(A1,A2, · · · ,Al) are close to uniform as defined in Sim.Setup. On the other hand,
the leftover hash lemma shows that [A0|A0S∗

1|A0S∗
2| · · · |A0S∗

l ] ·Ra∗ is statistically
equivalent to a uniform distribution. So the matrix D is statistically indistinguish-
able with uniform distribution. The following inquiries are possible from A :
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Secret Key Query Osk: The attacker A sends the access policy f to a challenger C
for private key queries. If f (a∗) = 0, the challenger C returns the symbol ⊥; Other-
wise, according to the parameters in Sim.KeyGen, the challenger C generates sk f
as previously mentioned and gives it back to the attacker A .
Re-encryption Key Query Ork: If f (a∗) = 0, the challenger C executes the
algorithm Sim.ReKeyGen; Otherwise, C first generates sk f as in Osk. Then, the
challenger C replies with rk

f
h−→g

by running ReKeyGen(pp,sk f ,h,g); The re-

encryption key rk
f

h−→g
is sent by the the challenger C to the attacker A . The attacker

A can query multiple times.
Encryption Query OEnc: A can also make some queries OEnc to C . C only exe-
cutes the algorithm Sim.Encrypt faithfully; C increments numCt and adds ct to the
set C with key (a,numCt).
Re-encryption Query OReEnc: After entering parameters f , h, g and (a,k) where
k ≤ numCt, then C follows these actions: (i) If a= a∗ and C with key (a∗,k) has no
value, the symbol ⊥ is produced. Otherwise, sets ct = (ca,cx) to that value in C and
uses Sim.ReEnc1 to generate the re-encrypted ciphertext; (ii) Symbol ⊥ is printed
if a �= a∗ and C with key (a,k) has no value. Otherwise, sets ct = (ca,cx) be that
value in C. Additionally, there are two cases to consider: If f (a∗) = 0, execute the
algorithm Sim.ReEnc2 to produce the re-encryption ciphertext ct ′; If f (a∗) �= 0, the
challenger C first generates rk

f
h−→g

as in Ork. Then, the challenger C replies with

the re-encryption ct ′ by running the algorithm ReEncrypt(pp,rk
f

h−→g
,ct).

Finally, the attacker A receives the re-encryption ciphertext ct ′ back from the chal-
lenger C . And the settings of other parameters are identical to Game0.

– Game2: The production of the challenge ciphertext ct∗ distinguishes this game from
Game1. In Game1, the Sim.Encrypt (pp,a,x) algorithm creates ct∗. However, in

Game2, the ct∗ is a uniformly random and independent matrix from Z
(l+2)m
q . The

rest of the settings are the same as Game1. In this case, the advantage of the attacker
A is zero.

If Game1 is indistinguishable from Game0, and Game2 is indistinguishable from
Game1, our ACPRE is IND-sHRA secure in the standard model.

Game transfer:

– Game0 to Game1: We now prove that Game0 and Game1 are indistinguishable
through the Lemma 1.

Lemma 1. If mn> (n+1) log2q+ω (lgn), then Game1 and Game0 are indistinguish-
able, and the answer to the attacker A ’s inquiries becomes indistinguishable from the
true scheme.

Proof. As a result of the public parameters and query responses being statistically simi-
lar to those in Game0, from the Lemma 1, we can see that the A ’s advantage in Game1
is equal to that in Game0. Therefore, Game0 and Game1 are indistinguishable.
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– Game1 to Game2: Assuming that in the selective security model, an attacker A
can discriminate between Game1 and Game2 with a non-negligible advantage by
HRA, the challenger C will create an algorithm B intended to effectively solve the
decision LWE problem. Following is the reduction’s progression:

• Target. The challenger C receives a statement from the A announcing the tar-
get attribute set a∗ = (a∗

1,a
∗
2, · · · ,a∗

l ) to attack.
• Instance. The B begins by getting an LWE challenge consisting of two ran-

dom matrices A0,D inZn×m
q , and two vectors cin,cout ∈ Z

m
q . Here, we take into

account two cases about cin and cout . One is to choose at random from the Z
m
q ,

and the other is to figure out cin =AT
0 s+e0 and cout =DT s+eout , where s← Z

n
q,

e0 ← Ψm
α , eout ← Ψm

α . What’s more, the objective of B is to differentiate these
two circumstances applying A with non-negligible advantage.

• Setup. The following is how B sets up the public parameters once it has
obtained the target attribute set a∗: The central authority chooses the appro-
priate system parameters n,m,q,σ ; Selects l random matrices uniformly
S∗
i ← {±1}m×m, i ∈ [1, l]; Lets Ai = A0S∗

i − a∗
iG, i ∈ [1, l]; The remain-

ing parameters are the same as Game1 settings. Finally, B transmits pp =
{A1,A2, ...,Al ,D,G}.

Remark 2. The above settings have the correct distribution.

• Phase 1. The attacker A can ask B for all key questions and B answers A as in
Game1:

• Challenge. In order to indicate that it is open to a challenge, A selects two messages
{x0,x1} ← Z

m
q of equal-length. A message xϕ (ϕ ← {0,1}) is selected at random by

B for encryption. B replies with ct∗ = (c∗,c∗
out) ∈ Z

(l+2)m
q built as follows:

c∗ = [Im|S∗
1| · · · |S∗

l ]
T · cin ∈ Z

(l+1)m
q ;

c∗
out = cout + 	q/K
xϕ ∈ Z

m
q

(9)

Next, B sends the challenge ciphertext ct∗ to A . Meanwhile, increases numCt and
adds numCt to the set Derive. At last, B stores the value ct∗ to the C with the key
(a∗,numCt). Here are two cases for challenging ciphertext.
(i) The B randomly selects a bit ϕ ← {0,1}, if ϕ = 0, ct∗ = (c∗,c∗

out) that will be
returned to the attacker A as challenge ciphertext. Assuming that cin = AT

0 s+ e0,
cout = DT s+ eout are constructed based on LWE samplings. It can be seen from the
algorithm Sim.Encrypt that

Ha∗ = [A0|a∗
1G+A1| · · · |a∗

lG+Al ] = [A0|A0S∗
1| · · · |A0S∗

l ] ∈ Z
n×(l+1)m
q (10)

e= [Im|S∗
1| · · · |S∗

l ]
T · e0 (11)

c∗ = [Im|S∗
1| · · · |S∗

l ]
T · (AT

0 s+ e0) =HT
a∗s+ e (12)

It is easy to see that the calculation results for c∗ and Game1 are the same. Further-
more,

c∗
out = DT s+ eout + 	q/K
xϕ (13)
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To sum up, the challenge ciphertext ct∗ = (c∗,c∗
out) is a legitimate ciphertext of the

message xϕ with the attribute a∗.
(ii) If ϕ = 1, cin and cout are randomly chosen from Z

m
q , we know that c∗ is also ran-

dom in Z
(l+1)m
q according to the left over hash lemma. Therefore, ct∗ as a challenge

ciphertext will be uniformly random in Z
(l+2)m
q as in Game2 and finally returns to

the attacker A .
• Phase 2. The simulator B operates in a similar manner to Phase 1, the attacker A is

able to query secret keys multiple times, and the set of attributes a∗ that have done so
have not yet met the access structure f . In addition, OReEnc will output the symbols
⊥ if h(a∗) �= 0∧g(a∗) �= 0∧ k ∈ Derive.

• Guess. After enough questioning, the A outputs his guess of ϕ as ϕ ′
. Next, B

returns the A ’s guess as the response to the corresponding LWE challenge.
In the attacker A ’s view, the B’s behavior is close to that of a real, adaptive security

experiment. In this game, the A has the advantage since ε = |Pr[ϕ ′ = ϕ]− 1
2
|.

Therefore, the advantages of the LWE predictor are as follows:
(i) In a pseudo-random sampler, an attacker A has the advantageous value ε . In this

case, O =O$, Pr[ϕ ′ = ϕ | O =O$] =
1
2
+ ε and the C ’s advantage is

Pr[O ′ = O | O =O$] =
1
2
+ ε; (14)

(ii) In a true random predictor, an attacker A has an advantage of 0. In this case,

O =Os, Pr[ϕ ′ = ϕ | O =Os] =
1
2
+ ε , the B’s advantage is

Pr[O ′ =O | O =Os] =
1
2
. (15)

Therefore, assuming that an attacker A guesses the correct probability is Pr[ϕ ′ =
ϕ] ≥ 1

2 + ε , the B has the advantage

1
2
(Pr[O ′ =O | O =O$]+Pr[O ′ =O | O = Os])− 1

2

=
1
2
(

1
2
+ ε +

1
2
)− 1

2
=

ε
2

(16)

to solve the decision LWEq,Ψ problem.

As a result, Game2 and Game1 cannot be distinguished under the assumption of the
decision LWEq,Ψ problem.

In conclusion, the security of our designed ACPRE scheme is compactly reduced
to the decision LWEq,Ψ difficulty assumption by the use of the three equivalent games
mentioned above. Additionally, under the standard model, our ACPRE is IND-sHRA
secure. The proof is now complete.
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2.4 Comparison

In this part, we compare our ABCPRE with other relevant schemes ([4,6,11,14,15,19,
21]) in terms of access policy, support for inner product operations, security, resistance
to quantum attacks, support for proxy control, and the size of secret key. And Table 2
displays the comparison’s findings.

Table 2. Comparison with previous related work

Schemes Access Policy Inner Product Security Anti Quantum Proxy Control Secret Key Size

[6] Attribute-based � Semantic Security � � —

[14] Identity-based � CCA(RO) � � —

[4] Identity-based � CPA � � —

[19] Identity-based � CPA � � O((2m× l)log2q)

[11] Attribute-based � CPA � � O(2(m×m)log2q)

[15] Attribute-based � HRA � � O((2m×m)log2q)

[21] Attribute-based � HRA � � O((ml×ml)log2q)

Ours Attribute-based � HRA � � O(2mlog2q)

As can be seen from the Table 2, with regard to access policies, our scheme makes
use of attribute-based encryption, which can decide whether users have access privi-
leges based on their unique attributes. This allows for more granular access management
and is more flexible than simply using identity information to make decisions. More sig-
nificantly, it is challenging to implement fine-grained ciphertext computation because
current proxy re-encryption schemes cannot support inner product operations. Litera-
ture [14] achieves CCA security, whereas literature [6] only gets semantic security, but
it has been shown to be secure under the random oracle model. In contrast to conven-
tional conditional proxy re-encryption systems based on number theory ([4,14]), our
scheme is based on lattice difficulty problems and is hence resistant to quantum attacks.
Compared with PRE constructed based on lattice theory, [15,19] cannot control the
conversion permissions of the proxy. In addition, among the PRE schemes constructed
based on LWE ([11,15,19,21]), our proposed ACPRE scheme has the smallest secret
key size.

In summary, the scheme we proposed is well suited for scenarios involving fine-
grained ciphertext sharing across numerous users since it is secure against quantum
attacks, restricts the proxy’s capacity to convert, and supports inner product operations.

3 Access Policy Hidden

Users typically utilize attribute-based encryption to establish fine-grained ciphertext
restriction to guarantee the security and controllability of data in the cloud. Although
their access policy is posted to the cloud in plaintext along with ciphertext, this can
result in the leakage of user-sensitive data if the access strategy is revealed. We employ
differential privacy technology to conceal access policies and improve user privacy
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security by addressing the ambiguity of attribute replies in access policies in order to
address the same problems as those discussed above. The specific process is as follows.

Firstly, encode the user attributes, installing the attribute set be a =
(attribute1,at− tribute2, ...,attributel), the total number of attributes be l, and the
value of each attribute attributei be 1 or 0. Assuming that the user has an attribute
set of {nationality, gender, age, ethnicity, research direction, workplace,marriage}.
An existing access policy is W = (t, l) = (3,7), which means that a user’s
attributes must meet at least three attributes in the access policy {Chinese,male,
under 35 years old,Han,cryptography, Bei jing,married} in order to have access per-
missions. Then, represent the access policy with {0,1}, ensuring that the number of 1
is at least 3, such as {1,0,0,1,1,0,1}. Secondly, based on the binary random response
mechanism, the access policy is randomly perturbed. After differential perturbation, the
number of 1 remains unchanged, achieving policy hiding and protecting the user’s per-
sonal privacy. Finally, in a hardware environment of Inter Core i5-7300HQ 2.50GHz,
operating system of Windows 10, and system memory of 16g, experiments were con-
ducted using python language to verify the hiding effect of access policies under dif-
ferent privacy budgets. Among them, the experiment used the publicly available data
set-Adult. The experimental results obtained are the average value after running the
same algorithm five times. To clarify the error between the encoded perturbed data and
the real data, we use Hamming distance as a measure of the error between the pertur-
bation score and the actual score, and the specific experimental results are shown in the
Figure. 2.

Fig. 2. The results of binary random response

Figure. 2-(a) shows that the proportion of 1 in the original data remains unchanged,
which means that when the privacy budget is between 0 and 1, the privacy protection
effect is better. When the epsilon value is 1.1, the proportion of 1 tends to stabilize,
approaching the true value, and can achieve policy hiding. From Figure. 2-(b), it is clear
that utilizing differential privacy can achieve policy hiding while ensuring data utility
since the Hamming distance of the perturbed data approaches the Hamming distance of
the real data.
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4 Conclusion

Based on the lattice difficulty problem, we construct an access control inner product
function PRE scheme, which can not only resist quantum attacks, but also consider
the fine-grained control problem from three aspects. First of all, in order to control
the authority of the proxy and delegatee, attribute-based encryption is used to generate
ciphertext and re-encrypt key. Secondly, for the proxy, only the ciphertext satisfying the
conversion strategy can be re-encrypted. Finally, the delegatee can only obtain the inner
product value of the plaintext after decrypting with the function key, which not only
protects the privacy of the delegator, but also improves the efficiency of the ciphertext
calculation. In addition, the scheme achieves IND-sHRA security in the standard model
and has high security. Moreover, we adopt localized differential privacy technology
based on random response mechanism to hide access policies to ensure the privacy of
user information. In the future, we are going to construct ACPRE based on the RLWE
problem on lattice to increase the effectiveness of the scheme.
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their constructive comments which significantly enhanced the presentation of the study.
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Abstract. The rapid development of new communication technologies such as
social software and email has brought convenience, but it has also increased the
distance between people. This research aims to capture micro-expressions in real-
time through smart glasses and uses deep learning technology to develop a real-
time emotion recognition system based on RGB color values to improve interper-
sonal communication. We trained a multi-layer fully deep neural network (DNN)
model using the CASME2 dataset to effectively learn the association between
facial expressions and emotions. The experimental results of model show that
the emotion classification accuracy of the system reaches 95% on several test
samples. The system is adapted to run on smart glasses, the emotion recognition
results are immediately fed back to the screen of the smart glasses and displayed
to the user in the form of an emotion label. The experimental results of system
show that the system can achieve accurate emotion recognition, help users better
understand the psychological state of the communication object, and improve the
communication environment and quality. In addition, the system can also store
communication records and emotion analysis results to help users understand their
owncommunication performance and changes in others’ emotions, thus improving
communication skills and abilities.

Keywords: Smart Glasses ·MediaPipe ·Micro expression Analysis · Deep
Learning · Improving Communication Skills · Real-Time Emotion Labels

1 Introduction

The rapid development of the new communication technology [1–3] such as social
software as well as email has indeed brought people a convenient life [4], but at the
same time it has also brought and increased the distance between people [5]. The ability
to communicate between people is reduced, people’s emotional intelligence and ability
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to perceive emotions cannot be exercised, and even psychological disorders such as
social phobia and other social disorders have emerged [6]. In this context, how to use the
existing technological means to improve interpersonal communication skills becomes
crucial [7].

By observing the facial expressions and emotional changes of others, individuals can
gain a deeper understanding of their psychological state [8]. This heightened awareness
allows for appropriate responses, fostering positive interpersonal relationships. Micro
expressions [9] are instantaneous flashes of facial expression that reveal a person’s true
feelings and emotions. Although a subconscious expression may only last for a fraction
of a second, it can easily reveal emotions [10]. When the face makes a certain expres-
sion, these very short expressions can suddenly flash and sometimes express opposite
emotions. By observing micro expressions, we gain a more complete understanding of
others’ emotional states. This knowledge provides new avenues to enhance interpersonal
communication.

Simultaneously, the advancement of Internet of Things (IoT) sensors has paved
the way for a plethora of innovative wearable devices. These devices include motion
capture devices [11, 12], eye trackers [13], and smart glasses [14]. They not only enhance
convenience in people’s daily lives but also introduce intelligence to their lifestyles.
One prime example is wearable smart glasses, which are capable of capturing real-
time facial expressions [15]. This feature enables functions like instant photography and
video recording. And has an independent development system, can develop a variety
of programs according to real-time feedback, users can see the surrounding situation
through the screen, you can see the program feedback information.

Therefore, this study focuses on capturing the micro-expressions using wearable
smart glasses and attempts to improve communication by developing a real-time emo-
tion recognition system based on the user’s micro-expressions using Red, Green, Blue
(RGB) color values to determine each other’s emotions. Themain purpose of using RGB
values is to extract color information from key points on the face, which can add more
distinguishing features to the model. To be specific, according to build a facial micro
expression recognition system, at first, we used a set of micro expressions videos from
the CASME2 dataset [16] as training and validation data. The MediaPipe’s FaceMesh
model [17] is used to transfer the video data to the facial feature data (key facial points),
which will be used to train the recognition system by using the deep neural network
(DNN).

We designed the recognition system via a smart glass with front camera. According
to the video frames data from the glasses via MediaPipe’s FaceMesh model, we contin-
uously capture and process facial images and extract facial feature vectors in real-time.
At the same time, based on the trained DNN model, the system can realize the pur-
pose of real-time recognition of micro-expressions. Using the system can let the user
better understand communicatee’s psychological state, to improve the communication
environment and the quality of communication.

This study has important research significance and practical application value. By
accurately identifying micro-expressions, we can gain a deeper understanding of other
people’s mental states, including those that are hidden or suppressed, thereby establish-
ing deeper and more authentic human interactions. In addition, the constructed facial
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micro expression recognition system is real-time and accurate and can perform micro
expression analysis in real-time video without interfering with the observer. In con-
clusion, this study provides a new approach and practical application for facial micro
expression recognition system to improve interpersonal communication, making our
facial micro expression recognition system more accurate and practical.

2 Related Works

In this section, we present research on the use of smart glasses and emotion related
techniques that can demonstrate accurate and efficient communication through micro-
expressions using wearable devices.

2.1 Micro Expression Emotion Recognition

Bin Xia et al. proposed a method for recognizing micro-expressions using macro-
expression samples as a guide. An expression identity separation network was also pro-
posed to extract expression substrates from expression images without identity related
information. Extensive experimental expressions were performed on three more public
spontaneous micro-expression datasets (i.e., SMIC, CASME2, and SAMM), this frame-
work due to advanced micro-expression recognition system based on manual or deep
features [18].

Also, a comprehensive survey and analysis of various micro-expression recogni-
tion system by Madhumita Takalkar et al. analyzed the general framework of micro-
expression recognition system and decomposed it into basic components, i.e., face
detection, preprocessing, facial feature detection and extraction, dataset, and classifi-
cation. The roles of these elements are also discussed and the models and emerging
trends they follow in their design are highlighted. In addition, a comprehensive analysis
of micro-expression recognition systems is presented by comparing their performance
[19].

KamleshMistry’s core research method is a feature selection method based onmicro
genetic algorithms embedded with particle swarm optimization algorithms for intelli-
gent facial emotion recognition. The method uses a PSO algorithm for feature selection,
which is performed separately for each emotion category to identify the distinguishing
features of each expression. At the same time, neural networks,multi class support vector
machines and integrated classifiers are used for emotion recognition. When tuning the
classifier, they use trial and error and grid search methods to find the optimal parameters.
In addition, they used methods such as small population concepts and sub-dimensional
search strategies to speed up the evolution and improve the search efficiency. Experi-
mental results show that their proposed method is significantly superior to other PSO
variants and traditional methods in global optimal search and discriminative feature
selection [20].

2.2 Judging Emotions Through Smart Glasses

Lin Zixiang et al.When using smart glasses, they can be used to improve communication
through their features, namely the ability to follow thewearer’s gaze andmicrophone, and
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the available augmented reality (AR) capabilities. The emotion recognition system on
smart glasses is designed and constructed. Cameras and microphones capture the facial
expressions, voice emotions, and intonation of individuals to enhance communication.
These captured data are then analyzed for emotion recognition and analysis [21].

YINGYING ZHAO’s team uses deep learning methods to implement relationship
analysis. They designed a smart glasses system, called EMOShip, equipped with a deep
neural network, Emoship-Net, to extract emotion-related features and emotional cues
in visual attention and fuse them together to identify emotions and quantify emotional
relationships more accurately. Specifically, they used convolutional neural networks
(CNNS) and gated cycle units (GRUs) for feature extraction, and multi-task learning for
simultaneous emotion recognition and image labelling. They also conducted field trials
to verify the performance and usability of EMOShip [22].

Mukhriddin Mukhiddinov’s core research method is a mask facial emotion recog-
nition method based on facial markers and deep learning. The researchers used the
AffectNet dataset for training and evaluation and applied a specific facial signaturemodel
(MediaPipe face mesh method) to identify facial emotions. They created a convolutional
neural network (CNN) model with feature extraction, full join and SoftMax classifica-
tion layers, and used Mish activation functions in each convolutional layer. Using this
method, they achieved an accuracy of 69.3% and an average confusion matrix of 71.4%.
However, the method has certain limitations in the case of different orientations and
cannot correctly identify the emotion of multiple faces present in the same image. To
further improve the classification model and image datasets, the researchers plan to
explore methods such as semi-supervised and self-supervised learning and investigate
how to generate the attentional parts of faces without facial markers. They also plan to
work on the hardware side of smart glasses, creating a prototype of a device that can
help visually impaired people identify people, places, and objects in near environments
[23].

3 Methods

3.1 Face Point Detection and Feature Extraction

As shown in Fig. 1, face key point detection and feature extraction is a process of
extracting facial feature points from face images by using the FaceMesh module of the
MediaPipe framework to process each frame in the video.

The steps of feature extraction are as follows. For each frame in the video, the position
of the facial feature points is detected by MediaPipe’s FaceMesh module to obtain the
(x, y) coordinates of each feature point in the image.

The positional information of these feature points is utilized to acquire the RGB color
values of their respective pixel points. RGB color values consist of three components,
namely red, green, and blue, which depict the color information for each pixel in the
image. Each feature point’s RGB color value is considered as a feature vector, and all
feature vectors are merged to form a comprehensive set of features.

The feature set extracted from each video frame is stored in a data set for subsequent
training and evaluation of the emotion classification model.
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Fig. 1. MediaPipe’s FaceMesh module

3.2 Deep Learning Model

Fig. 2. Deep neural network (DNN)

As shown in Fig. 2, we design a multi-layer fully connected neural network (DNN)
model to extract emotional features from color information of facial key points. Specifi-
cally, the output layer is encoded with RGB color and mood labels for facial key points.
And a sequential model with multiple hidden layers is used. First, we use a 64-node
hidden layer with ReLU (modified linear unit) as the activation function to capture the
initial features. Next, we add two 32-node hidden layers that can further extract abstract
representations of emotion from the color information. To increase the expressiveness
of the model, we again use a 64-node hidden layer in the middle of the network. Finally,
we take an output layer with the same number of nodes as the number of emotion classes
and use the SoftMax activation function for multi-class emotion classification.

In the training process of the model, we use the Adam optimizer to adjust the weight
of the model. We chose binary cross entropy (binary_crossentropy) as the loss function
to measure the difference between the model prediction and the true label. We also set
the learning rate of the optimizer to 0.001 to control the step size of each weight update.
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We ran 300 training iterations on themodel, eachwith a batch size of 64. The training
dataset is divided into a training set and a validation set, where 20% of the samples are
used to verify the performance of the model. We chose these parameters to balance the
training speed and the generalization ability of themodel. In each iteration, wemonitored
the model for losses and accuracy, and made appropriate adjustments during training to
improve the model’s performance.

In this study, we introduce a DNN model with RGB color of key points of the face
as input, learns the features through the hidden layer, and finally predicts the emotion
labels through the output layer. The training goal of the model is to make the predicted
emotion labels as close to the real ones as possible, so that the model can accurately
recognize facial micro-expressions and predict the corresponding emotions.

3.3 System Design

As shown in Fig. 3, the Epson MOVERIO BT-350 is an AR smart glass with a 23°
diagonal field of view and a nominal refresh rate of 30 Hz. In the AR environment
implemented in Android Studio, four white squares are rendered and placed on each of
the four edges of the screen. The chosen flashing frequencies are 8 Hz, 10 Hz, 12 Hz
and 15 Hz [24].

Fig. 3. Epson MOVERIO BT-350 Smart Glasses and BT-350 Glasses Exclusive Controller

As shown in Fig. 4, the contained face is first obtained by the data input module,
and then facial features are extracted by the face feature extraction module. Then, the
deep neural network-based emotion recognition module analyses the extracted features
and predicts people’s emotional states. The emotion recognition results are fed back to
the smart glasses screen in real time and displayed to the system user in the form of an
“emotion label”. At the same time, users can provide feedback, which is considered and
used to improve the system through user feedback and customization modules.
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Fig. 4. The structure chart of this study

4 Model Training

4.1 Training Environment and Dataset

This study uses the CASME2 dataset, which contains rich micro-expression data with
higher temporal resolution (200 fps) and spatial resolution (approximately 280 × 340
pixels in the facial region). Participants’ facial expressions were recorded in a well-
controlled laboratory environment with appropriate lighting (e.g., removal of light
flicker). From nearly 3000 facial movements, 247 micro-expressions were selected as a
database and tagged with movement units and emotions.

Table 1. Hardware

Hardware Version

CPU I5 13400F

Memory XPG DDR4 3200 MHz 8 * 2

Solid state drive Kingston NV2 500 GB PCIE4.0

Graphics card PALIT RTX 3060 TI 8 GB

Operating system WIN10 64 bit
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Table 2. Role of software and versions

Software Name Releases Role

Python 3.10.11 Main programming language

OpenCV 4.7.0 Image and video processing, facial key point detection and feature
extraction

MediaPipe 0.10.1 Facial key point detection for facial feature information

Pandas 2.0.2 Data management and processing, emotional label processing and
transformation

NumPy 1.23.5 Data processing and array/matrix operations

TensorFlow 2.12.0 Constructing and training DNN model for emotion recognition

Keras 2.12.0 Higher level abstraction for building DNN models with
TensorFlow

Scikit-learn 1.2.2 Model evaluation, data pre-processing, and model optimization

As shown in Tables 1 and 2, the entire experiment was supported by the above
software and versions. Based mainly on the graphics card hardware, the role of all
software in this study is described below.

In this study, Pythonwas themain programming language used to develop and imple-
ment the system, which used OpenCV and MediaPipe for image and video processing,
facial key point detection and feature extraction. In addition, Pandas and NumPy were
used for dataset management, emotional label processing and data manipulation, while
TensorFlow and Keras were used to construct and train a DNNmodel for emotion recog-
nition. Scikit-learn was used for model evaluation, data pre-processing and optimization
tasks.

4.2 Data Preprocessing

The program first prepares the data by reading the video files in the video folder and the
associated emotion tags. The video file path is stored in a variable, while the emotion
tag is retrieved from the document file.

Next, the program uses the MediaPipe framework for sentiment analysis and
sentiment detection. To do this, it calls the FaceMeshmodule for face key point detection.

Theprogram then reads the videofile andprocesses it frameby frame. It analyses each
frame; extracts face key point coordinates and stores RGB color values in a data point
dictionary. At the same time, it adds emotional labels to the data points that correspond to
the detected facial features. Finally, the extracted facial key features and corresponding
emotional labels are stored in the form file.

4.3 Judging Method of Emotion Label

In the judging method of emotion label, we use the supervised learning method. First,
we prepared a data set containing the tagged emotion label data and the RGB color value
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information of the facial feature points extracted by the FaceMesh module. Each sample
consists of RGB color value information for facial feature points and corresponding
emotion labels.

As shown in Fig. 5, to enable deep learning models to automatically recognize
associations between facial expressions and emotions, wemap emotion labels to discrete
emotion categories. We classify emotions into seven categories based on the labels in the
dataset: “happiness”, “disgust”, “depression”, “surprise”, “fear”, “sadness “and “other”.
This mapping allows the model to classify seven emotions based on facial expressions.

happiness disgust repression

surprise fear sadness

Fig. 5. Emotion Recognition

Finally, we output the extracted RGB color value information of the facial feature
points and the corresponding emotion labels and save them as CSV files for subsequent
model training and evaluation.

4.4 Model Training and Optimization

In the model training and optimization phase, we use the CASME2 dataset to train the
deep learning model. We chose the cross-entropy loss function as the loss function of
the model, which measures the difference between the model’s predictions and the true
emotion label. At the same time, we use the Adam optimizer to optimize the model
parameters to improve the model’s convergence speed and performance.

To further improve the performance of the model, we use a learning rate scheduler.
The learning rate scheduler can automatically adjust the learning rate and dynamically
adjust the learning rate according to the performance of the model during the training
process, which helps the model to converge faster and avoid falling into the local optimal
solution.

Through continuous iteration and optimization, the deep learning model gradually
learns the correlation between facial expressions and emotions and can accurately predict
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the corresponding emotion category based on the RGB color value information of facial
feature points.

The goal of model training and optimization is to enable the model to perform
emotion classification of facial expressions in real-time scenes and achieve accurate and
stable prediction results. At the same time, the optimized model has good generalization
ability and can adapt to the changes of different faces and emotional expressions, to
achieve better results in practical applications.

Fig. 6. Training and Validation Loss (Color figure online)

As shown in Fig. 6, the accuracy, precision and recall of this emotion classification
model on the CASME2 dataset are all 95%. In the two graphs, the red line represents
the change in the performance index (loss and accuracy) of the training set data with the
training rounds, while the blue line represents the change in the performance index of
the validation set data with the training rounds.

For the Training Loss and Validation Loss curves, the red line represents the Training
Loss, i.e., the loss value of the model on the training set, which measures the predictive
effect of the model on the training set, i.e., the difference between the prediction result of
the model and the actual label of the training set. The blue line represents the validation
loss, the value of the model’s loss on the validation set, which measures the model’s
ability to generalize on the validation set, i.e., the model’s adaptability to new data.
As training progresses, the red line gradually decreases, indicating that the model is
gradually optimized on the training set, learning better features and laws. At the same
time, the blue line also decreases, indicating that the model is gradually generalizing on
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the validation set and can predict the previously unseen data. However, if the blue line
bounces or oscillates at a later stage, it may indicate that themodel is beginning to overfit,
remembering too much of the noise in the training set, leading to poor performance on
the validation set.

Fig. 7. Training and Validation Accuracy (Color figure online)

As shown in Fig. 7, for the Training Accuracy and Validation Accuracy curves, the
red line represents Training Accuracy, the model’s prediction accuracy on the training
set, which represents the proportion of training set samples that the model correctly
predicts. The blue line represents Validation Accuracy, which is the accuracy of the
model’s predictions on the validation set and represents the proportion of the model that
correctly predicts the validation set sample. As training progresses, the red line gradually
rises, indicating that the accuracy of the model on the training set continues to improve.
At the same time, the blue line also rises, indicating that the accuracy of the model on
the verification set is gradually increasing. If the blue line drops or flattens at a later
stage, this may indicate that the model is beginning to overfit, learning too much about
the details of the training set, resulting in poor performance on the validation set.

By using the deep neural network, the complex feature representation is effectively
learned, the classification performance of the model is improved, and the emotion recog-
nition system achieves a high accuracy rate. The system uses the MediaPipe framework
for face key point detection, which ensures efficient extraction of face features and
provides valuable input for emotion recognition.
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Fig. 8. Expression recognition and judgement time

As micro expression is a fleeting emotion, the analysis and capture of micro
expression by the experimental testmodel is shown in Fig. 8with excellent speed (32ms).

However, itmust be acknowledged that the effectiveness of themodelmaybe reduced
when using small datasets, as emotion recognition systems often require large datasets
to train accurate models. To overcome this limitation and improve the performance of
the model, it is recommended to collect more micro-expression datasets.

In addition, the neural network models currently used are relatively simple and
may not fully capture some complex emotional features, resulting in limited model
performance. To overcome this challenge, exploring the use of deeper neural network
models or pre-trained models may yield better results.

In addition, to further improve the accuracy of emotion recognition, it is worth
considering combining other sources of information, such as audio and semantic features,
with key facialmicro expression features. The integration ofmultiplemodels can provide
a more comprehensive and powerful understanding of emotional states.

5 System Scenario and Discussion

As shown in Fig. 9, when the system is actually installed, the program will packaged as
an “.apk” file and installed on the smart glasses, including the associated dependency
libraries and the emotion recognition model files.While chatting with each other, system
user can use the smart glasses and activate a mood analysis program so that the smart
glasses capture each other’s facial expressions through the camera. Through the system,
sentiment analysis program can analyze the micro-expressions in real time and trans-
lates them into sentiment labels that visualizes the results on the display of the smart
glasses (as shown in Fig. 10). The system can optimization and adjustment improve the
communication environment in real-time, which can make it easier for both sides to
understand and trust each other and achieving better communication results.

On the other hand, smart glasses also can store communication records and sentiment
analysis results for users to view and analyze later. Users can understand their own
communication performance and the other party’s mood changes according to the stored
records, thus improving communication skills and enhancing communication ability.

At the same time, the user can provide feedback on the interface for each recognition
result, such as marking which recognition is correct and which is incorrect or providing
additional information such as the correct emotional label. Feedback data is then col-
lected from ethical users, which may include user markups, comments, or other forms of
feedback. Incorporate the user feedback data into the model’s training data. The model
is retrained using new data that incorporates user feedback. This allows the model to
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Fig. 9. Experimental environment

learn from user feedback and improve its performance over time. After the model has
been retrained, evaluate the performance of the model to see if there is a significant
improvement.

Fig. 10. Real-time interface

In conclusion, the implemented emotion recognition system shows good perfor-
mance, but to achieve higher accuracy and effectiveness, it is necessary to further expand
the dataset, explore more advanced model architectures, and combine complementary
information from different modes.
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6 Conclusion

In this study, we have successfully developed and implemented a real-time emotion
recognition system using camera input. The system was able to accurately detect facial
expressions and predict corresponding emotional labels, showing good accuracy on
multiple test samples. The system uses machine learning technology to achieve real-
time emotion recognition. It classifies emotions with greater accuracy in communication
scenarios, making it a scheme for emotion recognition systems in devices such as smart
glasses.

To be specific, the CASME2 dataset was used for model training and optimization.
To achieve accurate emotion recognition, the research uses a deep learning model and
designs a multi-layer fully connected neural network (DNN) model. After experimental
verification, the emotion recognition system performs well, and the emotion classifi-
cation accuracy rate for multiple test samples reaches 95%. By applying this approach
to devices such as smart glasses, it can enhance interpersonal communication, thereby
improving efficiency in chat environments.

Compared to traditional emotion classification methods, the introduction of RGB
values into micro expression analysis enables the model to analyze emotions in more
dimensions. Micro expressions tend to vary in time and space, while color information
can add an extra dimension to the model. By capturing color changes over time, models
can better understand the dynamics and complexity of emotions.

However, there are some limitations. Due to its real-time nature, the system can face
challenges such as facial occlusion, lighting changes, and fast movement. In addition,
it may reduce accuracy for complex emotional states or situations with large individual
differences. To address these limitations, future research could focus on improving the
system’s accuracy for complex emotional states and incorporating other data, such as
tone of speech. The feasibility and reliability of this method can be further verified by
evaluating it with larger affective data sets and different experimental scenarios.

Acknowledgments. Appreciations for all the workers who participated in the experiments. This
work was supported by JSPS KAKENHI Grant Number 21K11876.
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Abstract. In the field of intelligent digital healthcare, Continuous-
flow microfluidic biochip (CFMB) has become a research direction of
widespread concern. CFMB integrates a large number of microvalves
and large-scale microchannel networks into a single chip, enabling effi-
cient execution of various biochemical protocols. However, as the scale
of the chip increases, the routing task for CFMB becomes increasingly
complex, and traditional manual routing is no longer sufficient to meet
the requirements. Therefore, this paper proposes an automatic routing
framework for CFMB based on Genetic algorithm (GA) and A* algo-
rithms. Specifically, we adopt a two-stage A* algorithm to design the
routing between modules, using the routing results obtained from the
A* algorithm as the basis for evaluating the quality of solutions in the
GA algorithm. Then, the GA algorithm is used to search for the optimal
approximate solution in the solution space. Experimental results show
that this method can reduce routing length and minimize routing cross-
ings, thereby improving the parallel transmission speed of reagents on
CFMB. This approach provides a feasible solution for large-scale auto-
mated routing of CFMB in the field of intelligent digital healthcare.

Keywords: Continuous-flow microfluidic biochip · A* algorithms ·
Routing · Genetic algorithm · Intelligent Digital Healthcare

1 Introduction

The past decade has witnessed rapid development in flow-based microfluidic
technology, which has had a profound impact on biochemical experiments in
traditional laboratories. This technology integrates large-scale microvalves and
microchannel networks into a single chip [1], enabling the integration of vari-
ous complex biochemical experiments. Microfluidic technology has evolved from
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simple basic components such as channels [2], valves and pumps [3] to chips with
integrated large-scale components [1,4,5]. CAD technology, the same technology
used in the design and manufacturing of microelectronic circuits, is employed for
the design and fabrication of these devices.

Continuous-flow microfluidic biochip (CFMB) is a technology that allows for
the manipulation of fluids and suspended objects at the nanoscale in micro-
scale channels. Due to its advantages of automation, low cost, portability, and
efficiency, CFMB has been widely applied in the field of intelligent digital health-
care, such as disease diagnosis [6], real-time DNA sequencing [7], and antigen
detection [8]. Furthermore, several studies have been conducted on compound-
protein interactions by deep learning [9]. This technology has had a profound
impact on advancements in the field of intelligent digital healthcare.

Fig. 1. An overview of Continuous-flow microfluidic biochip.

The basic microfluidic device consists of a two-layer elastomeric structure,
with each layer containing its own network of channels, as shown in Fig. 1. The
channels in the control layer are colored yellow, while the channels in the flow
layer are colored blue. There are overlapping regions between the two layers of
channels, forming a flexible membrane, known as a microvalve. The biochemical
fluids (also known as the reaction liquid) flow in the flow layer, while the control
layer prevents further flow of fluid by applying pressure to bend the membrane
valves into the flow channels. The control layer can be located above or below the
flow layer and is called a push-up valve or a push-down valve, respectively. These
channels are connected by an external pressure pump, and the power provided
by the pressure pump is used to drive the liquid flow and the movement of the
membrane valve [10]. Connections to external ports, including fluidic ports and
pressure sources, are made through holes on the chip, forming fluidic layer pins
and control layer pins, enabling access to the fluidic and control layers. External
tubes can be connected to the chip via pins to connect to external fluid reservoirs,
pumps, or pressure sources [4]. All input ports of the control layer and flow
layer channels were connected to external pumps. By combining multiple basic
structures, more complex components such as mixers, micropumps, multiplexers,
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etc. can be constructed, and hundreds of components can be accommodated on a
single chip. This approach is known as microfluidic large-scale integration [1,4].

However, as the complexity of biochips continues to increase, traditional
manual design methods [11] for pipeline routing are no longer able to meet
the demands of chip design. This approach requires a significant amount of
manpower and expertise. Additionally, due to the unique physical structure of
CFMB itself, the routing methods used in ultra-large-scale integrated circuits
cannot be directly applied to CFMB. To address the aforementioned issues, this
paper designs a routing method suitable for CFMB modules based on the physi-
cal structure characteristics of CFMB. The main contributions of this paper are
as follows:

1. A two-stage A* algorithm for CFMB routing is proposed. By improving the
A* algorithm, a unique routing algorithm suitable for CFMB is obtained,
which considers minimizing the number of crossover points during the routing
stage.

2. A Genetic algorithm (GA) algorithm is proposed to find better routing results.
By using the routing results obtained from the two-stage A* algorithm as the
basis for evaluating the quality of particle solutions in the GA algorithm,
better solutions can be discovered.

3. A CFMB routing design framework is proposed. By combining the GA algo-
rithm with the A* algorithm to form the GA* algorithm, the routing design
stage is implemented, and its effectiveness is verified through experiments.

The rest of this paper is organized as follows: Sect. 2 provides a review of
related literature in the field. Section 3 provides a detailed description of the
routing problem in CFMB. Section 4 presents the proposed method in detail.
Section 5 presents the experimental results of the algorithm and provides an
analysis. Finally, Sect. 6 concludes the paper.

2 Related Works

In the field of physical design research, [12] addressed congestion issues in bio-
chemical protocols by proposing a feasibility-based flow routing algorithm. This
algorithm considered fluid constraints and minimized the analysis completion
time on PMD, effectively resolving fluid constraint problems on PMD while min-
imizing the experimental completion time and ensuring feasibility. [13] addressed
the gap between the layout and routing stages by introducing an innovative phys-
ical design method. This method significantly reduced the number of crossover
points and microvalves on the chip, thereby improving chip performance and reli-
ability and achieving a close connection between the routing and layout stages.
Additionally, [14] utilized a powerful solving engine and appropriate pruning
strategies to traverse the physical design solution space as much as possible, aim-
ing to obtain approximate optimal solutions. [15] proposed a time-delay-driven
flow layer channel network construction scheme to enhance real-time efficiency.
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In terms of the control layer, [16] also proposed a top-down synthesis app-
roach that generates control layer solutions in two steps. Firstly, the control logic
is determined, which is the driving sequence for each valve. Then, considering
the compatibility of the driving sequences between valves, multiple valves share
a control port to minimize the number of control ports required in the control
layer. Taking into account the inherent physical phenomenon in the control layer,
specifically the varying lengths of control pipes in the valves sharing a control
port, which results in inconsistent arrival times of pressure, potentially leading to
erroneous execution of reagents in the flow layer. Therefore, [10] imposed certain
constraints on propagation delay during the routing process to achieve synchro-
nized state changes in valve combinations. [17] proposed a minimum spanning
tree-based algorithm to address this issue.

According to the principle of the bucket effect mentioned in [18], in a chip,
if a valve malfunctions, it is highly likely to cause the entire chip to lose func-
tionality or even produce incorrect results. Therefore, several valve switching
modes were designed [19] with the aim of reducing the maximum activation fre-
quency of valves. Iterative designs were carried out in [20–22] using a synthesis
tool called Columba, which employed multiplexer synthesis to achieve efficient
and reconfigurable valve control, enabling the realization of designs ranging from
simple to complex.

Similar to some path planning problems, [23] proposes an improved deep
reinforcement learning navigation strategy, which enables robots to learn navi-
gation and collision avoidance strategies more accurately. [24,25] Some heuristic
algorithms also show their superiority in the path-planning process. In addition,
the security of chips has been extensively studied [26]. Due to the specific char-
acteristics of CFMB’s physical structure, the traditional VLSI routing method
is no longer applicable. Therefore, in this paper, we propose and design a rout-
ing method suitable for CFMB modules. This method minimizes the number of
crossover points in the pipelines while shortening the routing length as much as
possible.

3 Preliminaries

This section will describe the routing problem of CFMB physical design in detail
and formulate the problem.

3.1 Problem Description

The design task of CFMB mainly involves two key stages: high-level synthesis
and physical design. The goal is to generate a synthesis architecture that meets
the requirements for executing biochemical protocols, while adhering to certain
constraints and optimization objectives. Among them, the physical routing of
CFMB is an important part of the physical design stage and is closely related
to the component allocation and scheduling tasks in high-level synthesis.
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During the high-level synthesis design process, once the binding relationships
between components and operations, as well as the scheduling order of opera-
tions, are determined, we can derive the connectivity between components. Based
on these connectivity relationships and the layout solution, the task in the rout-
ing stage is to concretize the connectivity between components onto the routing
of each flow channel.

During the routing process, it is essential to minimize the occurrence of
crossover points between flow channels. This is because an increase in the num-
ber of crossovers will inevitably require the use of switches to control the flow
direction at those points, resulting in an increased number of valves and added
complexity in the design of the control layer. On the other hand, it is also
necessary to reduce the length of the routing mesh as much as possible. As
the length of the flow channels increases, the transmission time also increases,
thereby reducing the efficiency of executing biochemical protocols. Based on the
binding and scheduling solutions depicted in Fig. 2(a) and the layout solution
shown in Fig. 2(b), we can deduce that five pairs of connections need to be
routed. One possible routing scheme is shown in Fig. 2(c).

Fig. 2. Routing tasks for Continuous-Flow microfluidic biochip.
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3.2 Problem Formulation

The physical routing problem between CFMB resource modules can be defined
as follows:

Input:
Routing pairs information: Includes the starting and ending points of each

routing pair (si, ti); The number of transmissions for each pair during the
scheduling process in Fig. 2(a).

Layout design solution: Contains the positional information of each compo-
nent in Fig. 2(b).

Design specifications: Chip size constraints BW×H ; maximum duration Tmax,
etc.

Output:
Detailed routing information for the routing pairs between components.

Objective:
Minimize the total routing length NetsLen and the number of routing net-

work crossovers Cross:

min(NetsLen),min(Cross) (1)

Constraints:
Routing area constraints, the path cannot exceed the chip area:

0 ≤ xi ≤ W, 0 ≤ yi ≤ H;∀(xi, yi) ∈ Path (2)

Non-routable component areas, path and module cannot overlap:

(xi, yi) ∩ (mj ,mj) = 0;∀(xi, yi) ⊆ Path,∀(mj ,mj) ⊆ Module (3)

where, xi, yi represents the coordinates in the path. mi, mirepresents the coor-
dinates in the module.

In this problem, we need to consider how to plan the paths between the start-
ing and ending points of the routing pairs in a reasonable manner to meet the
design specifications while minimizing the total routing length and the number
of routing network crossovers. Additionally, we need to adhere to the constraints
of the routing area to ensure the routing is performed within feasible bounds.
Furthermore, the component areas should be non-routable, meaning the routing
paths should not pass through these areas.

4 Proposed Method

From the high-level synthesis of the biochemical protocol, we can know the depen-
dency transfer relationship between operations. Specifically, in the directed acyclic
graph representing the biochemical protocol, the starting point of an arrow rep-
resents an output operation, while the endpoint represents an input operation.
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Therefore, the results of the output operations need to be transferred to the cor-
responding input operations as inputs. From the binding and scheduling solutions
in high-level synthesis, the correspondence between components and operations
can be determined. Consequently, we can deduce the connectivity between com-
ponents and identify the locations where routing needs to be performed. Once the
layout design determines the position of each component, the routing design phase
involves detailed routing of the routing pairs between components.

The following subsections will describe the steps of the two-stage A* algo-
rithm and the GA* algorithm, respectively.

4.1 Two-Stage A* Algorithm Steps

Since one of the optimization objectives in the routing phase is to minimize the
total bus length in order to reduce overall transmission time, this paper adopts
the classical heuristic pathfinding algorithm, A* algorithm.

Another optimization objective is to minimize the number of crossover points
because an increase in crossover points in the flow layer pipelines will require the
use of switches to control the direction of fluid flow. This also means introducing
more valves to the control layer. A pipeline crossing usually requires four valves
(A,B,C,D) to be controlled, which significantly increases the complexity of the
control layer design. Another reason is that when fluid passes through inter-
secting pipelines, the other pipelines connected to the crossover point cannot be
utilized due to one side being closed by the valves. For example, when fluid flows
in a specific direction at the intersection shown in Fig. 3, the valve states at the
intersection are AB (valves open) and CD (valves closed). This results in two
pipelines connected to CD being unable to perform transmission tasks due to the
principle of pressure. Additionally, valve states usually remain unchanged during
transmission tasks. Therefore, the CFMB routing phase needs to minimize the
number of crossover points as much as possible to improve system efficiency and
enable high-concurrency execution of multiple transmission tasks.

Fig. 3. Example of pipeline crossing.
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To achieve this objective, a series of strategies are employed in the CFMB
routing phase, including optimizing the heuristic pathfinding process of the A*
algorithm to consider crossover point minimization. At the same time, during
the path planning process, it is necessary to consider the limitations of the
routing area and design constraints. Through these measures, the number of
crossover points in the routing can be effectively reduced, improving the execu-
tion efficiency of CFMB and enabling efficient concurrent execution of multiple
transmission tasks.

Given the objective of minimizing the number of crossover points in the
routing phase, an improvement is made to the A* algorithm by adopting a two-
stage routing method [13]. The overall algorithm steps are as follows:

(1) Initialize m routing pairs, determine the number of randomly generated solu-
tions n, and set the regions where the components are located as obstacles.

(2) Initialize the optimal solution as empty, and set the quality of the optimal
solution to infinity. Perform the following steps n times:

A. Generate a random routing solution Rt.
B. Perform the following steps for each routing pair in Rt:a) Use the A*

algorithm for routing, not allowing passage through obstacles.b) If the
routing is successful, set the path of the route as an obstacle and record
relevant information; otherwise, add the routing pair to the failure queue.

C. Check the failure queue. If it is not empty, set a higher cost for the
successful routes’ paths and perform the following steps for each failed
routing pair:a) Use the A* algorithm for routing, not allowing bypassing
obstacles but allowing crossover with a cost.b) Set a certain cost selection
for the successfully routingd paths.

D. Calculate the quality of the current routing solution Rt which A* algo-
rithm evaluates the cost of a point dotdot as shown in formula (4) and
decide whether to update the global optimal solution.

(3) Output the global optimal solution.

Cost(dot) = G(si, dot) + fix(dot) + H(dot, ti) (4)

where, dot represents the next point selected, fix represents the penalty for
selecting that point, G represents the cost from the starting point to that
point, and H represents the cost from that point to the endpoint. Set to
0 initially. In the second stage of routing, the selection cost of points on
successfully routed paths in the first stage is set to 0.3 times the length of the
corresponding route. This design aims to prioritize crossovers with shorter
paths, thereby reducing the impact of crossovers on the system.

By using this improved two-stage routing method and combining it with the
A* algorithm for path planning, it is possible to effectively minimize the number
of crossovers in the routing stage and improve system performance.
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4.2 GA* Algorithm Steps

To search for a globally approximate optimal solution in the solution space, the
global optimization in the solution space is required. In this paper, the GA*
algorithm, which combines the genetic algorithm and the A* algorithm, will
be used to achieve routing routing design. The GA algorithm has characteristics
such as strong global optimization capabilities and suitability for nonlinear, non-
convex, and multimodal optimization problems. In the GA algorithm, we will
use the two-stage routing routing results obtained from the A* algorithm as the
basis for evaluating the quality of particle solutions in the GA algorithm.

Fig. 4. GA* algorithm flowchart.

Figure 4 illustrates the process of the GA* algorithm. To better integrate
the mutation strategy in the genetic algorithm, a coding method called SR
encoding is employed in this paper. For a set of routing routing pairs Path =
(p1(s1, t1), ..., pn(sn, tn)), in the initial stage of the algorithm, a set of random
routing routing orders Rt = (r1, ..., rn) will be generated. The SR encoding fol-
lows the following rules:1. si and ti represent the starting and ending points of
routing routing pair pi, respectively;2. ri in Rt corresponds to pj in Path have
a one-to-one correspondence; 3. RtRt represents the routing routing order, i.e.,
the order in which the routing routing pairs appear from left to right.

Normalization is performed according to the fitness value, as shown in
formula (5):

Nory =
∑y

i=1 fiti∑ymax

j=1 fitj
, y ∈ (1, ymax) (5)

where y represents the yth routing routing order, ymax denotes the maximum
scale of routing routing solutions, and fiti represents the fitness value of the



218 H. Huang et al.

ith routing routing order, which represents the quality of the routing routing
result. After normalization, the value of Nory is obtained, ranging from 0 to 1,
for further processing.

After normalization, two strategies are used to select the initial population for
the next generation. One strategy is to select a certain number of routing routing
orders corresponding to the local historical best solutions, pbest, from a set of
thred routing routing orders. The other strategy is to probabilistically select
routing routing orders from the previous generation based on the normalized
fitness values (ranging from 0 to 1), as shown in formula (6):

Par
′
i =

{
pbestr r = rand(1, ymax) i < thred
parj Norj ≤ rand(0, 1) ≤ Norj+1 i ≥ thred

(6)

After obtaining the new initial routing routing order group Par’ for the next
generation, it needs to be perturbed. As shown in Fig. 5, based on the SR-encoded
representation of routing routing orders, this study mainly includes three types
of mutations in the genetic algorithm: flip, insertion, and crossover. Here, s
represents the source routing routing order, and t represents the routing routing
order after mutation. In the flip operation, the starting point 3 and the ending
point 7 are selected, and the numbers 34567 are rearranged in reverse order
as 76543 to obtain the mutated order.In the insertion operation, the insertion
point 3 is selected, and it is inserted after the target insertion point 6, resulting
in a new order. In the crossover operation, another routing routing order b is
randomly selected. The starting point 4 and the ending point 6 of the segment
to be crossed are chosen, and a state transformation (s1, b1) is performed to
obtain the final mutated order.

Fig. 5. Mutation Operation of Genetic Algorithm.

5 Experimental Results and Discussion

This section will introduce the experimental description of CFMB, the simulation
experiment scheme, and the corresponding simulation experiment results and
analysis in detail.
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5.1 Experiment Setup

The experiment is conducted on a Windows 10 operating system with an Intel
i5-10500 processor running at a frequency of 3.10 GHz and 8GB of memory. Pro-
grams are written in C++ and run on the Microsoft Visual Studio Community
2022 platform.

To validate the effectiveness of the proposed algorithm, in this section, the
six standard biochemical protocol test cases listed in Table 1 are used for archi-
tecture synthesis.

Table 1. Biochemical protocol information and number of allocated components [27].

Biochemical protocol

PCR IVD EA Syn1 Syn3 Syn4

operand 7 12 10 10 30 40

(Mixer, detector,
filter, heater)

(3,0,0,0) (2,3,0,0) (3,0,1,1) (2,1,1,1) (5,1,2,3) (6,3,2,2)

Edges 6 6 9 9 29 39

In this experiment, the population size for routing is set to twice the number
of operations in the biochemical protocol. Since the size of the solution space is
greatly influenced by the scale of the biochemical protocol, the size of the routing
order group is dynamically generated in the initial stage of the algorithm and
needs to be larger than the scale of the biochemical protocol. Additionally, with
selection probabilities of 0.4, 0.4, and 0.2, the three mutation strategies of flip,
insertion, and crossover are chosen. This choice of probabilities helps maintain
the diversity and exploratory capability of the algorithm to search for globally
approximate optimal solutions in the solution space.

5.2 Experimental Results and Analysis

During actual operation, the transmission delay of the chip is directly propor-
tional to the routing length obtained during the routing stage. Therefore, opti-
mizing the overall routing length can improve the chip’s operational efficiency.
Additionally, in CFMB, there is a control layer that changes the state of valves
to alter the state of the fluid layer’s pipelines. Unlike circuit crossings in VLSI
which can lead to short circuits, CFMB allows crossing between flow layer pipes
to enable successful routing of all paths in one flow layer.

The CFMB routing stage uses a two-stage routing A* algorithm combined
with a GA strategy. The two-stage routing is used to generate routing solutions,
which include two optimization objectives: pipeline cross count Cross and total
routing length NetsLen. The formula for calculating the pipeline Cross is as
follows:

Cross =
∑

(xi, yi), (xi, yi) = 2 (7)
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where (xi, yi) represents the coordinates of the grid point in the routing area
that is covered the most times, and the formula for calculating the total routing
length NetsLen is as follows:

NetLen =
Rt∑

i=1

lengthi (8)

where lengthi represents the actual length of the i-th routing, and Rt represents
the number of channels. The evaluation function for assessing the quality of the
routing solution is as follows:

Engy = ω × Cross + ψ × NetsLen (9)

where ω and Ψ are balance parameters. Since the number of crossovers has
a different order of magnitude relationship with the routing lengths, in this
experiment, the balance parameters ω and Ψ are set to 15 and 3, respectively.

Table 2. Routing experiment results.

Biochemical protocol GA * algorithm Two-stage A * algorithm Decline rate(%)

NetsLen Cross NetsLen Cross NetsLen Cross

PCR 19 0 19 0 0 0

IVD 62 2 62 2 0 0

EA 92 3 109 4 15.6 25

Syn1 113 3 153 4 26.1 25

Syn3 769 51 1026 73 25 30.1

Syn4 1241 93 1486 125 16.5 25.6

Avg – – – – 13.9 17.6

To validate the effectiveness of the two-stage A* algorithm with the inclusion
of a genetic algorithm, we also implement a baseline two-stage A* algorithm
for routing routing design as a comparative experiment. In order to ensure the
reliability of the experimental results, for each standard test case, 30 routing
designs were carried out, and the average value was obtained, as shown in Table 2.
we observe that for the PCR and IVD protocols, which involve fewer components
and routing routing pairs, both algorithms find the optimal routing routing
solutions for the given layouts. However, for other more complex biochemical
protocols, the genetic algorithm combined with the A* algorithm outperforms
the basic two-stage A* algorithm. This indicates that the genetic algorithm can
extensively search the solution space, resulting in an average reduction of 13.9%
in routing length and a 17.6% reduction in the number of pipeline crossovers.

Figure 6 shows the results of the EA test case, where both resource bind-
ing and scheduling solutions and module placements are manually set. Both
routing routing algorithms achieve optimal routing effects for the same input.
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In Fig. 6(a), we have the solution obtained from the basic two-stage A* algo-
rithm, while in Fig. 6(b), we have the optimal solution obtained from the genetic
algorithm combined with the A* algorithm. It can be observed that due to the
combination of the genetic algorithm, the genetic algorithm combined with A*
algorithm exhibits stronger optimization capabilities, fewer pipeline crossovers,
and less impact on the operation of input-output pipeline crossovers, resulting
in higher quality solutions.

Fig. 6. Comparison of routing results for EA test cases.

6 Conclusion

CFMB utilizes the principles of microfluidics, microchannels, and Microelec-
tromechanical Systems technology to control the handling and reactions of bio-
logical samples, enabling detection and separation of biomolecules and cells. It
is widely used in the field of intelligent digital healthcare. However, the rapid
growth in the number of components on CFMB has led to increased complexity
in the routing process. To address this issue, this paper proposes an automatic
routing algorithm for CFMB based on the GA* algorithm, which combines the
GA with the A* algorithm. Through a series of benchmark experiments, the
results demonstrate the effectiveness of the GA* algorithm in CFMB routing. It
significantly reduces the routing length, thereby lowering the chip cost. Addition-
ally, the GA* algorithm reduces the number of crossover points in the routing,
enhancing the execution efficiency of CFMB’s biochemical protocols. This is
crucial for the automated development of CFMB construction, accelerating the
application of intelligent digital healthcare, and effectively safeguarding people’s
lives and health.
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Abstract. In situations where ordinary people and the hearing-impaired person
need to communicate, it is possible that the average person does not know sign
language and thus communication may be impaired, which means that a tech-
nology or device to assist communication is needed. Therefore, this study devel-
ops a new cloud sign language translation system on smart device based on the
Browser/Server architecture, so that when the hearing-impaired person makes a
sign language movement in front of the user who using the system with a smart
device (e.g., smart glasses), the screen of the smart device will display the subtitle
of the sign languages. We use MediaPipe to recognize and collect sign language
action data from WLASL dataset and provide it to TensorFlow’s 1D-CNN deep
learning model for training, so as to realize the sign language translation function.
In the test phase, we invited five experimenters to test the sign language trans-
lation system ten times for each person, and the final average accuracy rate was
72%. Through such an interpreting system, it brings a convenient and efficient
communication experience to the hearing-impaired person and people who need
to communicate with the hearing-impaired person, and at the same time, it can
also provide support for broader sign language research and application.

Keywords: Smart Glasses · Sign Language Translation · TensorFlow · Deep
Learning · MediaPipe

1 Introduction

Sign language is a language used by the hearing-impaired person to communicate and
interact with signs and finger movements. Sign language expresses feelings, intentions,
and thoughts through finger movements, and bodymovements [1, 2]. In the situation that
ordinary people and the hearing-impaired person need to communicate, it is possible that
the average person does not know how to use sign language, and thus communication
can be impaired, a man-carried translation system with low-cost smart devices which
can aid communication is needed.
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In recent years, with the development of computer vision related technologies, sign
language translation techniques based onvideo streams and IoT sensors have beenwidely
studied. For example, there are many existing technical solutions for sign language
translation such as Kinect [3], Leap Motion [4, 5] and wireless hand gesture recognition
glove [6].

However, existing solutions such as Leap Motion-based sign language Translators
usually require special devices to implement, which creates a significant inconvenience
for users that users need to carry these devices and additional settings, this may increase
the burden and limit flexibility [4, 5].

On the other hand, by using the MediaPipe, as a multimedia processing framework
developed as Google [7], it possible to achieve multiple effects such as body move-
ment recognition including hand movements, object recognition and expression recog-
nition by analyzing video data from commercially available webcams. For example, in
an existing study, S. Shriram et al. developed a visually based hand tracking system
for non-face-to-face interaction by tracking hand movements to operate on a virtual
whiteboard. They usedMediaPipe to analyze hand movements and allowed users to cre-
ate basic drawing, writing, and deleting operations on the virtual whiteboard, enabling
non-face-to-face interaction. This study demonstrated that hand data generated using
the MediaPipe framework have enough precision that can be used for sign language
translation as well by extracting features [8].

Therefore, in this study, based on the using of a trained CNN recognition model, we
try to design a new translating system on smart glasses for deaf mute to change their
sign language to an available well-understood subtitles displaying on the screen.

To be specific, we use the MediaPipe framework to recognize and collect sign lan-
guage action data from sign language videos in the WLASL (World Level American
Sign Language) dataset [9]. Then, we provide this data to TensorFlow 1D-CNN for deep
learning and generating recognition models [10]. After that, the Browser/Server archi-
tecture is used to develop a front-end application based on the MediaPipe framework
and a local smart device, whose acquired hand movement data will be passed to our
cloud-based, sign language translation system using the Sanic high concurrency web
framework for recognition and feedback.

This system combines computer vision technology as well as modern Internet tech-
nology, and the relevant results can provide an accurate and efficient translation solution
for language communication. The design of the system is characterized by its support
for different smart devices and requires only browser software available on the smart
device to realize the translation function [11].

Compared with the traditional local mode translation system, the advantage of the
cloud mode can lower the threshold of terminal smart devices, users are no longer
limited to specific devices and applications, and can enjoy the sign language translation
function anytime and anywhere through a simple network connection. At the same time,
this system can support wider sign language research and application while bringing a
convenient and efficient communication experience for the hearing-impaired person and
people who need to communicate with the hearing-impaired person.
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The rest of this thesis is as follows: The second part is the correlation study. The
third part is the experimental design. The fourth part is the experimental procedure, test
results. The fifth part gives the conclusion of this study and future work.

2 Related Works

2.1 Research Related to Sign Language Translation Technology

Sign language recognition, although it has been explored for many years, is still a chal-
lenging problem in practical applications [1, 2]. For example, Ryota Takahashi et al. used
deep learning techniques for sign language recognition in their study 3D CNN convo-
lutional networks [12]. They utilized machine learning to construct a recognition model
for understanding sign language grammar, which is of great the orifical significance for
the development and application of sign language translation technology. In addition,
BiyiFang et al. proposed an approach based on DeepASL and Leap Motion to capture
hand gestures [4]. They used Leap Motion (an infrared light-based sensing device that
extracts skeletal joint information from fingers, palms, and forearms) to non-invasively
capture gestures from the hearing-impaired person and collect hand skeletal joint infor-
mation. For machine learning, bidirectional recurrent neural networks (RNN) and long
short-term memory (LSTM) models were used to analyze signers’ hand movements
and then translate them into text. As well as Lih-Jen et al. implemented sign language
translation using wireless hand and smartphone in their research portable sign language
translation system [6].

2.2 Research Related to the Use of Smart Glasses Technology

Smart glasses are used as a wearable device with translator augmented reality (AR)
capabilities [13]. In the field of industrial production, the use of smart glass-es has
revolutionizedmany traditional processes. For example, Roberto Pierdicca et al. realized
that workers wearing smart glasses can receive detailed work instructions in real time,
which greatly improves work efficiency and accuracy in industrial related research. In
some dangerous places, workers approaching some dangerous equipment prompt the
danger of the current equipment, which ensures the safety of the workers’ work [14].
In addition, Stefan Mitrasinovic et al. in their research related to the field of healthcare
industry have realized that surgeons are able to pre-pare a simulated image of the patient’s
surgery and the expected outcome of the completed surgery before the surgery through
smart glasses. This image was displayed on a prism display to overlay the patient to
produce augmented reality [15].Aswell as in the study byAli Samini et al. the augmented
reality solutionwas provided,which provided a valuable reference for hardware selection
in this study [16].

According to previous studies, Leap Motion [4] and wireless hand [6] devices can
realize sign language interpretation, but users carrying these devices may increase the
burden and limit the flexibility. Therefore, we choose smart glasses as the data collection
client for sign language users, it has a transparent and borderless screen, users will not
block the peripheral vision because of the content displayed on the screen, and the
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cloud-based sign language translation is real-time Translation, which will not lead to
inefficient communication due to the operation of the software. Moreover, Macmini,
as a cloud-based sign language translation server, has a compact design compared to
traditional 1U2U size servers, and can be easily deployed in a variety of scenarios. This
makes Macmini an ideal lightweight server choice for providing translation capabilities
to smart devices.

3 Methodology

This chapter describes the role of MediaPipe and Convolutional Neural Network (CNN)
in this study.

3.1 MediaPipe

MediaPipe is a multimedia application with real-time processing capabilities [5]. It
supports multiple platforms, including mobile devices, desktop systems and embed-
ded devices, and provides cross-platform APIs and toolchains. This makes it possible
to achieve multiple effects such as body movement recognition including hand move-
ments, object recognition and expression recognition by analyzing video data from
commercially available webcams using MediaPipe.

Fig. 1. Hand joint point marking and sorting.

As shown in Fig. 1, we use the hand analysis module to store 21 hand bone feature
points into a Mysql database. Mysql database has good scalability and can handle up to
tens of thousands of concurrent connections. This is important for the large-scale hand
feature points required by our cloud sign language translation system.

3.2 Convolutional Neural Network (CNN)

We choose the TensorFlow deep learning framework [10, 17, 18]. It can be designed
for multiple servers for deep learning, thus improving learning efficiency. It also has a
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visualization tool, TensorBoard, for presenting deep learning model evaluation metrics
data. In convolutional training, we use 1D-CNN to train hand movements because in the
data samples, the hand feature points we recognized are time-series data and 1D-CNN
model is suitable to be used to learn them.

Fig. 2. Deep Learning Model Design

In the architecture of a 1D CNN shown in Fig. 2, it contains three convolutional
layers, three pooling layers, and two fully connected layers (no output layer). In the
convolutional layer, a row-column 11 kernel is used, and the input data is zero-padded
with the same size. The convolution kernel formula is given in Eqs. (1), (2), and (3) [19]
as follows.

xl0,fl = f

(∑l−1

im
xl−1
i ∗ klio,fl + bl

)
(1)

xlo = f

[
max

(∑l−1

im
xl−1
i

)
+ bl

]
(2)

xlo = f
(
xl−1
i ∗ dl

io + bl
)

(3)

Each convolution kernel corresponds to each gesture feature. After the first convo-
lutional layer, the Relu (Rectified Linear Unit) activation function is used, and the Relu
formula is shown in Eq. (4) [20] below.

f (x){x; x ≥ 00; x < 0} (4)

In the pooling layer, to reduce overfitting, sampling is done using maximum pooling
with a default step size of 1.

After converting the multidimensional data to 1-dimensional data using Flatten prior
to the fully connected layer, it is input to the fully connected layer. After each nerve is
fully connected in the fully connected layer, it is activated using Relu. Finally, the
output layer is fully connected to the fully connected layer and outputs 6 neurons and
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uses SoftMax to calculate the probability of each neuron and predicts the current sign
language meaning with the highest probability.

To prevent overfitting during network training, the Dropout algorithm is used in the
convolutional layer, and the fully connected layer is set to 0.5.

Table 1. 1D CNN Summary.

Layer(type) Output Shape Param

conv1d (Conv1D) (None, 63, 256) 70656

max_pooling1d (MaxPooling1D) (None, 32, 256) 0

dropout (Dropout) (None, 32, 256) 0

conv1d_1 (Conv1D) (None, 32, 128) 360576

max_pooling1d_1 (MaxPooling1D) (None, 16, 128) 0

dropout_1 (Dropout) (None, 16, 128) 0

conv1d_2 (Conv1D) (None, 16, 64) 90176

max_pooling1d_2 (MaxPooling1D) (None, 8, 64) 0

dropout_2 (Dropout) (None, 8, 64) 0

flatten (Flatten) (None, 512) 0

dense (Dense) (None, 128) 65664

dropout_3 (Dropout) (None, 128) 0

dense_1 (Dense) (None, 64) 8256

dropout_4 (Dropout) (None, 64) 0

dense_2 (Dense) (None, 6) 390

Table 1 summarizes the 1D CNN model. The first convolutional layer has 70656
parameters, the second convolutional layer has 360576 parameters, the third convolu-
tional layer has 90176 parameters, the first fully connected layer has 65664 parameters,
and the second fully connected layer has 8256 parameters.

We used 183 dataset samples and trained the 1DCNN neural network. In the training
process, we adopt the setting of Batch size 4096 and optimize the network with Adam
algorithm. To get the probability of the output result, we add a SoftMax activation
function to the final fully connected layer of the network. The loss is calculated according
to Eq. (5) [20], and through 1000 iterations of training, we successfully stabilize the
accuracy of the training set at about 80%. After training, we saved the model file for
later use. Such a training configuration makes our lightweight neural network a feasible
and efficient solution to be applied in various smart devices to provide themwith powerful
sign language translation services.

loss = −
∑c

i
y′ilog(yi) (5)
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3.3 System Design

This chapter describes the hardware, software, experimental design, and cloud server
architecture design.

Fig. 3. EPSON MOVERIO BT-40 Smart Glasses & Mac Mini 2021

As shown in Fig. 3, we use EPSON MOVERIO BT-40 Smart Glasses for translator
hearing-impaired person sign language. We use a Mac Mini as a deep learning server as
well as a cloud-based architecture sign language translation server.

Table 2. List of software used in this study.

Software Name Version Role

MacOS 13.4 OS

Anaconda 1.11.2 Python Scientific Computing Library

TensorFlow 2.13.0 Deep Learning Framework

Sanic 23.3 Web Framework

Nginx 1.25 Web Server

As shown in Table 2, We use Macmini as the sign language translation cloud server.
In the configuration of Macmini, we choose MacOS as the operating system of the
server, because MacOS has high stability and security. We then installed the Anaconda
runtime, which has a large library of scientific computing and provides a GPU version
of TensorFlow for Macmini M1 chip. Deep Learning Framework We have chosen Ten-
sorFlow, which can support various deep learning models. For the Web framework we
chose Sanic which is lightweight and high performance. Finally, we will use Nginx as
our network entry point, which not only provides aWeb service, but also a reverse proxy
that forwards data to our backend services [21].
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Fig. 4. Experimental schematic

As shown in Fig. 4, the user who needs to translate the sign language needs to
wear glasses, the lenses of the smart glasses contain a display, and the user holds a
controller which is equipped with a camera. When the signer on the opposite side uses
sign language, the controller captures and records the gesture movements. Then, the
controller transmits the sign language movement to a server, which translates the sign
language content and finally displays the sign language translation result on the display
of the smart glasses.

Fig. 5. Server Architecture Diagram

Figure 5 is the server architecture and the data forwarding process. We use Nginx
as the web portal for all web requests and forward them based on URL matching. It is a
high-performance Web server that supports features such as reverse proxy. On the other
hand, we also use Nginx to process the html request from MediaPipe as well as forward
the gesture data to the sign language translation service, and then return the translation
result to the original way back to the smart glasses to present it in the form of text on the
smart glasses. The design is characterized by the fact that there is no need to consider
the limited CPU/GPU computing power of the end device. Therefore, we use a cloud
server to realize sign language translation based on the Browser/Server architecture.
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Specifically, A. When the model file is updated, the device user can experience the latest
translation accuracywithout additional operations. B. For hand feature point recognition,
we perform hand feature point computation in the browser of the smart device, and the
cloud server performs the sign language translation. C. In terms of the network, the size
of each data request is 325bit, which is less demanding on the network performance.

4 Experiments and Disscution

This chapter describes model training using convolutional networks, system design,
evaluation and discussion.

4.1 Model Training with CNN

This chapter describes the software, samples and training results required for model
training. The book, Drink, Computer, Before, Chair and Go words, totaling 183 data
samples, were selected from the MediaPipe preprocessed data, and then the model was
trained using Convolutional Neural Networks and Fully Connected Neural Networks.

Table 3. Software needed for deep learning.

Software Name Version Role

MacOS 13.4 Operating System

Python 3.10.12 Python Environment

Anaconda 1.11.2 Python Scientific Computing Library

TensorFlow 2.13.0 Deep Learning Framework

As shown in Table 3, we use Macmini as a deep learning cloud server to deploy the
runtime environment required for deep learning. Where MacOS is the operating system,
then the Python runtime environment, Anaconda is a scientific computing library for
Python, and finally the deep learning framework TensorFlow.

We fed the data into the TensorFlow deep learning framework for deep learning
and performed 1000 training iterations to generate the model files. According to Fig. 6,
the accuracy increases steadily with the number of iterations, which indicates good
performance in deep learning. Similarly, the loss value inFig. 7 should gradually decrease
and stabilize. The result shows an accuracy of 0.8 and loss finger of 0.4. Indicating that
our deep learning model performs satisfactorily to some extent.
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Fig. 6. Model Data Performance in Deep Learning (Accuracy Curves)

Fig. 7. Loss rate performance in deep learning (loos curves)

4.2 Evaluation and Discussion

This chapter an evaluation and discussion of themodel and the cloud-based sign language
translation service.

As shown in Fig. 8, in our deep learning experiment, we tested the model files gen-
erated by training. We asked sign language users to make hand movements in front
of the camera. With the MediaPipe hand recognition module, we can detect the hand
movements and input the detected hand feature data to the model for translation pro-
cessing. Finally, the translated results are output on the video screen. As shown in Fig. 9,
“computer” is to show the meaning of the text represented by the current gesture.

As shown in Fig. 9, we conducted an experiment combining multiple smart devices
and cloud-based translation function tests. A browser is opened on the smart device
and the MediaPipe page is visited. The sign language user makes a hand movement in
front of the camera. MediaPipe detects the hand movement and maps the hand feature
points. The detected feature data is then sent to a sign language translation server in
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Fig. 8. Screenshot of testing a model file in deep learning

the cloud. After the cloud server receives the feature data, the cloud server inputs the
hand feature data to the deep learning model for translation processing. Finally, the
translation results are returned to the smart device and displayed on the browser page of
the smart device. In Fig. 9, we show the test results of different smart devices, Fig. 9-a
is the smart glasses device, Fig. 9-b is the Android system test, and Fig. 9-c is the IOS
system. Figure 9-a, b, c “book” in the Fig is the current gesture translation result, and
the numbers are milliseconds Unix timestamps. This experiment proves that it can be
supported on different smart devices, and only requires a working browser software on
the smart device to realize the translation function.

Fig. 9. Different smart devices + cloud translation function test

In addition, we conducted a multi-person test of the accuracy of the sign language
translation system.

As shown in Fig. 10, after completing the sign language translation system, we
recruited five experimentalists for testing. During the test, we taught the experimenter
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Fig. 10. Photograph taken by the experimenter during the test of sign language.

the sign language movement represented by “computer” and asked the experimenter to
perform the sign language movement in front of the sign language translation system
in the computer, and the sign language system captured the sign language movement
of the experimenter and then translated it. To obtain the results, a total of 10 runs were
performed for each experimenter.

Table 4. Sign language recognition results test list

time 1 time 2 time 3 time 4 time 5 time 6 time 7 time 8 time 9 time
10

experimenter
1

√ √ × √ √ √ √ √ × √

experimenter
2

√ × √ √ × × √ √ × √

experimenter
3

√ √ × × √ √ √ × √ √

experimenter
4

× × √ √ √ × √ √ × √

experimenter
5

√ √ √ √ √ √ √ √ √ ×

As shown in Table 4, the number of tests performed by the five participants and
whether the test was correct or not. After the sign language system translated the hand
movements of the participants, we obtained a correct rate of 72% according to the
number of correct tests performed by each participant. It indicates that the sign language
translation system has some accuracy in translation.
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5 Conclusion

In order to assist sign language users to communicate more efficiently, we designed and
implemented a sign language translation system based on MediaPipe and TensorFlow.
MediaPipe is used to identify and collect sign language actiondata ofWLASLdataset and
provide it to the 1D-CNNdeep learningmodel of TensorFlow for training, so as to realize
the sign language translation function. In addition, we opened the browser through the
smart device, visited the page ofMediaPipe, and used the cloud translation server to input
the hand feature data into the deep learning system for translation processing. Finally, the
translation results were returned to the smart device and displayed on the browser page
of the smart device. The system can be supported on smart glasses, Android and IOS
devices, and the translation function can be realized only by using the browser software.
In the test phase, we invited five experimenters to test the sign language translation
system ten times for each person, and the final average accuracy rate was 72%. Our sign
language translation system is prepared and can help sign language users to communicate
efficiently.

At the same time, we found that some testers’ sign language movements could not
be accurately translated during the testing phase, which may be caused by insufficient
samples of the trained hand data. Therefore, in the future, we will introduce more train-
ing data and combine expressions, speech and hand movements, as well as optimize
the existing server architecture to improve the accuracy and stability of sign language
translation.

Acknowledgments. Appreciations for all the workers who participated in the experiments. This
work was supported by JSPS KAKENHI Grant Number 21K11876.
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Abstract. In recent years, numerous researchers have conducted in-
depth studies and made significant progress in 2D Hand Pose Estimation
(HPE) tasks on RGB images. However, the field of HPE in the context of
infrared images has received limited attention. Due to the limited chan-
nel information and high correlation with temperature, models designed
for RGB images may suffer from insufficient accuracy in infrared images.
Our experiments reveal that the temperature distributions of the human
hand in infrared images exhibit significant regularity. In this paper, we
propose the Temperature-Based Hand Judgement Model (TB-HJM) that
leverages this characteristic. During the training phase, a higher penalty
is given when the predicted pose’s temperature distribution does not
align with the actual temperature distribution, and vice versa. In the
testing phase, TB-HJM is utilized to select a hand proposal that closely
matches the temperature distribution as the final output. Additionally,
to address the lack of visual information in infrared images, we use PBN-
Head and GCN Refine Module to merge structural information into the
network to ensure model accuracy. Experimental results demonstrate
that our model outperforms the benchmark model (HRNet) by 1.72% in
terms of AUC and achieves an improvement of 0.6448 by reducing the
EPE from 3.02 to 2.38, achieving state-of-the-art performance on our
infrared hand dataset.

Keywords: Infrared Image · Hand Pose Estimation · GCN

1 Introduction

Hand pose estimation (HPE) is the task of finding the joints of the hand from
an image or set of video frames. This field has experienced rapid development in
recent years [17,23,24] and has found widespread applications in various domains
such as augmented reality (AR), virtual reality (VR), and smart homes. Due to
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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https://doi.org/10.1007/978-981-99-9896-8_16
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the similarity between hand pose estimation and human pose estimation tasks,
many hand pose estimation models are often derived from human pose estimation
[4]. Numerous scholars have made remarkable contributions to the field of hand
pose estimation [3,5,10,12,14,20–22,25,26]. Currently, significant progress has
been achieved in 2D human pose estimation tasks, with the highest accuracy
reaching 66.9% on COCO whole body dataset [6]. However, existing HPE models
primarily focus on HPE task using RGB images. RGB images, with their rich
color and shading information, enable these models to achieve high levels of
performance in RGB image.

Infrared refers to electromagnetic waves with wavelengths between
microwaves and visible light, typically ranging from 760 nm to 1 mm [15]. Infrared
images are obtained through imaging with infrared radiation. Compared to RGB
images, infrared images are lack of color and shading, have lower resolution, and
lack depth, resulting in limited optical information. Current human pose esti-
mation models designed for RGB images overly rely on visual information and
neglect the structural information of the hand. Additionally, the grayscale values
in infrared images are related to temperature, which is a useful characteristic for
hand pose estimation tasks. Consequently, existing hand pose estimation mod-
els that achieve good performance on regular RGB images cannot effectively
perform in infrared images.

Hand pose estimation in infrared images can serve as a supplementary task to
RGB image-based hand pose estimation. In scenarios with poor visibility, such
as nighttime or low-light conditions, performing keypoint detection using RGB
images can be challenging. In such cases, the consideration of hand keypoint
detection in infrared images becomes valuable. Fields like AR, VR smart homes,
and specialized scenarios like combat operations can benefit from this approach.
In situations with inadequate lighting, the use of infrared cameras, which are
not dependent on ambient light, enables enhanced keypoint detection accuracy
through the utilization of infrared images.

This paper utilizes the distinctive feature of the grayscale distribution of
21 key hand keypoints in infrared images to design the TB-HJM model. The
TB-HJM model evaluates the rationality of the generated Hand Proposal by
inputting the grayscale values corresponding to the hand keypoints in infrared
images. The TB-HJM model is used to enhance the performance of hand pose
estimation tasks in infrared images. Additionally, this paper incorporates the
skeletal structure information of the human hand into the keypoint detection
model using GCN and PBNHead, further improving the network’s performance.
Experimental results demonstrate that the proposed model achieves higher accu-
racy in hand keypoint detection tasks in infrared images, surpassing existing
models and reaching the state-of-the-art level.

In summary, the contributions of this work are 1) We created a hand objects
and keypoints dataset for infrared images, named the InfraredHands Dataset.
All the experiments conducted in this paper were performed on this dataset.
2) we introduce a hand keypoint detection model named TBSA-Net, which
demonstrates high accuracy in infrared images. To address the lack of visual
information in infrared images, we introduce skeletal structural information into
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TBSA-Net through the GCNRefine module and the PBNHead module. 3) We
have constructed a temperature-based hand judgement model (TB-HJM) that
incorporates information about the potential temperature distribution of hand
keypoints. This discriminative model allows TBSA-Net to generate results that
better align with the underlying temperature distribution of the hand.

2 Related Works

Given the similarity between hand pose estimation tasks and general human
pose estimation tasks, and the scarcity of dedicated hand pose estimation, we
will discuss the related works for 2D human pose estimation in general. Human
pose estimation is an upstream and fundamental problem in computer vision.
Currently, the majority of 2D human pose estimation tasks can be divided into
two categories based on the different output representations: regression-based
HPE and heatmap-based HPE [29]. Next, we will introduce the related work for
each of these two types of HPE methods.

Regression-Based HPE

Regression-based HPE networks take a optical image like RGB image as input
and output the coordinate representation of the human body. Regression-based
HPE models typically have lower accuracy compared to heatmap-based HPE
models. However, they have smaller computational overhead and are relatively
easier to implement. Due to the accuracy limitations, this approach is com-
monly found in early HPE models. For instance, DeepPose [21], as the first
deep learning-based method for single-person human pose estimation, adopts a
multi-stage regression approach using CNN. It directly regresses the 2D coor-
dinates of human skeletal keypoints, with coordinates as the optimization tar-
get. Subsequent stages of optimization are applied to achieve higher accuracy.
The principle reason of low precision of Regression-based HPE is because of lack
supervisory information. Li et al. [8] introduce the residual log-likelihood (RLE),
which utilizes the normalizing flows to capture the underlying output distribu-
tion and makes regression-based methods match the accuracy of state-of-the-art
heatmap-based methods.

Heatmap-Based HPE

Unlike Regression-based HPE, Heatmap-based HPE produces N (N is the num-
ber of keypoints, set to 21 in this paper) heatmaps as an intermediate represen-
tation, and then employs post-processing techniques to obtain direct coordinate
representations from the heatmaps [25]. One drawback of the heatmap-based
approach is the potential loss of precision during the encoding and decoding
process. Additionally, heatmap-based HPE is typically slower due to the need
for complex post-processing. However, because heatmap-based HPE incorpo-
rates more supervision information, it achieves higher accuracy compared to
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Regression-based HPE. The Convolutional Pose Machine proposed by Wei [25]
can simultaneously learn image features and rely on spatial models dependent on
the image. The Stacked Hourglass model constructed by Newell [12] effectively
combines global and local information. In recent studies, some researchers have
considered abandoning heatmaps due to its limitations. For example, SimCC [11]
achieves state-of-the-art results on multiple datasets by treating keypoints detec-
tion as a coordinate classification task. In this paper, we adopt heatmap-based
HPE, and after generating the heatmaps, a differentiable integration method [19]
is applied to obtain the actual keypoints coordinates. In addition, the grayscale
values corresponding to the coordinates in the original image are concatenated
with the coordinates themselves and used as input to the GCN Refine module.

GCN for Pose Modelling

The human body shows a natural graph structure, so that some advanced work
constructed graph networks to address human pose related problems, such as
action recognition [27], motion prediction [9], 3D pose regression [1,28]. These
works intuitively form the natural human pose as a graph and apply convolu-
tional layers on it. Compared to other approaches, Graph Convolutional Net-
works demonstrate one compelling advantage when deal with human pose mod-
eling problem: they are more effective in capturing dependency relationships
between joints. Therefore, in paper [14], an Image-Guided Progressive GCN
module is appended after the traditional CNN model to fine-tune the Initial
Pose obtained from the CNN outputs, resulting in the Final Pose. This method
yields significant improvements, especially on occluded joints. Inspired by [14],
this study employs a similar approach by appending a GCN Refine Module after
the CNN model, integrating hand skeletal structural information using the GCN
Refine Module to enhance the model’s accuracy

3 The Overall Structure of TBSA-Net

In this paper, we use HRNet [18] as the Backbone, where the output of HRNet
serves as the input to Part-based branching network head (PBNHead) [20]. After
passing through PBNHead, heatmaps are obtained. We then apply an integral
method [19] to obtain the initial pose, marked as Hand1. Additionally, PBN-
Head generates two feature matrices, F1 and F2. By performing a grid sample
operation on Hand1 with F1 and F2, we obtain feature vectors J1 and J2. Hand1,
along with the grayscale values corresponding to the coordinates in the original
image, J1, and J2, are used as inputs to the GCN refine module [14]. The GCN
refine module fine-tunes Hand1 to generate Hand2 and Hand3. During the train-
ing phase, the joint loss of the three generated hands is used as the model’s loss
function. In the testing phase, TB-HJM is utilized to select the final hand output
from the three generated hands that best matches the temperature distribution.
The overall architecture of the model is shown in Fig. 1.
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Fig. 1. The overall architecture of the model.

Fig. 2. The architecture of PBNHead, basically followed [20]

3.1 PBNHead

The multi-head design in this paper is mainly inspired by [20]. HPE is inherently
a homogeneous multi-task learning (MTL) problem [16], with the localization of
each part as a different task. Sharing a representation among related tasks can
result in a more compact model and better generalization ability [16,30]. Follow-
ing [20], this paper groups the keypoints accordingly. Keypoints with high cor-
relation are grouped together, while keypoints with low correlation are assigned
to different groups. Each group is predicted using a dedicated branch. By group-
ing the keypoints, it allows keypoints with high correlation to share all features,
while keypoints with low correlation share only some features. The architecture
of the PBNHead can be seen in Fig. 2.

After feeding the images into the backbone network to extract shared
features, these features are then inputted into different branches to predict
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heatmaps for different key points. In this paper, HRNet [18], which performs
well in the field of human pose estimation, is chosen as the backbone network.
The hand key points are divided into five groups in this paper, and each branch
predicts the heatmap for one group of key points. Each branch consists of a 1× 1
convolutional layer and a residual module, and finally, a 1× 1 convolutional layer
is concatenated to obtain the heatmap. The grouping diagram of hand key points
can be seen in Fig. 3, where (0–4), (5–8), (9–12), (13–16), (17, 20) are divided
into separate groups, totaling five groups.

Fig. 3. Hand grouping diagram, each color represents a group, divided into a total of
five groups.

3.2 GCN Refine Module

The design of the GCN Refine module in this paper is mainly inspired by the
paper [14]. Following the approach presented in that paper, in this paper we
incorporate the outputs of a traditional model into the GCN Refine module to
fine-tune the results. Unlike [14], the GCN Refine module in this paper outputs
three Hand Proposals, and the input is concatenated with the corresponding
grayscale values of the key points. During the training stage, the loss is obtained
from the generated three Hand Proposals. The designed GCN Refine module in
this paper can be seen in Fig. 4.

Fig. 4. The architecture of GCN refine module. Hand1, J1 and J2 are come from
PBNHead, where Hand1 is come from the output heatmap of PBNHead.
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The dimensions of input of the GCN Refine module is [N, 3], where N rep-
resents the number of key points, which is 21 in this paper. The 3 dimensions
correspond to the x and y coordinates of the key point, as well as the grayscale
value at that position. GCN Refine module consists of 4 GCN (Graph Convolu-
tional Network) Layers. In the third and fourth layers, the features J1 and J2,
which correspond to the key point’s position in F1 and F2 respectively, are con-
catenated. Here, F1 and F2 represent the features outputted by the PBNHead.

3.3 The Temperature Based Hand Judgement Model

As warm-blooded creatures, humans exhibit certain regularity in the tempera-
ture distribution of their hands. There is a strong correlation between grayscale
values in infrared images and temperature. Therefore, the grayscale distribution
of the 21 keypoints of the hand in infrared images also follows certain pat-
terns. This paper designs a network based on this regularity, which takes the
grayscale values corresponding to the 21 keypoints in infrared images as input
and determines whether these grayscale values conform to the grayscale distri-
bution of the hand in infrared images. More specifically, the temperature based
hand judgement model (TB-HJM) takes normalized grayscale values as input
and outputs a one-dimensional vector with a length of 2 indicating whether the
21 grayscale values conform to the grayscale distribution of the hand keypoints
in infrared images. It is important to note that this approach is only effective in
infrared images since the numerical values in RGB images represent the bright-
ness levels of the red, green, and blue channels and have no direct relation to
the hand. Infrared image values, on the other hand, can reflect the temperature
of objects, and the temperature of the hand exhibits strong regularity. There-
fore, by inputting the grayscale values corresponding to the keypoints from the
original image, the generated hand can be evaluated for its reasonableness. The
structural of TB-HJM shows in Fig. 5.

Fig. 5. The architecture of temperature-based hand judgement model (TB-HJM).

TB-HJM consists of three graph convolution layers (GCN) [7] and three
linear layers. Due to the inherent structural nature of GCN, this model can effi-
ciently learn the grayscale distribution of the hand in infrared images. The model
achieves an accuracy of 98.52% on our self-made infrared dataset, accurately
reflecting whether the input of 21 grayscale values conforms to the grayscale
distribution of the hand in infrared images. During the training phase, the loss
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value can be dynamically adjusted by using TB-HJM to evaluate the model’s
output. Generated hands that conform to the grayscale distribution are assigned
a lower loss, while hands that do not conform to the grayscale distribution are
assigned a higher loss. By adjusting the loss value, the model is encouraged to
generate hands that better align with the temperature distribution. During the
testing phase, TB-HJM is utilized to select a hand that more closely matches
the temperature distribution from multiple generated hands as the final output.

3.4 Loss Function

The loss function is an important component in machine learning, as it deter-
mines the optimization direction of the model. In this model, a multi-task learn-
ing optimization strategy is employed to learn the loss of three poses. During
the training phase, TB-HJM is utilized to measure whether the output satisfies
the grayscale distribution of the 21 hand key points in the infrared image. If the
grayscale distribution does not comply, a higher loss should be assigned. The
loss function used in this paper is as follows:

Loss =
2∑

i=0

λi(2 − Pi)LossHandi
(1)

The λi in Eq. (1) is used to control the weight of different Hand. Pi represents
the degree to which Handi conforms to the grayscale distribution (or it can be
understood as the probability that handi is a hand based solely on the grayscale
distribution). Which 2 − pi means that if handi does not satisfy the grayscale
distribution (i.e., pi is close to 0), the loss will be amplified by a factor of two.
If handi satisfies the grayscale distribution (i.e., pi is close to 1), the loss will
remain unchanged. LossHandi

is MSE loss following this equation:

loss(ŷ, y) =
1
n

∑
(ŷi − yi)2 (2)

4 Experiments

4.1 Infrared Hand Keypoints Dataset

The data collection device for the dataset is infiRay T2. The dataset was col-
lected by six experimenters who performed various hand gestures in front of the
camera to capture video data, which was then segmented into frames. Every
fifth frame was selected and fed into an existing hand pose estimation model for
automatic annotation, resulting in annotated data. Afterward, a manual selec-
tion process was used to remove incorrect and inaccurate annotations, resulting
in 3,211 infrared images with annotations. Additionally, 177 infrared images were
manually annotated as supplementary data. In the end, the dataset comprises a
total of 3,388 images with a size of 455× 346 pixels.
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4.2 Experiments Setting

For training, we set the parameters λ1 = 1, λ2 = 0.3, λ3 = 1 and epochs = 210.
The batch size is set to 16. The initial learning rate is set to 5e−4, and it decreases
to one-tenth of its original size at steps 170 and 200. The input image size are
256 × 256. We utilize the AdamOptimizer for parameter optimization through
backpropagation. In this paper, we utilize three widely used evaluation metrics in
the Hand Pose Estimation field: AUC (Area Under the Curve), EPE (Euclidean
Pixel Error) and PCK (Percentage of Correct Keypoints). We implement our
model in PyTorch [13] and mmpose [2] and conduct experiments on one Nvidia
GTX 1080Ti with 11GB memory. Additional details include the usage of torch-
1.8.1, torchvision-0.9.1, cuda-11.1, and cudann-8.4.1.

For TB-HJM, we use the grayscale values corresponding to the ground truth
hand coordinates as positive samples during training. Additionally, we randomly
apply offsets of 0 to k pixels in distance and 0 to θ degrees in angle to the 21 key
points of the positive samples. We consider the grayscale values corresponding
to the offsetted key point coordinates as negative samples, simulating inaccurate
hand coordinates generated by the model. The positive-to-negative sample ratio
is set to 1 : 1. The test set consists of 5136 samples, while the training set consists
of 1286 samples. We set k = 25 and θ = 360◦. The final accuracy of the model is
98.52%. Therefore, the model can effectively determine whether the 21 grayscale
values inputted satisfy the hand’s grayscale distribution in infrared images.

We will provide a detailed description of the model’s details. First, the input
image is fed into HRNet. The output of HRNet serves as the input for PBNHead.
PBNHead generates an N-dimensional heatmap and also outputs two features of
different sizes F1 and F2. Using the grid sample method in PyTorch, we obtain
the features J1 and J2 corresponding to the keypoints. To refine the coordinates
obtained in the previous stage, we concatenate them with the corresponding
temperature values from the original image. This concatenated input is then
fed into the GCN Refine module, where fine-tuning is performed on the input
data to generate two proposals. Using TB-HJM, the proposal that best matches
the potential temperature distribution is selected as the final output. During the
training phase, the joint loss of the three proposals is used. TB-HJM dynamically
adjusts the weight of the loss to guide the model towards generating outputs that
better match the potential temperature distribution.

4.3 Comparison Experiments

To validate the effectiveness and superiority of the proposed TBSA-Net for hand
pose estimation in infrared images, we compare our model with SimpleBaseLine
[26], RTMPose [5], and HRNet [18], as shown in Table 1. Our proposed model
exhibits superior accuracy in the task of hand pose estimation in infrared images
when compared to existing models. Specifically, our model outperforms HRNet
by 1.72% in terms of AUC and achieves an improvement of 0.6448 by reducing the
EPE from 3.02 to 2.38. And outperforms HRNet by 0.10% in terms of PCK@0.2,
PCK@0.2 stands for Percentage of Correct Keypoints at a threshold of 0.2, which
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is a metric used to evaluate the performance of hand pose estimation models. It
represents the proportion of predictions where the distance between the predicted
keypoint and the ground truth keypoint is less than or equal to 20% of the image
size in normalized image coordinates. These results demonstrate the efficacy of
our approach in addressing the challenges posed by hand pose estimation in
infrared images. This demonstrates the significant advantage of our proposed
model in hand keypoint detection tasks specifically for infrared images.

Table 1. The result of comparison experiments.

PCK@0.2 AUC EPE

SimpleBaseline 99.90% 87.37% 2.8936

RTMPose 99.85% 89.21% 2.5584

HRNet 99.82% 87.92% 3.0204

TBSA-Net(Ours) 99.92% 89.64% 2.3756

4.4 Ablation Studies

Ablation Studies for TBSA-Net. To further validate the necessity and supe-
riority of each module’s modifications, we conducted ablation experiments on
the Infrared Hand Keypoints Dataset. We progressively added modules to the
baseline model to obtain the ablation experiment results. HRNet was used as
the baseline model, and the effectiveness of each module was verified by adding
them one by one. The experimental results are presented in Table 2. According to
the experimental results, we observed a certain degree of accuracy improvement
after adding each module, thus demonstrating the necessity and effectiveness
of the modifications made to each module. The final experimental results con-
firm that the proposed algorithm effectively enhances the accuracy of hand pose
estimation in infrared images. After adding the PBNHead to HENet, our model
achieved an AUC improvement of 0.82%, increasing from 87.92% to 88.74%. Fur-
thermore, after adding the GCN module, our model achieved an AUC improve-
ment of 0.90%, increasing from 88.74% to 89.64%. The results of the ablation
experiments demonstrate the effectiveness of each of our improvements.

Table 2. The result of ablation studies.

PCK@0.2 AUC EPE

HRNet 99.82% 87.92% 3.0204

HRNet+PBNHead 99.86% 88.74% 2.7085

HRNet+PBNHead+GCN(final) 99.92% 89.64% 2.3756
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Ablation Studies for TB-HJM. We conducted some ablation experiments
on TB-HJM and found that using three fully connected layers resulted in low
accuracy. We then attempted to improve the TB-HJM model’s accuracy by
adding GCN layers to the model. We used the grayscale values corresponding
to the 21 key points in the ground truth as positive samples and offset these
key points to some extent and used the grayscale values corresponding to the
offset key points as negative samples, with a positive-to-negative sample ratio of
1:1. The experimental results showed that the model’s accuracy was higher after
introducing the GCN layer. We conducted ablation experiments on the number
of GCN layers and the dimensions and found that the best results were achieved
with three layers and a dimension of 20. The experimental results are presented
in Table 3.

Table 3. The impact of the number of GCN layers and dimensions on accuracy.

the number of GCN layers dimensions accuracy

3 10 98.29%

3 20 98.52%

3 30 98.44%

3 40 98.37%

4 10 97.90%

4 20 98.52%

4 30 98.44%

2 10 98.44%

2 20 98.29%

2 30 98.29%

5 Conclusion

Existing hand pose estimation (HPE) models are typically designed for RGB
images and do not perform optimally in infrared images. In this paper, we pro-
posed a model for the task of hand pose estimation in infrared images. The core
idea is to incorporate hand structural information into the network by introduc-
ing PBNHead and GCN, aiming to enhance the performance of hand keypoints
localization. Additionally, due to the strong regularity in the grayscale distribu-
tion of the 21 hand keypoints in infrared images, we design a TB-HJM model
which can modify loss function to guide the model’s descent direction, aiming to
generate results that better conform to the grayscale distribution and improve
the accuracy of the model. The model designed in this paper allows for the
replacement of the Backbone, achieving a balance between accuracy and speed
by using different Backbones.
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Abstract. In smart communities, computer networks carry a large number of real-
time computing tasks such as smart property, smart parking, smart home, etc., and
these services are characterized by large data transmission and high concurrency,
which require high real-time performance of the network. How to ensure the real-
time network to reduce the task scheduling delay is the key problem to be solved
when QoS optimization of smart community network. To this end, this paper
deeply analyzes the characteristics of smart community task scheduling, firstly,
establishes a community computing task schedulingmodel with computation time
and computation cost as the optimization goal; then, proposes the optimization
strategy of Chaotic Particle Swarm Algorithm for the stochastic nature of highly
concurrent tasks, i.e., based on the basic algorithm of Particle Swarm to add the
chaotic strategy in the initialization of the population and the optimization means
of the adaptive factor in order to avoid falling into the local optimal and improve
the optimization speed; finally, the time and cost overheads under different num-
ber of tasks are compared through simulation experiments, and the simulation
results verify the effectiveness of the improved algorithm proposed in this paper
in network QoS optimization.

Keywords: Time Delay · Task Scheduling · Network QoS · Smart Community ·
Chaotic Strategy

1 Introduction

With the development of new-generation information technology such as mobile Inter-
net and big data, smart community, as a basic component of smart city, carries real-time
computing tasks for diverse business scenarios such as smart property, smart parking,
smart home, etc. These tasks are characterized by big data transmission and high con-
currency [1], which require high real-time performance of the network. Therefore, how
to ensure the real-time performance of the smart community network and reduce the
delay and computation cost of task scheduling becomes a key issue in network QoS
optimization.

Task scheduling is to assign mutually independent computing tasks in a certain
time period to appropriate servers for processing according to different objectives. How
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to further reduce the network scheduling delay and lower the computation cost while
ensuring QoS is the focus of this paper. The multi-task scheduling problem for smart
community network computing resources is essentially a NP-C problem, i.e., a non-
deterministic problem of polynomial complexity [2]. In order to solve the NP-C problem
efficiently, on the one hand, holistic evolutionary algorithms are needed, such as PSO
algorithms based on feedback mechanism (FBE), group intelligence algorithms based
on competition mechanism (CSO), etc., which are mainly applied to multi-objective
optimization, multi-peak optimization and dynamic optimization [3–5]; on the other
hand, new co-evolutionary algorithms based on partition algorithms are needed, the
main idea of which is to transform the NP-C in which the high-dimensional problem
is transformed into multiple low-dimensional problems, and then each low-dimensional
problem is regarded as a separatemodular sub-problem, such asRandomGrouping (RG),
Multilayer Randomized Grouping (MLCC), and Differential Evolutionary Grouping
(DG), etc. [6–8].And although these algorithms have achieved better optimization results
on high-dimensional problems to a certain extent, they perform poorly on multi-peak
problems because they are affected by a large number of locally optimal solutions,
and are prone to fall into locally optimal solutions, which do not allow them to globally
optimize theQoSof smart community networks [19]. In the community network resource
scheduling task, the following key dimensions of network QoS need to be considered:
(1) bandwidth allocation, task scheduling needs to be reasonably allocated bandwidth;
(2) fault tolerance, need to consider and ensure the reliability and fault tolerance of the
whole system, to avoid affecting the normal work of the whole system because of a
single point of failure; (3) reduce the delay, improve the efficiency of task execution
and so on. Based on the above considerations, the smart community NP-C problem can
be transformed into a network QoS optimization problem with multiple constraints and
solved by such evolutionary algorithms as chaotic particle swarm.

Facing the QoS problem with multiple constraints, this paper proposes a strategy to
use particle swarm optimization algorithm for task scheduling in the community on the
basis of the above research results. Firstly, we establish a network computing scheduling
model based on time and cost as the optimization objectives; secondly, for the stochastic
nature of the highly concurrent tasks, we add and use chaotic strategies and adaptive
factors to optimize and improve the particle swarm algorithm, to enhance the algorithm’s
global search ability and exploratory while avoiding falling into the local optimal solu-
tion, in order to improve the algorithm’s performance and ensure the strategy’s real-time
reliability [20]; lastly, we selected appropriate benchmark test functions, and through
simulation experiments on the time and cost overheads under different tasks and com-
pared with the traditional methods, we found that the improved particle swarm algorithm
achieved better time and cost results in community task scheduling, and improved the
efficiency and performance of network task scheduling.

2 Community Network Computing Tasks and Their Scheduling
Models

Task scheduling in community networks mainly involves three types of objects: user
demanders, service providers and platform operators [12]. Assuming that the set of
tasks in the community is Task = {task1, task2, task3, . . . , taskn}, m is the total number
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of tasks, and the set of servers is Serv = {serv1, serv2, serv3, . . . , servn}, n is the total
number of servers. n is the total number of servers, so the correspondence between tasks
and servers can be expressed by matrix TS, as shown in Eq. (1), tsij is 1 means that task
i is assigned to server j, tsij is 0 means that task is not assigned to the corresponding
server [9].

TS =
⎡
⎢⎣
ts11 · · · ts1n
...

. . .
...

tsm1 · · · tsmn

⎤
⎥⎦ (1)

2.1 Task Calculation Model

There is a close relationship between the task computationmodel and the task completion
time and the total cost of completing the task. The task computation model determines
the time required to perform the task and the completion cost; the task completion time
and cost are in turn affected by the task model, so these factors need to be considered
comprehensively in task scheduling and optimization to achieve the best latency and
cost.

(1) Task completion time
Task completion time is the entire time period from the start of submission of a

task until the task is processed on a certain server, i.e., the sumof the task transmission
time, the task queue waiting time, and the execution time of the task on the server.
The transmission time is shown in Eq. (2), the task queue waiting time is shown in
Eq. (3), and the task execution time is shown in Eq. (4). And the final total time of
task completion for a certain time period should be the maximum completion time
in each server, and the maximum completion time of each server is the maximum
time spent for each task completion that it carries by itself.

TT =
⎡
⎢⎣
tt11 · · · tt1n
...

. . .
...

ttm1 · · · ttmn

⎤
⎥⎦ (2)

QT =
⎡
⎢⎣
qt11 · · · qt1n

...
. . .

...

qtm1 · · · qtmn

⎤
⎥⎦ (3)

FT =
⎡
⎢⎣
ft11 · · · ft1n
...

. . .
...

ftm1 · · · ftmn

⎤
⎥⎦ (4)

TotalTime = max
{
max{ttij + qtij + ftij}

}
(5)
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(2) The total cost of completing the task
The cost of task scheduling in smart management and service in the community

is mainly considered as the cost required for the task transmission in the network
in the community (Eq. (6)) and the task completion on the server (Eq. (7)), and the
total cost of the task completion is the combination of the two parts, as shown in
Eq. (8).

CostFinish = ftij ∗ servj_singleTime_cost (6)

CostTrans = ttij ∗ servj_bw ∗ servj_bw_cost (7)

TotalCost =
∑n

i=1

∑m

j=1
(CostFinish + CostTrans) (8)

In Eq. (6), servj_single_cost denotes the cost of server j per unit of time, i.e.,
servj_singleTime_cost = servj_compute_ability ∗ servj_core_num ∗ servsingleCore_cost where,
servj_conpute_ability is the computational capability of a single CPU, servj_core_num
denotes the number of CPUs in the server, and servsingleCore_cost is the cost per unit
computational capability. Cost per unit computing power. In Eq. (7), servj_bw is the
size of communication bandwidth of the server and servj_bw_cost is the cost per unit
bandwidth of the server [13, 14].

2.2 Optimal Scheduling Model Based on QoS Constraints

The task scheduling model mainly consists of a time affiliation function and a cost
affiliation function, the time affiliation function is shown in Eq. (9) and the cost affiliation
function is shown in Eq. (10).

Time(K) =
{
0.9 ∗ TotalTime−Timedeadline

(TotalCost)2
> Timedeadline

0.1 ∗ Timedeadline−TotalTime
TotalCost∗Timedeadline ≤ Timedeadline

(9)

Cost(K) =
⎧⎨
⎩
0.9 ∗ TotalCost−Costexpect

(TotalCost)2
> Costexpect

0.1 ∗ Costexpert−TotalCost
TotalCost∗Costexpect ≤ Costexpect

(10)

In Eq. (9)(10), Timedeadline denotes the final deadline of all tasks, i.e., the upper limit
of task completion time, and Costexpect denotes the ex-ante expected cost of all tasks.
Therefore, this paper uses QoS with time and cost as the main evaluation index, which
is also the main optimization goal of this paper, so the QoS profit and loss model G(K)
can be expressed as:

G(K) = α ∗ Time(K) + β ∗ Cost(K) (11)

In Eq. (11), α and β are the weight factors of the two affiliation functions respectively,
and α + β = 1. And the weight factors α and β represent the degree of contribution of
the two affiliation functions, namely, task completion time and computational resource
cost, respectively, to the QoS scheduling model, whereas the maximum latency and
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the minimum bandwidth allowed by the QoS of the network are taken as constraints
for the task optimization scheduling. By changing and adjusting the weights, the task
scheduling model can dynamically allocate tasks and resources, such as the bandwidth,
throughput and other QoS parameters therein, so as to improve the QoS of the whole
system in order to better meet the community management and service demands.

3 Chaotic Strategies and Their Algorithms for QoS Optimization
in Smart Community Networks

In the smart community, network task scheduling has the following characteristics: 1.
Diversity, involving a variety of types of tasks; 2. Non-determinism, the scheduling
process between the tasks interact with each other; 3. Real-time, some tasks for the high
requirements of delay accuracy; 4. Multi-dimensional goals, in considering the timely
completion of the task at the same time, but also pay attention to the delay, energy
consumption and other multi-dimensional indicators.

Particle swarm algorithm is an evolutionary algorithm based on swarm intelligence,
in which each “particle” represents a set of parameters to find the best solution by opti-
mizing the fitness function. Compared with other evolutionary algorithms, the particle
swarm algorithm has better robustness and search efficiency, and is less dependent on
the initial conditions. When dealing with the smart community task scheduling problem,
the particle swarm algorithm can help to find the global optimal solution and reduce the
computational resources and time required by the traditional exhaustive search methods,
so it becomes the choice of this paper.

However, the basic particle swarm algorithm has a local optimal solution problem
in the task scheduling process of community network, which leads to the delay and
energy consumption can’t reach the global optimal; in addition, the task scheduling in
the network has the characteristics of randomness and high concurrency, which makes
the scheduling process ambiguous. Therefore, in order to optimize the characteristics of
ambiguity and chaos, this paper introduces the chaotic strategy.

3.1 Elementary Particle Swarm Algorithm

Particle swarm algorithm is an optimization algorithm based on group intelligence, in
which each “particle” represents a set of parameters, and the optimal solution is found
by optimizing the fitness function. The algorithm has the characteristics of fast con-
vergence, and easy to achieve parallel processing, is widely used in task scheduling
and other fields. Compared with other evolutionary algorithms, the particle swarm algo-
rithm is less dependent on the initial conditions and has better robustness and search
efficiency.When dealingwith task scheduling problems in community networks, particle
swarm algorithms can help to find the global optimal solution and reduce the compu-
tational resources and time required by traditional exhaustive search methods, so they
are a feasible choice. Now, the number of particles is set to be I and the spatial search
dimension is d. The set of positions of the particles is Xi = {xi1, xi2, xi3, . . . , xid }, ,
and the best position (i.e., the best fitness value) experienced by a particle is denoted as
Pi = {pi1, pi2, pi3, . . . , pid }. Also known as pbest, the index of the position of the best
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adapted value is generally denoted by g, i.e., P_g, also known as gbest, and the velocity
of particle I can be represented by the set Vi = {vi1, vi2, vi3, . . . , vid }. Then the velocity
and position update formula of the particle swarm can be expressed as in Eq. (12) (13)
as:

vid = w ∗ vid + c1 ∗ rand ∗ (pid − xid ) + c2 ∗ rand ∗ (pgd − xid ) (12)

xid = xid + vid (13)

where w is the inertia weight, c1 and c2 are acceleration constants, and rand is a random
value varying in the range [0,1]. In addition, the velocity vi of the particle should be
limited by a maximum velocity vmax, i.e., the velocity on the dimension d of the particle
should not be larger than the maximum velocity supported by the dimension, with the
constraints shown in Eq. (14):

vi,d ≤ vmax,d (14)

3.2 Chaotic Particle Swarm Algorithm

The optimization of this part is mainly reflected in two aspects. Firstly, chaotic sequences
are added in the initialization stage of the population to make its initialization richer and
the distribution space broader; secondly, in the local search process, in order to avoid
falling into the local optimal solution quickly, the weights are updated through the
adaptive algorithm to dynamically adjust the size and direction of the position and speed
updates. The algorithm flow and optimization process are shown in Fig. 1:

(1) Chaotic initialization
In this paper, we explore the impact of the initialization phase of particle swarm

algorithms on the evolutionary process and propose a particle swarm initialization
method based on the chaotic formula. Compared with the traditional random ini-
tialization, we adopt the chaotic formula to map the particle swarm into the search
space in order to achieve a uniform and random distribution of particles and search
a wider search space. Considering the strong randomness and complexity of the
chaotic algorithm, this paper uses the nonlinear characteristics of the chaotic algo-
rithm to deal with the multi-constraint problem and helps to avoid falling into the
local optimum, so as to search for the global optimal solution more efficiently and
to improve the stability and robustness of the system.

According to the literature [21], a one-dimensional Logistic formula is used to
generate chaotic variables, which is applied to the initialization of the algorithm as
well as the chaotic updating of the parameters during the iteration process, and the
chaotic formula is shown in Eq. (15):

y(n + 1) = r ∗ x(n) ∗ (1 − x(n)) (15)

where y(n + 1) ∈ [0, 1]; r ∈ [0, 4] is the logistic parameter.
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Fig. 1. Algorithm flowchart

The experimental results show that when r is closer to 4, the value range of y is
closer to the average distribution to the whole region, when r is taken as 4, the system
is in a completely chaotic state, when the uniformity of the mapping distribution
reaches an extreme state [22], so in this paper, the value of r will be taken as 4. The
relationship between the logistic chaotic mapping and the corresponding number of
iterations in different cases of the value of r is shown in Figs. 1, 2 and 3 (Fig. 4).

(2) Local search optimization
In the traditional search algorithm, the inertia weight w is generally fixed to some

constant value, which is easy to fall into the local optimal solution. Considering that
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Fig. 2. Relationship between chaotic mapping and number of iterations for r = 3

Fig. 3. Relationship between chaotic mapping and number of iterations for r = 3.5
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Fig. 4. Relationship between chaotic mapping and number of iterations for r = 4

themodel developed in this paper is NP-C and has a nonlinear time-varying dynamic
model, in order to optimize the local search, a nonlinear decreasing inertia weight
is introduced. This weight reflects the inheritance of the previous speed capability
and accelerates the global iterative search speed by a constant term setting as shown
in Eq. (16):

wd = wstart − (wstart − wend ) ∗ [2d
k

− (
d

k
)
2

] (16)

where wstart , wend are the upper and lower limit values of inertia weight factor,
which generally take the values of 0.9 and 0.4 respectively.

(3) Objective function
In the particle swarm algorithm, the fitness value as a condition for selecting an

individual, the smaller the fitness value is the better the individual, and vice versa,
the worse the individual is, so in this paper, we need to select the individual with
smaller fitness value for optimizing the community QoS-based task scheduling, and
set lti to be the position of the ith particle after t iterations, then the original QoS
profit and loss model can be updated as in Eq. (17) as:

F
(
lti
) = α ∗ Time

(
lti
) + βCost(lti ) (17)

Since the optimization of QoS-based task scheduling sought in this paper is to
obtain the minimum value, the objective function of the model in this paper is as in
Eq. (18), and the result of the objective function is the return value after reaching
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the maximum number of iterations or the global minimum:

Fitness
(
lti
) = minF(lti ) (18)

The pseudo-code of the improved algorithm is as follows:

4 Algorithm Testing and Simulation

In order to further verify the effectiveness of the algorithms in this paper for QoS opti-
mization and task scheduling of computing resources, the following tests and simulations
are prepared.
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In the first part, it is the performance test of the optimized algorithm, which tests
the performance of the algorithm’s metrics through the benchmark test function. The
test metrics are the dispersion of the results of different algorithms and the mean and
standard values of the test function in fixed dimensions (dimension D = {2, 3, 5}) and
intervals; the algorithms used as comparisons are the standard particle swarm algorithm,
PSO, and the ant colony algorithm, ACO, respectively.

The second part of the simulation experiment is to optimize the QoS task scheduling
model proposed in this paper, as shown in Eq. (18), by comparing the three algorithms
in the case of large data tasks, to analysis the advantages and disadvantages of the
algorithms proposed in this paper in terms of both time and resource consumption.

The test and simulation platform of this paper is Windows 11, 16 GHz RAM, 1 TB
hard drive, and the simulation software is PyCharm equipped with python version 3.11.
The population size is set to 100 and the number of iterations is 1000.

4.1 Algorithm Performance Test

Compare this paper with ACO, PSO in (2-dimensional, 5-dimensional, 10-dimensional)
under three benchmark test functions (Table 1), the number of iterations is set to 1000,
and the results of the data metrics are shown in Table 2, and the test metrics are the
average and standard values.

Table 1. Benchmarking functions

From Table 2, it can be found that the CPSO algorithm has better results in terms
of the average and standard values of the three test functions, compared to the ACO,
the traditional PSO numerical results already have a clear advantage, and compared to
the traditional PSO, the advantage of the CPSO after chaotic initialization using chaotic
formulas is further expanded. The algorithm in this paper illustrates, by means of two
metrics, that after chaotic initialization, the local search optimization and the effect of
chaotic update optimization.

Figure 5 shows the comparison results of three algorithms for smart community
computing task fitness function, from the results in the figure, it can be seen that the
three algorithms show a decreasing trend with the increase in the number of iterations,
and from the comparison of fitness function, the CPSO algorithm is significantly lower
than the other two algorithms, which indicates that the CPSO algorithm can be well
applied to the high concurrency of the task scenarios and task scheduling in the smart
community.
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Table 2. F1–F3 function indicator results

Algorithm Dim F1 F2 F3

Average Standard Average Standard Average Standard

ACO 2 985.7 983.5 16.2 25.7 39.8 89.7

5 470.6 650.6 789.2 897.1 22.6 29.9

10 720.6 748.7 106.4 495.5 286.8 822.8

PSO 2 0.12 0.1 1 1 1.9E−05 1.3E−06

5 1.13 1.29 1.22 1.26 1.1 1

10 149.5 108.6 5.45 2.92 1 1

CPSO 2 0.1 0.1 0.9 1 2E−05 1.6E−06

5 1 0.9 1.11 1.04 0.002 0.002

10 0.27 0.54 0.36 0.49 0.02 0.016

Fig. 5. Variation curves of task fitness function values for the three algorithms

4.2 Simulation Comparison of QoS Optimization Algorithms

Considering the complexity, variability and diversity of community tasks, the number
of designed tasks are considered to be a large number of tasks, in order to observe the
comparison of the completion time and cost consumption of the three algorithms under
the large number of tasks in the smart community.

(1) Comparison of Completion Time
Figure 6 shows the results of the three algorithms’ completion time comparison

under different task numbers. In the case of large task numbers, the completion time
of all three algorithms is more, but CPSO obviously rises more gently compared to
ACO and PSO, which indicates that although there is an increase in the completion
time of the tasks, the overall stability is better, and the delay and bandwidth consumed
will be smaller, which are all advantages of CPSO in the mixing of the tasks. These
advantages are due to the improvement of CPSO in chaos initialization, local search
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and chaos update CPSO saves 23% and 19% of time compared to ACO and PSO
respectively, which indicates that CPSO can achieve better time completion results
in the environment of large number of tasks in the smart community.

Fig. 6. Comparison of completion times

(2) Cost-energy consumption comparison
Figure 7 demonstrates the comparison results of the cost-energy consumption

of the three algorithms under different number of tasks. In the case of large number
of tasks, the CPSO cost-energy consumption has an obvious advantage compared
with the other two algorithms, and CPSO saves 24% and 10% in terms of the cost-
energy consumption compared with ACO and PSO, which indicates that CPSO has
an obvious advantage in terms of the cost-energy consumption under the number of
tasks.

From the synthesis and comparison of the results of (1) (2), it can be found that the
algorithm of this paper is optimized to be used in the high concurrency task scenario of
the smart community with better results, and it has plus good optimization results for
the optimization of latency as well as the control of cost and energy consumption in the
smart community.
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Fig. 7. Comparison of Cost and Energy Consumption

5 Conclusion

Aiming at the problems of long completion time and delay due to multi-task scheduling
and high concurrency in smart communities, as well as high cost consumption, this paper
proposes the optimization of particle swarmalgorithmbased on chaos update, establishes
aQoSmulti-task schedulingmodel based on time and cost in smart community scenarios,
and carries out the initialization optimization of the particle swarm algorithm, local
search optimization, and chaos update to improve the performance of the particle swarm
algorithm. The local search optimization and chaotic update improve the performance of
the particle swarm algorithm. Simulation experiments show that the optimized particle
swarmalgorithmcan improve the efficiencyof task scheduling and reduce the completion
time and cost and energy consumption, and in the next study, the addition of neural
networks and other techniques for dynamic planning and dynamic modelling will be
further considered to further reduce the impact of delay and energy consumption in the
smart community.
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Abstract. Continuous-Flow Microfluidic Biochip (CFMB), with their
integrated features, bring traditional biochemical experiments on a sin-
gle chip to accomplish complex operations and reactions through precise
control, efficient reactions and emerging ways of saving reagents. In the
field of intelligent digital healthcare, CFMB have attracted a lot of atten-
tion. However, traditional manual design schemes can no longer meet
the needs of increasingly complex chip architecture design. Therefore,
this paper proposes an automated design method for resource binding
and module placement of CFMB based on a list scheduling algorithm
and an improved Simulated Annealing algorithm. Through the resource
binding and scheduling design based on the list scheduling algorithm, an
effective scheduling strategy is generated, which effectively improves the
biochip execution efficiency. In addition, the improved Simulated Anneal-
ing algorithm solves the module placement problem in the biochip in a
limited physical space. Compared with some benchmark algorithms, the
experimental results demonstrate the effectiveness of the method in the
biochip design process and provide a practical framework for further
development of CFMB in the field of intelligent digital healthcare.

Keywords: Continuous-Flow Microfluidic Biochip · intelligent digital
healthcare · Simulated Annealing algorithm · scheduling strategy

1 Introduction

Continuous-Flow Microfluidic Biochip (CFMB) have revolutionized the labora-
tory field [1]. Also known as Lab-on-a-chip or Microfluidic Total Analysis Sys-
tems (μTAS), these chips are capable of automating biochemical experiments
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by precisely manipulating microliters or even nanoliters of fluid on a chip [2].
At the same time, CFMB are cost-effective to manufacture and therefore have
great economic benefits. Compared with traditional laboratories, CFMB elim-
inate the need for large amounts of sample reagents, slower chemical reaction
times, complex and expensive specialized instruments, and human interference
factors, greatly promoting the development of intelligent digital healthcare.

Continuous CFMB which are a kind of CFMB provide a novel way to per-
form complex operations and reactions with the advantages of precise control,
efficient reactions, and reagent savings. CFMB can effectively replace some tra-
ditional laboratories including biological, chemical, and medical industries. With
the advantages of high sensitivity, small reaction volume, and lower cost, CFMB
have been widely used in recent years in a variety of bioassays, such as disease
diagnosis [3], drug screening [4], real-time DNA sequencing [5] and Antigen-
detection [6].

Fig. 1. Working diagram of Continuous-Flow Microfluidic Biochip.

As shown in Fig. 1, the most basic unit in CFMB is the valve, which is essen-
tially an elastic membrane located at the junction of the flow and control layer
pipelines. The control layer can be located above or below the flow layer, form-
ing a “push-down” or “push-up” valve, respectively. External air pressure or
hydraulic pressure will quickly reach the valve position through the control layer
piping, causing it to deform, thus blocking the flow layer piping at the junction
with it, and quickly recovering the deformation after the pressure disappears,
thus enabling control of the fluid in the flow layer. In addition, the piping is the
basic unit in CFMB, which can be used for both fluid storage and fluid trans-
port and therefore needs to have good biocompatibility. Polydimethylsiloxane
materials have exactly this property.
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However, CFMB faces complex design issues. With the modern microme-
ters and nanometers process advancement, the integration scale of CFMB has
increased. Currently, the design of CFMB is often performed manually using
computer-aided design programs, where manual design requires designers with
extensive interdisciplinary knowledge and manual involvement is prone to errors
[7,8]. Traditional manual design solutions are no longer able to meet the require-
ments of increasingly complex chip architecture design. To solve the above prob-
lems, this paper proposes a top-down design flow based on the structural features
and design flow of CFMB to automate the synthesis of CFMB architectures. The
main contributions of this paper are as follows:

1. A high-priority list scheduling algorithm is proposed. A suitable priority eval-
uation method is designed for the high-level synthesis tasks in CFMB, con-
sidering that they are similar to process scheduling in operating systems, and
based on the optimization goal of minimum time.

2. A modified Simulated Annealing algorithm is used for module placement. For
the task of the layout phase, an improved Simulated Annealing algorithm is
used, considering the need to optimize the area of the layout and to take into
account the subsequent wiring space. The algorithm ensures convergence and
provides a certain degree of jumping out of the locally optimal solution.

3. A top-down design automation framework is implemented in this paper. The
top-down design automation framework is implemented by rationally linking
the two phases of the high-priority list scheduling algorithm and the improved
Simulated Annealing algorithm.

The rest of this paper is organized as follows: Sect. 2 presents a review of the
relevant literature, synthesizing and summarizing previous studies; Sect. 3 defines
the CFMB module placement problem; Sect. 4 details the proposed methodology
of this paper; Sect. 5 presents the simulation results of the algorithm and provides
an in-depth analysis and discussion of the results; finally, Sect. 6 concludes the
paper with a summary of the research work.

2 Related Work

[9] presents a new microfluidic chip design using a three-layer PDMS valve
structure instead of the commonly used two-layer structure. They demonstrated
that these valves can reach a density of 1 million valves per square centime-
ter, which greatly exceeds current microfluidic large-scale integration. Therefore,
they called this technique microfluidic ultra-large-scale integration. [10] proposes
a new synthesis approach for microfluidic chip architectures that automates the
design and implementation of microfluidic chips from a given biochemical appli-
cation and library of microfluidic components. They evaluated the effectiveness
and efficiency of the proposed approach through practical applications and syn-
thetic benchmark tests. However, this type of chip also faces challenges such as
high architectural complexity, difficult design, and low resource utilization.
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[11] presents a novel method to transform the binding and scheduling problem
into a maximum-cluster problem, which overcomes the drawback that previous
heuristic algorithms cannot guarantee optimality. And an efficient branch delimi-
tation algorithm is designed, which utilizes some pruning strategies and heuristic
functions to accelerate the search process and reduce the time and space com-
plexity. In [12], a component-based generic device concept is proposed, which
can flexibly represent various types and functions of microfluidic components
and the connection relationships between them, improving the abstraction level
and scalability of the design. Combining the advantages of fixed and dynamic
scheduling, it can make real-time decisions based on the characteristics of the
operation and the state of the chip, improving the flexibility and efficiency of
scheduling. [13] first proposes an integrated approach for flow-through microflu-
idic chips considering sieve valves and specific biological execution constraints,
which can better meet the needs of biochemical experiments and bridge the gap
between design automation and biology. In addition, the method integrates three
common biological execution constraints, namely immediate execution, recipro-
cal execution, and parallel execution. However, these methods do not consider
some practical constraints, such as valve failure, fluid mixing, and temperature
variation, which may affect the performance and reliability of the chip.

Besides, there are many other practical problems faced in the CFMB design
process. In [14], a method is proposed to transform the flow channel wiring
problem into a right-angle Steiner minimum tree problem with obstacles, which
can effectively handle obstacles such as preplaced components and valves on the
chip. And using a heuristic function and a branch-and-bound strategy, it can find
near-optimal or suboptimal solutions quickly, reducing the time and space com-
plexity. [15] proposes a physically integrated approach considering distributed
flow channel storage that is able to take full advantage of the dual function of
the flow channel to improve the execution efficiency and resource utilization of
the chip. In [16], an architecture synthesis approach considering fault tolerance
is proposed to generate a chip architecture that can cope with valve failures with
limited chip area and cost. However, these approaches still fail to provide a reli-
able top-down design automation framework in CFMB large-scale integration,
which prevents CFMB from being integrated at scale in the intelligent digital
healthcare domain.

3 Preliminaries

This subsection will describe in detail the problem of CFMB high-level integrated
design and formulate the problem.

3.1 Problem Description

The flow layer design of CFMB mainly includes architecture synthesis and appli-
cation mapping. Among them, the architecture synthesis is divided into two
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stages: high-level synthesis design and physical design. The high-level synthe-
sis design aims to address the biochemical protocol representation, component
assignment strategy, the binding relationship between components and oper-
ations, and operation scheduling. The physical design, on the other hand, is
divided into two parts: component layout and pipeline wiring. Application map-
ping is to map biochemical protocols to the architecture based on architecture
synthesis to meet the requirements of protocol execution.

High-level integrated design, also known as front-end design, is a process that
serves as a guide for the subsequent physical design. Its main research includes
three aspects: first, the analysis and interpretation of biochemical protocols; sec-
ond, the determination of component assignment schemes; and third, the devel-
opment of operation scheduling sequences and the binding relationships between
operations and components. Based on the directed acyclic graph and component
assignment strategy, the mapping relationships between different operations in
the biochemical protocol and components in the component library need to be
determined. The analysis and interpretation of biochemical protocols are mainly
based on the given biochemical protocol specification book, which provides clear
definitions for each operation, including execution time and type, dependencies
between operations, and some special constraints.

Fig. 2. EA Biochemical Protocol [10].

When performing the design of digital CFMB, the biochemical protocol can
be abstracted as a directed acyclic graph G(O,E) [17,18]. Here the set of nodes
O represents operations, including type and execution time, while the set of
edges E represents the dependencies between operations. As shown in Fig. 2, it
is a biochemical protocol graph that satisfies the CFMB design requirements
[10], where the main steps include mixing, heating, filtering and so on. In addi-
tion to this, after determining the representation of the biochemical protocol as
a directed acyclic graph, a component library L(T,H,N, P ) needs to be given in
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the flow layer design of the CFMB. This component library contains information
related to the type T , the size H, the available quantity N of the various com-
ponents, and the driving phase P of the valves that make up the components.
Table 1 shows the component library corresponding to the biochemical protocol
of Fig. 2 [10] and one possible component assignment scheme Allocation [2].

Table 1. EA biochemical protocol component diagram [2].

T H/150µm N Allocation P

mixer 30 * 30 3 3 Ip1/Ip2/Mix/Op1/Op2

filter 120 * 30 2 1 Ip/Filt/Op

heater 40 * 15 2 1 Ip/Heat/OP

3.2 Problem Formulation

The resource binding and module placement problem of CFMB can be defined
as follows:
Input:

Bioassay sequencing graph, where G represents the set of operations, includ-
ing start operation O and end operation E, as shown in Fig. 2.

The module library describes the resources and quantity N available for each
operation type, with different module dimensions (i.e. width W, length L, and
execution duration T), as shown in Table 1.

Design specifications, Chip size constraints BW×H ; maximum duration Tmax,
etc.
Output:

N-to-1 binding relationship between operations and components
Execution time slot for each operation
A set of layout solutions, including the position and placement direction of

each component
Objective:

Minimize the execution time of the entire biochemical protocol;Minimize chip
area and consider subsequent wiring design.
Constraints:

Consider dependency constraints between operations :

start (Oj) ≥ end(Oi),∀(Oi, Oj) ∈ E (1)

Satisfy the reuse constraint of component and operand numbers, that is, the
demand for a module at the same time must not exceed the actual number that
the module can provide:

!∃Cj ∈ L Cj = Bind(Oi),∀Oi ∈ O (2)
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where Oi represents the operation node in the biochemical protocol graph, and
Cj represents the component in the component library

A certain space needs to be reserved between two components for subsequent
wiring, that is, the distance between modules must be greater than 1:

|dist(mi,mj)| ≥ 1,mi,mj ∈ module (3)

where, dist represents the closest distance between two modules

4 Proposed Method

For the CFMB design flow, this subsection describes in detail the proposed top-
down design flow to automate the synthesis of CFMB architectures in this paper.

4.1 Overall Introduction of the Algorithm

Based on the structural characteristics of CFMB, the designer goes through a
series of design steps to finally generate a CFMB chip capable of executing a
given biochemical protocol based on a given biochemical protocol model and
component library.

This paper focuses on the first stage in architectural synthesis design. That is,
in the high-level synthesis phase, the allocation strategy of components is deter-
mined based on the given component library, and the planning of the binding
relationships between components and operations is carried out, while the loca-
tion information of components and the routing information of the flow layer
pipeline are determined. The architectural synthesis in this phase determines
the basis of the entire CFMB design. In the binding and scheduling process of
high-level synthesis, the generated binding relationships between components
and operations have an impact on the routing between components.

Phase 1: High-level synthesis. In the first step, determine the type and quan-
tity of components to be used. In the second step, check all ready operations
and calculate the priority of each operation. In the third step, the operation of
selecting the ready queue is added to the queue. The fourth step is to release the
operation resources in the running queue after the fastest execution operation is
completed. The fifth step is to check whether all operations have been bound and
scheduled, if not, return to the second step, otherwise enter the second stage.

Phase 2: Module placement. In the first step, Randomly generate an initial
layout solution based on the type and number of components used in Phase
1. In the second step, the current layout solution is perturbed (displacement,
steering) to obtain a new layout solution. The third step is to update the local
optimal solution according to the formula. The fourth step is to judge whether
the number of disturbances at the current temperature reaches the set value, if
not, return to the second step, otherwise enter the fifth step. The fifth step is to
judge whether all the temperatures have dropped to the minimum, if not, return
to the first step, otherwise output the layout solution.
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4.2 Binding and Scheduling Design Based on List Scheduling
Algorithm

Where component libraries are allowed, a component assignment policy needs to
be defined to specify the correspondence between components and operations,
and to determine the execution time of operations. This can be achieved through
binding and scheduling policies.

Operation Priority Calculation. In this paper, a list scheduling algorithm
based on a priority policy in operating systems to improve overall system effi-
ciency is used to introduce an improved strategy that combines the character-
istics of the binding and scheduling problem in the CFMB flow layer design.
The algorithm aims at minimizing the overall scheduling time to solve the bind-
ing and scheduling problem in CFMB flow layer design. In a given component
library, the number of components of each type is smaller than the number of
corresponding operation types in the biochemical protocol. Therefore, we need
to calculate the priority for each operation to select the operation that requires
the most resources to be executed when resource competition occurs.

Fig. 3. Time-based strategy.

The goal of the optimization binding and scheduling algorithm is to minimize
the execution time of the entire biochemical protocol. According to the obser-
vation of the biochemical protocol, as shown in Fig. 3(a), the execution of the
protocol ends after the last operation O10 completes, because the execution of
each operation depends on the full completion of its parent operation. Reversing
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the arrows of the biochemical protocol diagram, it can be considered as a tree
structure containing three depth-first search paths. The weighted length Tl of
each path l can be calculated by formula (4):

Tl =
∑m

i=1Execi +
∑n

j=1Transj (4)

where m denotes the number of operations on the path, Execi denotes the
execution time of operation i; n denotes the number of channels on the path, and
Transj denotes the transmission delay of path j. According to the barrel theory,
in order to minimize the execution time of the whole biochemical protocol, we
need to complete the operation with the longest current weighted path length
from the target node (i.e., the endpoint) as much as possible. Therefore, in this
paper, the priority of each node is set as the weighted path length from that
node to the endpoint.

Due to the unclear connection relationship between components at this stage,
the transmission delay is also unknown. In order to calculate the priority of oper-
ations, we set the transmission delay between operations as unit time. Except
for the input delay of the mixer, which is 2, the input delay of all other compo-
nents is 1. For example, when calculating the priority of the biochemical protocol
operation shown in Fig. 3(b), the priority of O1 is calculated as follows: priority
of O1 = 2 + 2 + 1 + 3 + 1 + 6 + 1 + 3 + 1 + 2 = 22; The priority calculation
of O2 is as follows: O2 = 2 + 5 + 1 + 4 + 1 + 4 + 1 + 3 + 1 + 3 + 1 + 2 = 28,
O3 = 2+6+1+4+1+3+1+3+1+2 = 24. Therefore, in the initial state, when
all three operations are in the ready state, due to the fact that the component
library only provides one available mixer, according to the priority principle, O2

will have priority in obtaining access to that mixer.

Adjacent Operation Zero Transmission. In CFMB, the transmission delay
is a non-negligible factor, and its average transmission delay is not much different
from the average execution time of the operation. Therefore, in this paper, the
selection of operations in the ready queue also considers a strategy to reduce the
transmission delay.

Fig. 4. Zero transfer policy.

For example, Fig. 4 illustrates a part of the biochemical protocol assuming
that O4’s preorder input operations O2 and O3 complete their execution at the
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same time node. In this case, assume that there are two free Mixer resources,
one of which is released by O2 after its execution is completed. We bind the
child operation O4 to the same Mixer as its parent operation O2 for the following
reasons: first, the parent and child operations O2 and O4 have the same operation
type; second, the resources occupied by the parent node are still free when the
child node starts execution. By this binding method, the transfer time delay
between parent and child operations can be eliminated and the time for droplet
transfer from the O2 operation to the O4 Mixer can be reduced, thus decreasing
the reaction time.

List Scheduling Algorithm. During the execution of the algorithm, opera-
tions undergo various state changes. Initializing all operations to the blocking
queue is one of the key steps. Next, we need to check the operations in the
blocking queue for dependency constraints to determine which operations can
be added to the ready queue. The operations that meet the conditions are bound
with the idle components according to the “parent-child” operation zero transfer
and priority policy and are added to the running queue. At the same time, some
of the operations in the ready queue may be rejoined to the blocking queue due
to component reuse constraints. After that, the fastest-executing operation in
the run queue will release its resources, complete the end operation, and wake up
the blocking queue, thus entering the next loop. This process is repeated until
all operations have been successfully executed.

After determining the priority calculation method and binding policy for each
operation in the biochemical protocol, the following step-by-step list scheduling
algorithm is used in this paper:

(1) Add the operations that can be ready to the ready queue, which includes
operations without a parent node and operations with a parent node whose par-
ent has already been executed. (2) Calculate the priority of the ready operations
according to formula (4) and sort them in reverse order. (3) For each ready
operation in turn, check whether the “parent-child” operation zero-transfer con-
dition is met, and if so, bind it to the free component of the parent operation.
(4) Bind the remaining operations in the ready queue to the idle component
of the matching type in order of priority. (5) Determine the endpoint of the
operation that finishes execution the fastest, release the other components that
end at that point, and update the information of the related components and
operations. (6) Determine whether each operation in the biochemical protocol
has been executed, and exit the algorithm if it is finished, otherwise return to
step (1) to continue execution.

4.3 Layout Design Based on Improved Simulated Annealing
Algorithm

In the high-level integrated design, by obtaining the type and number of compo-
nents used from the binding and scheduling solution, combined with the dimen-
sional information in the component library, we can perform layout design. The
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goal of the layout design is to minimize the chip area while flowing out a certain
routing space for the subsequent wiring design through the reasonable placement
of components. In this paper, we analyze the characteristics of layout design and
adopt an improved Simulated Annealing algorithm to accomplish this design
task. The specific implementation process is as follows.

Module Placement Constraints. According to the Simulated Annealing
algorithm with CFMB module placement characteristics, from a given input
Comp, a random layout solution needs to be generated first, while satisfying the
following arbitrary component location constraints and inter-component spacing
constraints:

0 ≤ xc − Hxc, xc + Hxc ≤ Xm

0 ≤ yc − Hyc, yc + Hyc ≤ Ym, ∀c ∈ Comp
(5)

where, x(c) represents the center position of component c, Hx(c) Hy(c) repre-
sents the extension length of component c in the x-axis direction and the y-axis
direction (i.e., half of the component side length), respectively,Xm and Ym rep-
resents the maximum area length and width of a given chip.

The inter-component spacing constraint is shown in formula (6):

|xi − xj | + |yi − yj | ≥ mids,∀i, j ∈ Comp (6)

where, indicates that the Manhattan distance between any two components i,
jneeds to be greater than or equal to mids. this value should vary dynamically.
When the design size is small and the number of wiring is small, it can be
used without reserving too much space, and vice versa, more space needs to be
reserved for routing.

In this case,mids are set as shown in formula (7):

mids = ϕ ∗ Rtn (7)

where Rtn is the number of wiring derived from the high-level integrated binding
and scheduling solution to existing, and ϕ is a small number between 0 and 1.

After generating the initial random layout solution, we need to obtain the
new layout solution by perturbation, which mainly includes the following three
strategies: (i) arbitrarily swap the positions of two components; (ii) randomly
change the position of one component; and (iii) randomly change the orientation
of one component. After executing the strategies, the positions of the surrounding
components need to be adjusted to satisfy the constraints expressed in formula
(5) and formula (6).

Improved Simulated Annealing Module Placement Algorithm. In this
paper, three improvement strategies are proposed in the traditional Simulated
Annealing algorithm based on the specificity of the CFMB module placement
task:
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First, an initial solution Pc is randomly generated with a certain probability
at each temperature T. Since in the traditional Simulated Annealing algorithm,
if the initial solution is too extreme, it may result in falling into a local optimum
even if the subsequent perturbations are very strong. Therefore, increasing the
probability of regenerating a random solution during the algorithm allows the
algorithm to search the solution space faster. Also, to implement the memory
function, the global optimal solution is used to record the currently found optimal
solution.

Second, a global state is added for remembering the global optimal solution
that has been found. This can avoid losing the currently found optimal solution
due to the acceptance link during the search process.

Finally, we introduced a random variable in updating the temperature to
implement the process of rewarming, thus activating the acceptance probability
of each state and avoiding the algorithm from wandering at the local optimum.

5 Experimental Results and Analysis

This section will present the description of the experimental setup, the simu-
lated experimental protocol, and the analysis of the results. The results of the
simulated experiments will also be presented.

5.1 Experimental Setup

In order to verify the effectiveness of the algorithm proposed in this paper, the
architectural synthesis work will be performed in this section for the six standard
biochemical protocol test cases listed in Table 2.

Table 2. Biochemical protocol information and number of allocated components [10].

Biochemical protocol

PCR IVD EA Syn1 Syn3 Syn4

operand 7 12 10 10 30 40

(Mixer, detector, filter, heater) (3, 0, 0, 0) (2, 3, 0, 0) (3, 0, 1, 1) (2, 1, 1, 1) (5, 1, 2, 3) (6, 3, 2, 2)

Edges 6 6 9 9 29 39

5.2 Protocol Scheduling Based on List Scheduling Algorithm

To verify the effectiveness of the list priority-based scheduling algorithm in this
paper, a comparison is made with the benchmark experiment first-come, first-
served strategy. Table 3 shows the results of binding and scheduling six test cases
using two different scheduling strategies.

Since the transfer path between components is unknown, the transfer time
is set to 1 unit of time by default. The Mixer requires 2 units of input time,
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Table 3. Comparison of two scheduling strategies.

PCR IVD EA Syn1 Syn3 Syn4

FCFS scheduling 21 28 31 50 264 534

List scheduling 21 28 23 35 168 354

optimization rate 0 0 25.8 30 36.4 33.7

while the rest of the components have 1 unit of input time. In the PCR and IVD
protocols, the priority scheduling and first-come, first-served scheduling policies
yield the same binding and scheduling times due to the relatively single opera-
tion. However, in the other four biochemical experiments, the two strategies pro-
duced increasingly different results for scheduling the same biochemical protocol
as the size of the biochemical protocol increased. Among these four biochemi-
cal protocols, the lowest improvement of 25.8% and the highest improvement of
36.4% are achieved by the list-based priority scheduling algorithm in this paper.
The solutions obtained by the priority scheduling strategy are on average 31.5%
lower than those of the first-come, first-served scheduling strategy. Therefore, it
can be seen that the priority list scheduling algorithm is effective in CFMB.

Fig. 5. Comparison chart of scheduling algorithms.
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As can be seen in Fig. 5, the binding and scheduling results based on the
priority scheduling algorithm outperform the first-come, first-served scheduling
strategy in terms of resource utilization and overall execution time. In this exam-
ple, the latter increases the execution time by 34.8% over the former. As the size
of the biochemical protocol increases, this gap will become more significant.

5.3 Module Placement Results for Simulated Annealing Algorithm

In the layout design stage, a layout solution needs to be constructed based on
the component types and numbers determined by high-level synthesis, and the
location and orientation of each component need to be determined within the
specified range. In addition, some space needs to be left between components
because routing between components is required in the wiring phase. In this
chapter, a Simulated Annealing algorithm incorporating an improved strategy is
used for the optimization of the layout solution. The parameters of the algorithm
are set as follows: the initial temperature is Tinit = 1000, the lowest temperature
is Tmin = 1, the number of iterations at each temperature is Ite= 10, and the
temperature decrease rate is α = 0.7.

In the layout phase, the area size Area of the chip can be calculated using
formula (8), which finds the boundaries of the four directions of the layout and
thus determines the area of the rectangle. The overall line length Splen, which
is predicted from the set of component connection relations rt obtained in the
binding and scheduling phase, can be calculated using formula (9). In formula
(9), each element in Rt represents the component coordinates of the starting and
ending points, where ((x0, y0) , (x1, y1)) denotes the x and y coordinates of the
starting and ending points. The optimization objectives of the layout stage are
shown in formula (10), where ξ and κ are equilibrium parameters, which are set
to 2 and 5, respectively, in this experiment.

Area =(Max(xa − Hxa) − Min(xb − Hxb))
× (Max(yc − Hyc) − Min(yd − Hyd)),∀a, b, c, d ∈ Comp

(8)

splen =
|Rt|∑

i=1

∣
∣xi

0 − xi
1 + yi

0 + yi
1

∣
∣ (9)

E = ξ × Area + κ × Splen (10)

To verify the effectiveness of this algorithm, this section also uses the Hill-
Climbing algorithm as the benchmark algorithm for comparative implementation
in the layout design phase. The Hill-Climbing algorithm randomly generates an
initial layout solution and then performs n variations on it, accepting only the
optimization results and selecting the optimal solution among the n variations
as the final result. Table 4 shows the standard test case solutions obtained using
the Simulated Annealing algorithm and the Hill-Climbing algorithm for layout
design with the same input conditions. These solutions are the results of an
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average of 30 layout designs to avoid errors that may be caused by a single
experiment. The results show that the Simulated Annealing algorithm outper-
forms the Hill-Climbing algorithm in terms of area and line length, achieving an
average decrease rate of 24.3% and 22.3%, respectively, which demonstrates the
effectiveness of the Simulated Annealing algorithm in layout design.

Table 4. Module Placement Experiment Results.

biochemical protocol simulated annealing algorithm hill climbing algorithm rising rate (%)

area line length area line length area line length

PCR 35 19 42 25 16.7 24

IVD 183 51 234 76 21.8 32.9

EA 204 81 263 103 22.4 21.4

Syn1 195 79 271 114 28 30.7

Syn3 2034 652 2846 851 28.5 23.4

Syn4 3056 921 4261 1186 28.3 22.3

Avg - - - - 24.3 25.8

6 Conclusion

In this paper, a novel method for CFMB high-level synthesis design is pro-
posed in response to the fact that the manual design scheme in the traditional
CFMB design flow can no longer meet the increasingly complex design require-
ments of the chip architecture. The method firstly adopts a resource binding and
scheduling design based on a list scheduling algorithm, and secondly, applies an
improved Simulated Annealing algorithm for module layout design. The exper-
imental results are compared with various benchmark algorithms to verify the
effectiveness of the priority scheduling algorithm proposed in this paper in the
binding and scheduling of high-level synthesis and the advantages of the Sim-
ulated Annealing algorithm using the improved strategy in the layout design
process.
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Abstract. With the rapid development of broadbandmarket services, Internet Ser-
vice Providers (ISPs) strive to improve the end-to-end network quality of home
broadband. However, faced with the opaque and unknown indoor network envi-
ronment, traditional monitoring methods cannot meet the requirements, and new
methods should be explored to identify problems on the user-side network to
improve the perception and experience of users. In this method, FreeRadius and
DaloRadius are deployed on the Linux server, user AAA attributes are collected
by the Radius server, poor-quality routers and non-direct connection TV Set-Top
Boxes (STB) are monitored with the help of Python’s data processing capabil-
ity, and the home networking environment of users is optimized to improve the
perception and experience of users.

Keywords: Home Broadband · FreeRadius · DaloRadius · SQL · Router
Quality · Traffic Monitor

1 Introduction

With the rapid development of home broadbandmarket services, gigabit high bandwidth
and smart home devices gradually popularized, home users’ requirements for high-
quality broadband services continue to increase, and ISPs strive to improve the end-
to-end network quality of home broadband. In the daily operation and maintenance of
operators and network complaints, users reported slow network speed or TV viewing
delays, nearly half of which were caused by the poor performance of user-side routers
and unreasonable indoor networking layout [10]. At present, the user-side networking
environment is becoming more and more complex, and the major router brands are
uneven. In the face of the opaque indoor networking environment such as the selection
of user routers, connectionmode, and downlink devices, ISPs cannot judge the client-side
problems through traditional methods.

By using open-source software such as FreeRadius, SQL, andDalaRadius, the server
platform is built and the data of Internet access authentication and accounting attributes
of users can be customized to provide basic data support for home networking research, it
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innovatively analyzes home gateway and STB data, which significantly helps to improve
the user home network. Meanwhile, clients can be added or deleted according to mon-
itoring requirements. SQL statements can be used to query user data on the server, and
network engineers can also operate directly on the front page or report output; Python
scripts automatically check the amount of data of 850,000 *400 per day, a one-click oper-
ation, without manual intervention in the process [6]. This paper explores and practices
the optimization of home broadband networks and has achieved certain results.

2 RADIUS Protocol Introduction

RADIUS, which stands for “Remote Authentication Dial In User Service”, is a net-
work protocol that defines rules and conventions for communication between network
devices. RADIUS serves AAA (Authentication, Authorization, Accounting) functions,
it is commonly used by ISPs, corporate and educational networks [5], it is a client/server
structure based on UDP, the client passes the user information to the server, the server
stores the user’s identity information, authorization information, and access records,
and returns the user’s authentication results and configuration information. In the home
broadband internet access scenario, the RADIUS workflow [14] is shown in Fig. 1:

1) The user provides the user name and password for broadband dial-up to apply for
access.

2) The broadband access device NAS (Network Access Server, as a RADIUS client)
obtains the user name and password and sends an access request packet to the
RADIUS server.

3) The RADIUS server compares the user information with the database information
to determine whether the user name and password are valid. If the authentication is
valid, the user’s permission information is sent to the RADIUS client in an access-
accept packet. If the authentication is invalid, the access-reject response packet is
returned.

4) After user authentication succeeds, the RADIUS client sends an accounting-request
packet to the RADIUS server. The status-type value is started.

5) The RADIUS server returns the accounting start response packet.
6) The user starts to access network resources.
7) The RADIUS client sends an accounting request to the RADIUS server. The status-

type value is stopped.
8) The RADIUS server returns the accounting end response packet.
9) The RADIUS client notifies the user that network access ends and the user stops

accessing network resources.

RADIUS packets are encapsulated in UDP packets. There are 16 types of RADIUS
packets [1]. Data in each domain of the packets is transmitted from left to right. Take
accounting request packets as an example in Fig. 2:

1) The Code field holds one byte, which identifies the RADIUS packet type. The valid
values of the RADIUS Code field are assigned as follows:
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Fig. 1. Radius Workflow

Fig. 2. Accounting Request Packet Format

2) The Code value 1–5 is common and indicates that the packet types are authentication
request, authentication accept, authentication reject, accounting request, accounting
response, and accounting success. If the Code field of the received packet is invalid,
the packet is silently discarded.

3) Identifier: occupies 1 byte to match the request packet and response packet. If the
request packet with the same source IP address, source UDP port, and the same
Identifier field is received within a short period time, the server will consider it as a
repeat request packet.

4) Length: contains 2 bytes, including the total length of the code field, identifier field,
length field, authenticator field, and attribute field in the packet.

5) Request Authenticator: the request authentication key of the accounting request
packet is a 16-byteMD5 hash value that is used to authenticate the messages between
the client and server.

6) Attributes: the attribute field carries detailed information about authentication,
accounting, authorization, and configuration through request packets and response
packets. The TLV (Type-Length -Value) format is shown in Fig. 3 and is transmitted
from left to right. All packet interactions are composed of different lengths of TLV
triples.
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Fig. 3. Attribute Field Detail

The type contains 1 byte. One Value corresponds to one attribute. Value contains a
detailed description of the attribute information. Table 1 shows some of the RADIUS
attributes involved in this article [2, 3].

Table 1. RADIUS Attribute Types

Code Attributes Details

1 User-name User access account, e.g. Phone number

4 NAS-IP-Address IP Address of the NAS

5 NAS-Port the physical port number of the NAS

6 Service-Type the type of service the user has requested

7 Framed-Protocol the framing to be used for framed access

8 Framed-IP-Address the address to be configured for the user

31 Calling-Station-Id the NAS to send in the Access-Request packet the phone number
that the call came from

42 Acct-Input-Octets Upload bytes

43 Acct-Output-Octets Download bytes

3 Authentication and Accounting Based on FreeRadius

In this solution, a RADIUS server is constructed to implement user authentication and
accounting. The server is CentOS 6.5 operating system and FreeRadius 2.2.6 is used
to deploy the RADIUS authentication server. FreeRadius supports multiple databases,
and MySQL is supported by default. In order to build a comprehensive environment
suitable for the Web application platform, Apache, MySQL, and PHP are installed on
the Linux system in advance to form a comprehensive LAMP (Linux, Apache, MySQL,
PHP) environment and process architecture as shown in Fig. 4.
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Fig. 4. LAMP and Process Architecture

3.1 Building FreeRadius Server

Install FreeRadius
FreeRadius is a developable and high-performance open-source RADIUS program. You
are advised to install it as a binary installation package [4]. Run the yum command to
install FreeRadius and its components in the CentOS system:

Here, Freeradius-utils is a toolkit for testing FreeRadius, and Freeradius-mysql is a
database extension for FreeRadius.

Configure FreeRadius Server
The FreeRadius server configuration file is installed in the /etc./raddb directory. There
are four configuration files: radiused.conf, clients.conf, user and sql.conf, radiusd.conf
is the core configuration file of FreeRadius, which contains the basic information of the
server, the environment variables of the configurationfile and logfile, the configuration of
the module used for authentication and accounting, clients.conf is a client configuration
file that stores authentication information about RADIUS clients. Use the VI editor to
modify the client configuration file and add RADIUS clients to the server.

Configure FreeRadius Client
NAS (Network Access Server) is regarded as the client of RADIUS, it accepts user
names and passwords submitted by users, then sends them to the RADIUS server for
authentication [3]. On the corresponding NAS device, enter the AAA authentication
interface, set the RADIUS service group, the address and port of the accounting server,
and the loopback interface as the sending source interface.
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Start Radius Service
Execute radius-X for the first boot, when “Ready to process requests” appears at the end
of the code, it indicates a successful startup.

3.2 Configuring MySQL Database

In the LAMP environment above, MySQL service has been deployed and started [7],
and then the FreeRadius database is configured.

Import DatabaseTables
Log into the database, enter the password of the administrator account root, create a
database named radius, assign authorization to the user radius, and exit the database.

Relog into the database, modify environment variables, import SQL databases, and
run the following command:

Check Database Tables
After the import is complete, open the radius database, run the use radius command,
and then show tables to view all tables in the radius database. The schema.sql database
contains user authentication-related data tables [13]: radcheck (user check information
table), radreply (user reply information table), radusergroup (user and group relationship
table), redacct (accounting information table), and so on. Among them, raddact records
the billing information of users and contains rich attributes in Table 1, which provides
basic data support for subsequent collection and analysis.

Use SQL Language to query a single user and confirm that the server has collected
user authentication data, such as the user internet access NASIP, NAS PORTID, billing
start and end time, and gateway MAC.
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At this point, the FreeRadius server has been set up, and the server can read the
user authentication data on the client NAS device. However, FreeRadius does not have a
WEBmanagement interface, and it still needs to use the command line for maintenance,
which is relatively complicated. Considering the convenience of network engineers, it
is better to use the WEB interface for management.

4 DaloRadius Management

DaloRadius is an open-source third-party RADIUS WEB management tool with a
graphical interface. It features user management, graphical reports, accounting, and
authentication.

1) Download and decompress the DaloRadius source code, move the folder to the work-
ing directory of the ApacheWeb server, install the daloradius0.9–9 compressed pack-
age, decompress daloradius-0.9–9.tar.gz, and overwrite the daloradius source code
[12].

2) Set all files in the DaloRadius folder to be owned by the apache group and apache
users, and set the permission of the daloraidus.conf.php file to rw-r--r--.

3) Create a DaloRadius data object in MySQL, import fr2-mysql-daloradius-and-
freeradius.sql and daloradius.sql into the radius database [12], and modify the
DaloRadius configuration. Set the sql connection with FreeRadius.

4) Set the connectionmode of the daloradius database: Change the CONFIG_DB_PASS
password in line 33 of the daloradius.conf.php file, save the password, and restart the
httpd service.

5) Open a browser to http://10.35.133.150/daloradius, and enter DaloRadius interface,
the default login user name and password are the administrator and the radius. The
DaloRadius interface displays online user account information and supports CSV
report export, which is simple, intuitive, and easy to operate.

http://10.35.133.150/daloradius
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5 Application Evaluation

The RADIUS database stores AAA information of the user, and the DaloRadius export
report contains general attributes of the user, including Username,User IP Address,User
MAC Address, Start Time, Total Time and NAS IP Address. These basic data pro-
vide accurate and reliable support for the analysis and exploration of home networking
environment and user internet habits [11].

Scenario 1: The STB is not Directly Connected
To relieve the pressure of traditional unicast TV technology on servers, ISPs introduce
more flexible and interactive multicast TV, and program resources can be pulled to the
local server to achievemulticast data interaction. Themore users, themore advantages of
multicast technology [9]. Becausemulticastmode uses specialized channels, it is isolated
from network data. The STB must be connected to the gateway’s LAN port to obtain
independent channel bandwidth.When a home user connects STB to the LAN port of the
home gateway to watch TV, the MAC address numbers of each LAN port of the gateway
are usually continuous, and the probe in STB can collect the information of the connected
device,make a correlation comparison between theMACof the connected device of STB
and theMAC of the LAN port of the home gateway, and process the data with PYTHON,
lambda x:str(x[0:-1]) compares the MAC digits of the both [17]. If they are consistent,
it is considered that the STB is directly connected to the gateway; otherwise, it is not
directly connected. Then, the maintenance staff will optimize user home networking
and directly connect the STB to the LAN port of the gateway, thereby improving the
user experience [16]. About 450 new TV subscribers are installed everyday, as shown
in Fig. 5, since the implementation of this method in March this year, the proportion of
newly installed TV direct connections increased from 81.29% to 90.23% daily, and the
proportion of total user direct connections increased by 2.36PP.

Fig. 5. STB Direct Connection Rate

Scenario 2: Router Quality Identification
At present, the common household router brands and types on themarket are uneven, and
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the data forwarding capability and signal strength of various routers are different, and
there are often disconnected or hung, which has become an important factor affecting
the quality of indoor internet access [8]. DaloRadius reports the time for users to dial
up and down each time, analyzes the parameter information of the router connected
to the gateway for the user who dials frequently within a specified time, and classifies
the router manufacturer and type, then puts them into the database of suspected poor-
quality routers [15] as shown in Fig. 6. For userswho use similarmanufacturers and types
of routers, it is actively recommended that users buy intelligent network equipment or
replace high-quality routers. From a passive response to an active solution, ISPs innovate
the maintenance method, accelerate the problem rectification and repair the perception
of users further.

Fig. 6. Poor-quality Router Classification

We analyzed 82,000 user routers in a certain area, and 424 users were frequently
online and offline. After taking some user samples and replacing them with high-quality
routers, a lot of user network performances are significantly improved, and the effect of
network quality improvement is shown in Fig. 7.

Fig. 7. Network Quality Improvement
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6 Conclusion and Future Work

Using FreeRadius to build an authentication platform is a common practice in the
industry. This scheme is closely related to daily production work, we use the RADIUS
attributes collected by the RADIUS server to explore and practice the optimization of the
home broadband network and have achieved certain results. At the same time, it meets
the requirements of network engineers to simplify RADIUS management. In addition,
DaloRadius reports can output data such as online and offline time points, upstream and
downstream traffic of users each time they log in. We still have a lot to explore in future
work with DaloRadius report data. For example, predicting the off-network trend of low-
active users, upgrading high-value potential customers, and monitoring user abnormal
traffic.
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Abstract. As a method of multi-agent system cooperation, multi-agent
communication can help agents negotiate and adjust behavior decisions
by exchanging information such as observation, intention, or experience
during operation, improve the overall learning performance, and achieve
their learning objectives. However, there are still some challenging prob-
lems in multi-agent communication. With the expansion of the multi-
agent system scale, the global complete massive information will bring
great resource overhead, and the introduction of redundant communica-
tion will lead to the difficulty of agent policy convergence, and affect the
joint action and target completion. In addition, predefined communica-
tion structures have potential cooperation limitations in dynamic envi-
ronments. In this paper, we introduce a dynamic communication model
based on the graph convolution neural network called DCGN. Empiri-
cally, we show that DCGN can better cope with the dynamic update of
tasks in the process of helping agents complete task information inter-
action, and can formulate more coordinated strategies than the existing
methods.

Keywords: multi-agent reinforcement learning · multi-agent
communication · graph neural convolution

1 Introduction

Reinforcement Learning (RL) is an important method in the domain of Machine
Learning [1]. RL is an optimal behavior strategy learning method with environ-
mental feedback as the input target. Evaluate the action and modify the strategy
based on the reward. During this interaction, the agent learns strategies to max-
imize the return or achieve the goal. As the number of agents increases, RL
evolves into Multi-Agent Reinforcement Learning (MARL). The environment in
a MARL scenario is complex, and dynamic, and in general, agents cannot col-
lect global information, they only perform tasks in their own subspace [2]. These
characteristics make the learning process very difficult. In MARL, agents need
to be related to each other to complete tasks without being completely knowl-
edgeable in the environment. They can cooperate, compete with each other, or
both cooperate and compete with each other simultaneously.
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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Fig. 1. Agents with limited local observation expand their receptive domain through
communication.

Multi-agent cooperation is a very important research field, through the
research of intelligent agent cooperation, we can solve many problems in real-
ity. At present, the methods to promote multi-agent cooperation can be roughly
divided into the following categories: 1) The multi-agent system is regarded as
a whole. This kind of method is based on the perspective of a single agent,
but it has the problem of dimension explosion and is not efficient. 2) Design of
learning framework. This type of work is intended to explore a feasible learning
framework to integrate existing RL technologies into multi-agent environments.
3) Communication between agents. That is, agents coordinate their strategies
by sending and receiving abstract communication information to analyze the
situation of other agents in the environment. Compared with other approaches,
communication-based approaches are easier to implement and can be indepen-
dent of centralized learning styles, preferring real-world systems and accomplish-
ing collaborative tasks when the environment is partially observable [3], as shown
in Fig. 1.

There are three effective ways for multi-agent communication to promote
cooperation: 1) Multi-agent communication based on the gate mechanism. Infor-
mation vectors from other agents can be taken as part of their own input, and
these vectors contain some communication content that can be learned syn-
chronously with gradient descent and pass information between agents [4]. 2)
Multi-agent communication based on attention mechanism. This type of app-
roach allows each agent to actively choose which agents to send messages to
through the attention mechanism [10]. 3) Multi-agent communication based on
graph neural network. Such methods focus on modeling the relationships between
agents and learning cooperation using the underlying features generated by the
graph convolution layer from the increasing acceptance domain [13]. However,
these methods do not solve both the problem of reducing communication redun-
dancy and the problem of adaptive multi-agent systems to dynamic environ-
ments.
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Effective communication can enhance the cooperation among agents and ulti-
mately improve the quality of multi-agent reinforcement learning strategies [4].
In this paper, our research presents the following challenges:

1. Efficient communication in MADRL scenarios. With the expansion
of the multi-agent scale, global complete mass information will bring great
resource overhead. In addition, the introduction of redundant communication
will lead to the difficulty of agent strategy convergence, and inaccurate or
wrong information will interfere with the agent’s behavior and affect the joint
action and goal completion.

2. Potential cooperation limitations of predefined communication
structures in dynamic environments. The multi-agent environment is
highly dynamic and the strategies of other agents change at run time. Whether
agents need to communicate, which agents to communicate with, what kind of
information to communicate, and how to effectively utilize information from
other agents are all problems that need to be analyzed and solved [5].

According to these problems, this work introduces a Dynamic Communi-
cation based on Graph Neural Network (DCGN) based on graph convo-
lution. First of all, DCGN proposes an agent relationship-building module for a
dynamic environment to help agents build a decentralized self-organizing com-
munication topology based on situation and task space. The model can better
depict the relationship between agents and the influence of individual situation
changes on information interaction. Secondly, we expand the action space of the
agent, and the agent decides whether the agent needs to communicate when
acting, to guide the next action. Finally, the time relationship regularization
module is used to strengthen the consistency of the attention matrix between
actions, which helps stable cooperation in the growth period of the intelligent
body. The main contributions are as follows:

1. We introduce a Dynamic Communication based on Graph Neural Net-
work (DCGN) based on graph convolution, which establishes the correlation
between agent interaction and topology in a dynamic environment at all times
so that agents can learn communication strategies together. Graph convolu-
tion communication helps agents expand their perceptive domain and improve
the quality of strategies. At the same time, the empirical replay neural net-
work is used to reduce the number of interactions with the environment and
efficiently utilize the diversified training data.

2. We expand the action space of the agent and take communication as a kind
of action of the agent itself, so that the agent can decide whether to com-
municate independently. The action of agents deciding whether to communi-
cate is associated with the communication topology of a multi-agent system.
The communication structure of the agent will change dynamically with the
change in the agent’s behavior and environment.

3. We have experimentally proved that DCGN can better cope with dynamic
updating of tasks and help real-time decision-making in the process of help-
ing agents complete task information interaction, and has strong adaptability
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and practicability in the field of complex agent network communication. Com-
pared to the advanced baseline approach, the DCGN increased rewards by
160% and reduced communication volume by 57%.

2 Related Works

In this section, we introduce the existing mainstream multi-agent reinforcement
learning methods for multi-agent communication. From the perspective of meth-
ods, they can be roughly divided into algorithms based on gate mechanism,
algorithms based on attention mechanism, and algorithms based on graph neu-
ral network.

2.1 Multi-agent Communication Based on Gate Mechanism

The function of the gate mechanism is to enable the agent to receive vectors
from other agents as part of the input. These vectors contain some communi-
cation content, which can learn synchronously with the gradient descent, and
transfer information between agents. Sukhbaatar et al. [6] designed a classic
communication network called CommNet, which averages all the agent states at
the previous moment and aggregates them with the agent states at the current
moment through LSTM to predict the action. Jiang et al. [4] proposed ATOC
reduce useless communication and improve the communication mode between
agents to improve communication efficiency. Singh et al. introduce the IC3Net
[8], which also aims to reduce useless communication and can control whether
the agent needs information from other agents. Hu et al. [15] introduced ETC-
Net, which is superior to other methods in reducing bandwidth usage and still
preserves the cooperative performance of multi-agent systems to a maximum
extent. Ding et al. [16] designed I2C to standardize agent strategies to bet-
ter utilize communication information and improve the performance of various
multi-agent collaboration scenarios.

2.2 Multi-agent Communication Based on Attention Mechanism

Attention mechanism as a screening and decision mechanism, is used to decide
who to communicate with and how to effectively aggregate hidden information.
Vain et al. [9] introduced the attention mechanism to calculate the attention vec-
tor of each agent’s output communication information. It uses the multi-head
attention mechanism to realize the sum of the weight contributions of other
agents from different perspectives. Das et al. introduced TarMAC [10] which
not only solves the problem of when to communicate but also the problem
of who to communicate with. At the same time, it uses an attention mecha-
nism to aggregate information. Liu et al. [17] proposed a new game abstraction
mechanism based on two-stage attention networks called G2ANET, which can
indicate whether there is interaction and the importance of interaction between
two agents. Malysheva et al. [18] proposed a novel approach, called MAGnet, to
multi-agent reinforcement learning that utilizes a relevance graph representation
of the environment obtained by a self-attention mechanism.
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2.3 Multi-agent Communication Based on Graph Neural Network

The communication model based on a graph neural network focuses on mod-
eling the relationship between agents and uses the potential features generated
by the graph convolution layer from the increasing acceptance domain to learn
cooperation. As a method of establishing communication topology, a graph Neu-
ral Network is more suitable for this information propagation environment in
dynamic node communication, for complex interaction and communication cap-
ture [11]. Jiang et al. [12] introduced a model called DGN, which is based on
a graph network and uses multi-head dot product attention as a convolution
kernel to calculate the interaction between agents [13]. Yuan et al. [14] pro-
posed that GraphComm can provide explicit relationships through some knowl-
edge background, to better model the relationship between agents. Liu et al.
[17] introduced GA-COMM and GA-AC to simplify the learning process while
achieving better asymptotic performance. Kim et al. [19] proposed a framework
called SchedNet, in which agents learn how to arrange themselves, how to encode
messages, and how to select operations based on received messages. Niu et al.
[20] proposed MAGIC, setting up a schedule to decide when to communicate
and with whom, and using graph attention networks with dynamic graphs to
process communication signals.

The methods mentioned above either focus on reducing communication
redundancy or focus on decentralization to achieve distributed communication,
without balancing the two. Moreover, a fixed communication structure is not con-
ducive to the construction of cooperative relationships between agents. There-
fore, we introduce a Dynamic Graph Neural Network (DCGN), which comes
from the adaptive response to the change of environment, and the agent itself
decides whether to communicate.

3 Problem Formulation

In this section, we model the multi-agent communication decision-making prob-
lem. First, we give the communication topology diagram and the definition of
the multi-agent communication decision. Then we define the environment of the
multi-agent system, which is represented by tuple M , and we summarize what
each element represents.

3.1 Communication Topology

We use communication topology to represent communication relationships
between agents. The communication between agents can be established by
default. For a given agent collection V = {v1, v2, v3, . . . , vn}, where n repre-
sents the number of agents. We define E = {(vi, vj , w) | vi, vj ∈ V,w > 0} to
be the set of edges with weights, where w is the weight. The communication
topology graph can be divided into directed or undirected graphs according to
whether there is the direction of edge eij , and can be divided into powerless or
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weighted graphs according to weight, which can be expressed as resource cost
or distance. The communication topology graph G = (V,E) is constructed, and
the adjacency matrix is represented by C = (eij)n×n. For (vi, vi, w) ∈ E the
formulaic representation of eij is as follows:

eij =

{
1, if vi chooses communication
0, otherwise

. (1)

3.2 Multi-agent Communication Decision

We hope that the agent can independently decide whether to communicate, so
we define the multi-agent communication decision.

In the environment, at each time step t, the agent selects an action at ∈ A
from its own action set, and the action space is A = {a1, a2, . . . , aK}. At the
same time, the agent has its local observation ot ∈ O and the current state
st ∈ S. In addition, the agent will also receive a reward rt ∈ R to mark the good
or bad actions it has taken in the environment. Often, the reward depends on
the entire preceding sequence of actions and observations. Feedback about an
action may only be received after thousands of time steps have passed. The most
important thing is to consider the communication strategy Cφ = f(S,O,R,C),
which is determined by their states, observations, rewards, and the communi-
cation topology adjacency matrix between multiple agents. The subscript φ is
used to distinguish from adjacency matrix C. Of course, these are not necessary
and can be extended, even to add the relevant information of other agents at
the last moment.

3.3 Problem Define and Example

According to the limited observation of each communication agent, we for-
mulate the multi-agent communication decision-making problem as a Partially
Observable Markov Decision Process (POMDP). In particular, we define a tuple
M = (N,S,A, P,R,O,C) to represent a multi-agent communication system,
respectively representing the number of agents, agent state space, agent action
space, transition probability functions, reward functions, partially observations
space and agent system adjacency matrix. Take the Schedule environment in
the later experimental section as an example, which is an environment in which
agents need to reach the task point to finish the tasks, and the movement of
agents will have costs. The meanings of each element are as follows:
Agent: We assume that every agent is homogeneous, that is, has the same
communication distance, observation distance, state space, and action space. In
Schedule, the number of agents is N = 5.
State Space S: In Schedule, the state space is the location of the agent, and
the next state is determined by the agent’s action and probability function. The
probability function depends on the environment.
Action Space A: We consider discrete action, the action set Ai of each agent is
a finite set and contains the action extension of whether or not to communicate.
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Fig. 2. The framework of communication autonomous decision making model DCGN.

In the Schedule, the action space of the agent is up, down, left, right, stay, and
whether to communicate.
Reward R: The reward of the agent is related to the state and behavior of the
agent. In the Schedule, each move loses a reward worth 1, while completing the
task earns a reward worth 50.
Partially observation space O: The observation of each agent is limited, and
it cannot observe the global information. For example, in the experimental part
below, the observation of the agent is a 3 × 3 matrix, while the communication
range is a 5 × 5 matrix. Agents can expand their receptive domain through
communication.

4 The Proposed Method

In this section, we introduce the implementation of Dynamic Communication
based on Graph Neural Network (DCGN). First, we provide an overview of the
whole model. Then, we introduce the three modules of DCGN in detail.

4.1 The Overview of DCGN

The framework of DCGN is shown in Fig. 2. The DCGN mainly consists of three
modules, which are illustrated below.

1. Agent Relationship Building Module (ARM): The function of this module is
to divide the communication group according to the communication distance
of the agent. The topology matrix represents the communication relationship
of the agent.

2. Graph Communication Enhancement Module (GCM): The function of this
module is to integrate information, extract potential features, and abstract
the representation of the relationship between agents.

3. Time Relationship Regularization Module (TRM): The function of this mod-
ule is to help agents form long-term consistent action strategies in a highly
dynamic environment with a large number of mobile agents.

4.2 Agent Relationship Building Module

In the real environment, agents have a communication distance limit. We encour-
age agents to generate a decentralized self-organizing communication topology,
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which is more suitable for a dynamic environment. Agents within the communi-
cation distance can communicate with each other and become a communication
group. When multiple groups select an agent at the same time, the agent acts as
a bridge between different communication groups, allowing information to flow
between different groups.

Gi
t = {vi, vj | dij < rc, j ∈ N−i} , (2)

where Gi
t is the group with agent vi as the center at moment t, vi is the ith agent,

dij is the distance between agent vi and vj , rc is the communication distance.
At the same time, the adjacency matrix C of the communication topology graph
can be obtained, as shown in Eq. (1). When we consider whether the agent has
communication behavior, the communication topology of the system is a directed
graph; when we do not consider the communication behavior of the agent, the
communication topology of the system is an undirected graph. We consider a
directed graph, if edge eij between agent vi and vj is eij = 1 and eji = 0, then
we say that the agent vi only sends but does not receive information, other cases
are similar.

4.3 Graph Communication Enhancement Module

The graph communication enhancement network module combines the features
of a graph neural network, convolution kernel, and multi-head attention mecha-
nism. By stacking more convolutional layers, the receptive domain of the agent
gradually grows and more information can be collected, so the scope of cooper-
ation can also increase. That is, the agent vi can directly obtain the potential
feature vector from the encoder of the one-hop node through a convolutional
layer. By superimposing two layers, the agent can obtain the output of the first
convolution layer of the single-hop node, which contains the information of the
two-hop node.

In this module, the multi-head attention mechanism is used to build the
hierarchical graph convolutional network, and multi-head dot product attention
is used as the convolution kernel to calculate the interaction between agents, and
each agent is regarded as an entity. For each agent vi, there is a set of agents N
in the local region. The input characteristics of each entity are projected onto
the query, key, and value representations by each independent attention head.
For agent observation ot

i, MLP is used to encode it to generate low-dimensional
feature vectors:

ht
i = MLP

(
ot

i

)
(3)

For attention head m, the relation between vi, vj ∈ Ni is calculated as:

αm
ij =

exp
(
β · Wm

q hi · (Wm
k hj)

T
)

∑
ε∈Ni

exp
(
β · Wm

q hi · (Wm
k hε)

T
) , (4)

where β is a scaling factor, Wm
q hi,W

m
k hj is parameter matrix. exp indicates

exponential calculation. Ni indicates the neighbor of agent vi. For each attention
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head, the value representations of all input features are weighted and added by
relation. Then, the output of m attention heads of the agent vi are connected
in series and fed into the nonlinear single-layer MLP with ReLU to obtain the
output of the convolutional layer:

h′
i = σ

⎛
⎝Concat

⎡
⎣ ∑

j∈Ni

αm
ij Wm

v hj ,∀m ∈ M

⎤
⎦

⎞
⎠ . (5)

The multi-head attention mechanism makes the relation kernel indepen-
dent of the order of the input feature vectors and allows the relation kernel
to jointly focus on different representation subspaces. More attention heads give
more relational representations, making training more stable in experience. By
using multiple convolutional layers, higher-order relational representations can
be extracted and the interactions between agents can be captured effectively,
which greatly helps cooperative decision-making.

4.4 Time Relationship Regularization Module

we adopt the paradigm of centralized training and distributed execution. In the
training process, according to the empirical replay mechanism, in each time step,
we store tuple (O,A,O′, R,C) in the replay buffer B, where the observation set
O = {o1, o2, . . . , on}, action setA = {a1, a2, . . . , an}, the observation after action
O′ = {o′

1, o
′
2, . . . , o

′
n}, a reward set R = {r1, r2, . . . , rn}, the communication

topology adjacency matrix C = {C1, C2, . . . , Cn}. For simplicity, let’s omit the
time expression t. Then, small batch samples of S are randomly selected from B
to minimize the loss. Let Mk (Oi; θ) represent the attention weight distribution
represented by the relation of agent vi in the convolution layer k, then:

L(θ) = 1
S

∑
S

1
N

N∑
i=1

(
(yi − Q (Oi, ai; θ))

2

+ αDKL

(
Mk (Oi; θ) ‖zi

)
,

(6)

yi = ri + β maxQ (O′
i, a

′
i; θ

′) , (7)

where zi = Mk (O′
i; θ), α is the regularization loss coefficient, DKL is the KL

divergence, the model is parameterized by θ. S is the state space of the agent.
The discount factor has less influence on the state return value of the recent time
and thus has more influence on the decision result so that the learning process is
more stable. The target network is updated through θ′ = βθ+(1−β)θ′. During
the calculation of loss in training, the communication adjacency matrix C is
kept unchanged for two consecutive time steps. The loss gradient of all agents is
accumulated to update the parameters. Each agent minimizes not only its own
loss, but also the loss of other agents that it cooperates with. In the execution
process, each agent only needs to obtain information from its neighbor agent
through communication. The model is easy to scale and suitable for large-scale
multi-agent deep reinforcement learning.
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Regularization of time relationship helps agents to form long-term consistent
action strategies in highly dynamic environments with a large number of mobile
agents. This will further help agents form cooperative behavior, since many coop-
erative tasks require long-term, consistent actions of cooperative intelligence to
obtain the ultimate reward. We will further analyze this point in the experiment.
We use the deep Q network to simulate the expected state and actions taken
by the agents under the strategy, and the residual network structure similar to
DenseNet is adopted. For each agent, the features of all the previous layers are
connected in series and input into the Q network, so that the observation rep-
resentation and feature set from different receiving domains are reused. These
observations and characteristics contribute differently to the consideration of
strategies for cooperation at different scales. The interaction between agents can
be better considered through residuals. From the point of view of individual
agents, each agent receives the observations and intentions encoded by nearby
agents, which makes the environment more stable.

5 Evaluation

For the experiment, two purely collaborative grid world agent environments,
Schedule and Surviving, were used to validate the functionality of the methodol-
ogy i.e., DCGN and baseline. Agents’ rewards, communication volume, the num-
ber of steps, the number of deaths, and the number of communication agents are
evaluated to explore the utility of autonomous communication from baseline. At
the same time, we set up an ablation experiment to explore the role of TRM
in our model. Finally, we explore the resource overhead in the experiment and
confirm that our model can reduce the redundancy of communication.

5.1 Settings

To further simplify the problem, we use discrete action spaces that allow agents
to advance or stay up, down, left, and right. In the environment, each agent cor-
responds to a grid and has a local view of a square view. There are an indefinite
number of agents in the environment, and each agent corresponds to a grid. Each
grid has a box representing the position of the agent, and the square view of a
given observation distance represents the observation range of the agent, and
the square view of the same given communication distance represents the com-
munication range of the agent. Only agents within the communication range of
the agent are allowed to communicate with each other. Each task or destination
occupies a cell in the grid.

We take a 20× 20 square network environment. With the agent as the center,
the observation range is 3× 3 grids. The agent can communicate with neighbor-
ing agents in the square area through a grid at a certain distance. The specific
environment runs 4,000 rounds, every 20 rounds as a time step to save the results.
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Fig. 3. The two environments used in the experiment, Schedule and Surviving.

Schedule environment is designed to test agents to perform reasonable task
allocation through cooperation in a short period to complete tasks more effi-
ciently, as shown in Fig. 3(a). A task period is 100 steps. The number of tasks is
twice the number of agents and is randomly allocated in the environment. The
agent loses 1 bonus for each move and gets 50 bonuses for completing the task.
This is designed to make punishment and reward more immediate, as the agent
must reasonably assign tasks to the nearest target point in a short time. Discrete
actions of agents include moving and performing tasks, and communication can
also be a part of the action space.

Surviving environment is designed to test the cooperation of agents in
long-term tasks in a dynamic environment, as shown in Fig. 3(b). A task period
is 500 steps. Agents start at 20 health and lose 1 health per step. The amount of
food is kept at 100. The agent eating food will increase health and gain 10 health
points. If the agent’s health reaches 0, it deducts a reward worth 2, and if the
agent’s health does not reach 0, it gains a reward worth 5. The minimum health
of the agent is 0. The agent needs food as soon as possible to survive. Similarly,
the discrete actions of the agent include moving and eating, and communication
can also be a part of the action space. During each time step, each agent can
move to one of four adjacent grids or eat food at its location. Therefore, the
agent must eat hard to maintain health and make the whole body gain high
rewards. Once the agent eats the food, it completes the task.

5.2 Baselines

In this section, four baselines are used to illustrate the algorithm’s solving effect
in the fully cooperative scenario, which aims at a large amount of resource over-
head caused by inter-agent communication, information redundancy caused by
communication and incoherence between communication and behavior decisions,
and is explained as follows:
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1. DQN: Compared to Q-learning, DQN has a memory bank for learning pre-
vious experiences. In the implementation of this paper, all agents share the
same DQN network.

2. CommNet [6]: The network realizes the definition of the communication
process between agents through training, carries out the range of information
interaction in each layer of the network, and the input and output between
each layer can form an iterative relationship.

3. IC3Net [8]: IC3Net uses LSTM as the policy network. The communication
objects between agents are not considered.

4. DGN [12]: DGN is an algorithm based on Q-learning. No judgment is made
on whether the agent communicates.

5. DCGN-KL: The DCGN of the time relationship regularization module was
removed to participate in the ablation experiment to demonstrate the effec-
tiveness of the module.

5.3 Metrics

1. Reward: The average reward can reflect the reward obtained by the whole
agent system and reflect the utility of the model from the side.

2. Communication Volume: The average communication volume is calcu-
lated according to the degree of the vertex of the communication topology
graph and is a measurement standard of the communication volume in the
agent system.

3. The number of Finished tasks: The average number of tasks completed
by each agent in the agent system.

4. The number of steps: The average number of steps taken to complete the
task reflects the efficiency of the agent to complete the task.

5. The number of deaths: The average number of deaths of agents per episode
in a Surviving environment.

6. The number of communication agents: The average number of agents
selected to communicate in each episode in both environments.

Through these metrics, we can see the situation of agents and cooperation,
whether the communication is redundant, and better analyze the performance
of the algorithm.

5.4 Results

Results on Autonomous Communication. In the Schedule environment,
it can be seen from the data results in Fig. 4(a), Fig. 4(b), and Table 1 that:
DCGN has the best performance in the index of the number of finished tasks
and requires the least number of steps. According to this, we can see that: (1)
Sharing state or communication can improve task performance in multi-agent
reinforcement learning; (2) It is beneficial to the communication relationship
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Table 1. Schedule results.

DQN CommNet IC3Net DGN DCGN-KL DCGN

Reward −26.13 −24.15 −17.39 −9.50 −8.25 −0.86
Communication Volume 0 200 134 430 144 110
# Finished Tasks 1.5 1.6 1.6 1.6 1.6 1.7
# steps 71 68 66 72 74 64
# Communication agents 0 100 56 100 34 30

Table 2. Surviving results.

DQN CommNet IC3Net DGN DCGN-KL DCGN

Reward −536.7 −783.7 −471 −317 −20 190
Communication Volume 0.0 1000.0 814.0 1826 970 770
# Finished Tasks 3.76 0.7 4.8 6.9 10.3 14.2
# deaths 433 469 442 400 364 330
# Communication agent 0 100 62 100 40 36

modeling and communication pruning of agents. It also shows that DCGN has
better adaptability to dynamic environments and can reach cooperation in a
short time.

In the Surviving environment, it can be seen from the data in Fig. 5(a),
Fig. 5(b) and Table 2 that: DCGN had the best performance in reward and fin-
ished tasks metrics, and also had the lowest number of deaths. The result indi-
cates that: (1) the method DCGN can form and maintain cooperation despite
long-term dynamic change; (2) It is beneficial to give the agent the autonomy
to decide whether to communicate or not, which can bring better results than
the method of using decision modules. So. It is effective for DCGN to con-
struct the autonomous communication network and make communication deci-
sions through the agent, which can help the agent better choose whether to
communicate or not and the communication object.

Fig. 4. Experimental results of Schedule environment. (a) Mean Reward. (b) Mean
Volume. (c) Variant Mean Reward. (d) Variant Mean Volume



Autonomous Communication Decision Making 309

Ablation Experiment. The DCGN-KL we set is the DCGN that removes
the time relation regularization module. Experimental results in the two envi-
ronments show that the effect of the method of the time relation regularization
module is slightly decreased, indicating that the time relation regularization
module we proposed can help the cooperation between agents to maintain sta-
bility and consistency in a short time.

Fig. 5. Experimental results of Surviving environment. (a) Mean Reward. (b) Mean
Volume. (c) Variant Mean Reward. (d) Variant Mean Volume

Resource Overhead. In terms of the communication volume index, the com-
munication volume of DCGN is the smallest, followed by I3CNet, and the com-
munication volume of DGN is the largest. We can conclude that: (1) In the case
of communication, communication redundancy exists, that is, in some cases,
more communication is not better; (2) In the case of universal communication,
the methods of star topology use less communication, because they synthesize
the state of all agents into a vector to calculate; (3) The method DCGN, can
reduce the communication and improve the experimental results. (4) In the pro-
cess of task execution, the number of agents selected for communication under
the DCGN method is about half. Therefore, the autonomous decision-making
communication of the agent can significantly reduce the communication. More-
over, compared with the single decision-making module, the method proposed
is more robust to the communication cost, faster convergence, and more stable
performance. The model can complete the task well on the basis of reducing
the communication volume, autonomous communication brings more variable
and simplified communication topology, information flow is more efficient, and
redundant information is significantly reduced.

Agent Relationship Construction. Due to the judgment of whether agents
communicate or not, the model does not receive or send data when all agents
choose not to communicate, and there are three other variants correspondingly:
When no communication is selected, the agent receives data but does not send
data DCGN-R, sends data but does not receive data DCGN-S, and neither
sends nor receives data DCGN-SR. As shown in Fig. 4(c), Fig. 4(d), Fig. 5(c)
and Fig. 5(d), the results show that the complete effect of DCGN is improved
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compared with other variants, the reward is increased by 100% on average, and
the overall training process is more stable. There is not much difference between
DCGN-S, DCGN-R, and DCGN-SR. It can be concluded that when making a
communication decision, the agent will measure the influence of others’ infor-
mation on itself, and the cooperation performance will be affected if the agent
neither sends nor receives data.

6 Conclusion

In this work, we propose a dynamic communication model (DCGN) based on
graph convolution to solve the potential cooperation limitations and adaptive
problems of predefined communication structures in dynamic environments.
Firstly, DCGN forms a communication topology diagram based on the situa-
tion and task space through the agent relationship building module, to better
depict the interaction between agents and the influence of individual situation
changes on information interaction. Secondly, the graph network communica-
tion enhancement module transforms the communication decision problem into
an information propagation problem in the graph and proposes a graph convolu-
tion mechanism with multi-dot product attention for information exchange and
aggregation among agents. Finally, the time relationship regularization module
is used to strengthen the consistency of the attention matrix between actions,
which helps stable cooperation in the growth period of the intelligent body. The
experimental results show that DCGN can better cope with the dynamic update
of tasks and help real-time decision-making in the process of helping agents com-
plete the task information interaction. The agents can develop more coordinated
and complex strategies than the existing methods. Moreover, it has strong adapt-
ability and practicability in the field of complex agent network communication.
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