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Abstract. Knowledge graphs play a crucial role in the medical field.
Most existing knowledge graphs are manually created by experts or
extracted from medical encyclopedias, resulting in the omission of valu-
able knowledge from medical clinical practice. Entities like diseases and
symptoms in medicine exist at different levels, but current knowledge
graphs fail to handle the induction and integration of this multi-scale
information effectively. In our study, we constructed a knowledge graph
that better aligns with real clinical data and effectively integrates multi-
scale medical information by performing data preparation, medical entity
extraction, negation handling, relation extraction, and graph cleaning.
The reliability and rationality of the knowledge graph have been verified
through subjective and objective assessments.
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1 Introduction

Knowledge graphs express and store a large number of knowledge elements such
as entities, concepts, properties, and relationships in a structured way, forming
a knowledge network with associative relationships. It is widely used in various
fields such as healthcare [9], military [8], and finance [2]. With the development of
neural networks, knowledge graphs can provide support for other deep learning
tasks more effectively [11] and can also expand the scale of knowledge graphs
through deep learning [16], by which research on knowledge graphs is receiving
more and more attention from researchers.

Unlike other fields, medical knowledge has stronger specialization and higher
complexity. As shown in Fig. 1, this complexity is reflected in the multi-scale
characteristics of various types of medical knowledge such as symptoms, diseases,
signs, and locations, for example, “high fever” and “low fever” are both finer-
scale symptoms of “fever”. In many tasks in the medical field, such as assisted
diagnosis, medical Q&A, and ICD coding, information at different scales plays
an important role in refining task results and improving method robustness.
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For example, in an intelligent assisted diagnosis task, if an intelligent diagnosis
system diagnoses a patient with “acute pharyngitis” as “acute upper respiratory
infection”, it may seem like an incorrect diagnosis. However, in reality, “acute
pharyngitis” is a subclass of “acute upper respiratory infection”, so such an error
may not be strictly considered a mistake. Perhaps if the patient provides more
detailed information at a finer scale, the model can correct the result to “acute
pharyngitis”. However, current medical knowledge graphs generally ignore the
multi-scale characteristics of medical knowledge and do not effectively integrate
the hierarchical relationships between multi-scale medical knowledge into the
knowledge graph.

In terms of knowledge storage, most knowledge graphs store knowledge in
the form of triples (head entity, relationship, tail entity). The medical knowl-
edge described by each triplet is absolutely relevant (it can be understood that
the confidence level of each triplet is 1). However, in clinical practice, diseases
are often not absolutely related to other medical entities. For a certain disease,
some symptoms may occur in almost all patients with the disease, while oth-
ers may only appear in some patients. Whether the symptom appears in the
patient will be affected by other symptoms and signs of the patient. In knowl-
edge graphs stored in triple form, the relationships between these symptoms and
diseases are often blurred into the deterministic relationship of “disease-related
symptoms”, ignoring the modeling of the degree of correlation between diseases
and symptoms, resulting in information loss.

For medical knowledge, many connections between medical entities exist
implicitly in clinical text data, rather than explicitly in the cognition of medical
experts or medical encyclopedias. Currently, some researchers are constructing
medical knowledge graphs based on electronic medical record data [5,6,12,18].
However, in the process of extracting knowledge, they overlook the negation
expressions in medical record texts. For a patient, the descriptions of “having a
fever” and “not having a fever” have completely different meanings. If the con-
tent related to negation words such as “no” and “deny” is not handled separately,
it will inevitably lead to errors in the information contained in the constructed
knowledge graph.

To address the shortcomings of current medical knowledge graphs, we have
constructed a knowledge graph that is more in line with real clinical data and
incorporates hierarchical relationships between multi-scale knowledge based on
electronic medical record data, using a combination of manual construction and
automatic construction. We have verified the reliability of the constructed knowl-
edge graph and the rationality of the graph construction method through subjec-
tive evaluation by medical experts and objective evaluation through experiments.

The main contributions of this article are as follows: 1. Believing that infor-
mation at different scales is crucial for various applications in the medical field,
we effectively organize and integrate the hierarchical relationships between med-
ical entities of different scales into the constructed knowledge graph. These enti-
ties with hierarchical relationships include diseases, symptoms, signs, and loca-
tions. 2. In the process of mining implicit connections between medical entities
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from electronic medical record data, this paper proposes a new method to model
the correlation degree between medical entities, which ensures the rationality and
reliability of the medical knowledge graph. 3. When mining the relationships
between medical entities through electronic medical record texts, we handle the
entities related to negation words in the medical record texts separately, fur-
ther improving the quality of the knowledge graph. This is a feature that other
related works do not possess.

The remaining parts of the article will be presented in the following order.
In Sect. 2, we will review related work on the construction of medical knowledge
graphs. Section 3 will introduce the methods used to construct the knowledge
graph in this article. Section 4 will describe how we evaluate the quality of the
constructed knowledge graph. Section 5 will provide a summary of the work done
in this article.

Abnormal body
temperature(fkig K %)

Hypothermia(%ig) Fever(#4) s Runny nose(#Bi#)

High fe =
igh fever(# ) Low fever(fE#) intermittent fever(jaafit k%)

Fig. 1. In the medical field, entities have multi-scale characteristics.

2 Related Work

With the advancement of technology in the field of knowledge graphs, the
construction of specialized and comprehensive medical knowledge graphs has
become a hot research topic. The construction of medical knowledge graphs is
driven by both medical knowledge resources from professional institutions or
open-source, such as UMLS [1] and SNOMED CT [3], and real world clinical
medical data.

There are some works constructing graphs based on co-occurrence relation-
ships between entities. Finlayson et al. [4]analyzed and merged medical terms
using over 20 million clinical medical data spanning over 19 years, constructing a
co-occurrence matrix of 1 million medical clinical concepts to quantify the rela-
tionships between medical terms. Some works focus on designing a knowledge
graph construction system for specific data, which are mainly based on rules. Lin
et al. [7] proposed the MEDLedge model, which employs a hierarchical segmen-
tation approach and a voting algorithm to extract entities and relationships from
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clinical data and construct a knowledge graph. Shi et al. [13] utilized data from
the Health Information System from Zhejiang, China, to propose a medical infor-
mation integration model that standardizes heterogeneous medical information
into a shareable and consistent format. Additionally, some constructed knowl-
edge bases are disease-centered, without relation exploitation between other
types of entities. Rotmensch et al. [10]extracted medical concepts from over
270 thousand patient records, utilizing probability models like Bayesian models
to automatically construct a knowledge graph that links diseases and symp-
toms, creating a high-quality knowledge base from medical records. Zhao et al.
[18] sampled 992 medical records, representing medical entities as nodes and
co-occurrence relationships as edges, to establish an EMR-based medical knowl-
edge network (EMKN). Furthermore, Zhao et al. [17] integrated EMKN with
Markov Random Fields (MRF) for general medical knowledge representation,
including five types of medical entities, and designed different energy functions
based on inference scenarios. Li et al. [6] constructed a knowledge graph from 16
million clinical records and comprehensively described the entire graph construc-
tion process. In contrast to traditional triplets, they proposed a new quadruplet
structure that leverages some attributes, including co-occurrence probability,
reliability, and specificity, to better express the relationship between entities.
However, their approach to constructing knowledge graphs only considers the
relationships between diseases and other types of medical entities, while neglect-
ing the interconnections between entities beyond diseases. Considering the large-
scale knowledge graph, Yu et al. [15] built the first large-scale publicly available
biomedical knowledge graph, containing millions of bilingual concepts and terms
and 7.3 million relation triplets, which are all generated algorithmically without
human participation.

To the best of our knowledge, there is no work that has taken advantage of
the multi-scale hierarchical relationships between entities in building a knowl-
edge graph based on electronic medical record texts. Additionally, most of them
only consider the correlation information between diseases and other types of
entities, while ignoring the correlation information between entities other than
diseases. Furthermore, no researchers have performed additional effective han-
dling of negative expressions in the process of constructing knowledge graphs
from electronic medical records, which greatly affects the quality of the knowl-
edge graphs.

3 Method

In this study, we comprehensively consider the professionalism of medical knowl-
edge and the authenticity of clinical knowledge. We determine the scale infor-
mation of medical entities based on expert experience and obtain the entity
relationships from medical records through automated methods. After five steps
including data preparation, medical entity extraction, negation handling, rela-
tionship extraction, and graph cleaning, we construct a high-quality multi-scale
medical knowledge graph. The overall construction process is shown in Fig. 2.



396 Y. Zhou et al.

Automated extraction .
Corelation-edges

Medical entity recognition Knowledge integration

Multi-scale medical

Multi-scale medical

Negation handling entities Graph cleaning knowledge graph

Expert annotation

Hierarchical-edges

Fig. 2. Framework of our method to build a multi-scale medical knowledge graph.

3.1 Data Preparation

We aimed to construct a knowledge graph focused on lung diseases with a hier-
archical structure. For these lung diseases, we sampled some medical records
from the electronic medical record database, ensuring the distribution of medical
records related to different diagnoses was as uniform as possible. These records
will be used for both the construction of a multi-scale medical knowledge graph
and as a dataset for subsequent validation of the quality of the knowledge graph.

Each medical record includes multiple sections such as “admission record”,
“initial course record”, “examination report”, and “discharge record”. Each
section contains multiple fields. To ensure comprehensive coverage of knowl-
edge, we will use a total of 7 sections including “admission record”, “examina-
tion report”, and “discharge record”, and 24 fields including “chief complaint”,
“present illness history”, and “main symptoms” for the construction of this
knowledge graph.

In addition to medical record data, the hierarchical relationships between dis-
eases, symptoms, signs, and locations are essential for constructing a multi-scale
medical knowledge graph. They organize the hierarchical information between
medical entities and establish connections between the information hierarchy
and diagnostic hierarchy. This hierarchical knowledge is annotated by medical
experts.

3.2 Medical Entity Extraction

After obtaining the medical records required to construct the knowledge graph,
we need to extract medical entities of different scales from the unstructured
medical record texts. In the medical record texts, there are medical entities such
as diseases, symptoms, signs, and medicine which are important for accurate
diagnosis. It is crucial to extract these entities effectively, accurately, and com-
prehensively for the high-quality construction of the knowledge graph.
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First, we remove irrelevant information such as symbols and stop words from
the medical record texts. Then we perform medical entity recognition. Regard-
ing the methods for entity recognition, we compared statistical-based recog-
nition methods with dictionary-based bidirectional maximum matching recog-
nition methods. It was observed that the statistical-based recognition method
tends to identify entities at a very rough level. Entities with finer granularity
often have longer text representations, and the statistical-based method often
recognizes a fine-grained entity as multiple coarse-grained entities. For instance,
the term “ANCA-associated vasculitis” is identified as three separate entities:
“ANCA”, “associated”, and “vasculitis”. “Chronic kidney disease stage 5" is
recognized as “chronic” and “kidney disease”. Obviously, this is very disad-
vantageous for constructing a medical knowledge graph with multiple scales of
information. In contrast, the dictionary-based bidirectional maximum matching
method effectively resolves this issue. Consequently, the dictionary-based bidi-
rectional maximum matching algorithm is employed in this study for extracting
medical entities.

3.3 Negation Handling

During the entity extraction process, we have observed a significant presence of
disease denials and negative symptoms in the medical records. For instance, in
the phrase “no fever symptoms, without vomiting”, both “fever” and “vomit-
ing” are negative symptoms. If these negative symptoms are not appropriately
addressed, they may be mistakenly identified as positive symptoms, leading to
confusion and compromising the quality of the knowledge graph.

To mitigate this issue, we employ text understanding techniques to identify
entities associated with disease denials and negative symptoms in the medical
records. Subsequently, we process these entities separately and incorporate the
negation semantic information into the knowledge graph.

3.4 Relation Extraction

Furthermore, we need to extract the relationships between entities from medical
records. Unlike conventional knowledge graphs that store entity relationships
using triplets, we calculate a weight for each possible triplet to measure its
confidence.

We refer to the graph construction method of TextGCN [14] and model the
medical record text as a disease document node. By calculating the TF-IDF
weights between the document node and various medical entities in the medical
record, we model the relevance between disease and non-disease entities. For the
relevance between non-disease medical entities in the medical record text, we
use PMI weights for modeling.

When calculating the weights between nodes in the knowledge graph, we take
into account that the number of medical records for each diagnosis varies and
the length of each medical record text is also different. Therefore, we consider
both factors and normalize the weights to a range between 0 and 1.
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In addition, for entities with hierarchical relationships in the hierarchy sys-
tem, considering that the weight reflects the relevance between two entities and
the hierarchical relationship is annotated by medical experts, we believe that
medical entities with hierarchical relationships have a strong correlation, so we
directly set their weight to 1.

3.5 Graph Cleaning

After completing the preliminary construction of the knowledge graph, there
remains a significant amount of redundant information that needs to be pro-
cessed. Whether it is introducing the relationship between disease and non-
disease entities through TF-IDF or introducing the relationship between non-
disease entities through PMI, a considerable amount of noise is introduced into
the constructed knowledge graph. The abundance of noise makes the connection
between different diseases relatively similar and difficult to distinguish.

Therefore, to enhance the diversity of connections between different diseases
in the graph, we undertake a cleaning process on the preliminary constructed
knowledge graph. Since the weights between entities directly reflect their rele-
vance, we establish thresholds for both PMI weights and TF-IDF weights. By
setting these thresholds, we delete edges with lower relevance, thereby further
improving the quality of the knowledge graph.

4 Knowledge Graph Quality Assessment

In order to validate our method, we selected 28 lung diseases that have hierar-
chical relationships with each other as the disease system within the knowledge
graph. We sampled a total of 4548 medical records with main diagnoses that
fall within the aforementioned 28 diseases from a large electronic medical record
database; and ensured that the distribution of medical records related to different
diagnoses was as uniform as possible. Based on the above process, we constructed
a multi-scale medical knowledge graph containing 21,950 entities and 1,540,375
edges, in which 3346 multi-scale entities are included, while the numbers of each
type of edge are illustrated in Table 1. The quality of this knowledge graph was
then verified through subjective and objective evaluations.

During the subjective evaluation, we primarily focused on two questions:
1. For sibling disease pairs, whether the differences reflected in the knowledge
graph support the differentiation of the two diseases? 2. For parent-child disease
pairs, whether there is consistency at the scale level between the hierarchy of
diseases and the hierarchy of related entities? In objective evaluation, we veri-
fied the quality of the constructed knowledge graph and the effectiveness of the
knowledge graph construction method through a disease classification task.

4.1 Subjective Assessment

After completing the construction of the knowledge graph, we conducted a
preliminary evaluation to assess the quality of the knowledge graph, verifying
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Table 1. Number of Different Types of Edges in our Knowledge Graph.

hierarchical edge | TF-IDF edge | PMI edge
3346 127403 1409626

whether the information reflected by different diseases in the knowledge graph
has discriminative significance. We selected some representative sibling disease
pairs and parent-child disease pairs from the disease tree, extracted disease sub-
graphs from the knowledge graph, compared the disease subgraphs, and counted
the discriminative entities between disease pairs. Medical experts then evalu-
ated the discriminative entities extracted from the knowledge graph to verify
whether they conform to the clinical significance of discrimination. Our method
for extracting discriminative entities is illustrated in Fig. 3.
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Fig. 3. This figure illustrates our method for extracting discriminative entities. The
thickness of the lines connecting diseases and their related entities represents the degree
of correlation between them. In two scenarios, the associated entities of a disease are
extracted as discriminative entities. 1) The entity is only associated with that disease
and not with its sibling diseases. 2) The degree of correlation between the entity and
the disease is much higher compared to its sibling diseases (shown as a significant
difference in line thickness in the figure).

When verifying the information difference between sibling disease pairs, we
took “obstructive pneumonia” and “bacterial pneumonia” as examples. We
sorted the discriminative entities reflected by these two diseases in the knowledge
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graph based on their weights. We found that in the knowledge graph, the dis-
criminative entities of “obstructive pneumonia” include “pulmonary squamous
cell carcinoma”, “malignant tumor immunotherapy”, “small cell lung cancer”,
etc., while the discriminative entities of “bacterial pneumonia” include “T lym-
phocyte subset”, “acid-fast staining”, “serum myoglobin”, etc. We asked doctors
to label these high-confidence discriminating entities extracted from the knowl-
edge graph. The results of the doctor’s labeling are shown in Table2. (where
v represents approval, X represents objection, * represents uncertainty), it is
evident that doctors also believe these entities have significant discriminatory
value for these two diseases in clinical practice. In addition, relevant medical
knowledge further demonstrates the reliability of the knowledge graph. Medi-
cal knowledge shows that the cause of bacterial pneumonia is bacterial infec-
tion, and common pathogens include Streptococcus pneumoniae, Haemophilus
influenzae, Staphylococcus aureus, etc.; while the cause of obstructive pneu-
monia is chronic obstructive pulmonary disease (COPD) and other respiratory
system diseases, leading to airway narrowing, gas exchange disorders, etc. We
observed that the discriminative entities of bacterial pneumonia primarily consist
of examination entities, while the discriminative entities of obstructive pneumo-
nia mainly include some obstructive lung diseases, which are consistent with the
clinical etiology of the two diseases. Therefore, we believe that the associated
entities of sibling diseases in the constructed knowledge graph have differential
information for discrimination.

Table 2. Discriminative Entities of Sibling Disease Pair(Bacterial Pneumonia and
Obstructive Pneumonia), in which v represents APPROVAL, X represents OBJEC-
TION, * represents UNCERTAINTY.

Disease Discriminative Entities from Knowledge Graph Expert
Annotation
T lymphocyte subpopulation (TikE4HAIEEE) v
acid-fast stain(PUERY) v
acute upper respiratory tract infection(EME FIFIGERE) | v
Bacterial Pneumonia absolute count (487 14L) *
(éEH‘]ﬁEHfﬁﬁé) serum myoglobin (MLVEMLLEH) v
vena epigastrica([ZEEFHIK) X
Serum troponin T(ILIEFHEAT) *
gram stain(FE=Zfh) v
squamous-cell lung cancer (i) v
Castleman disease(castlemany) v
aversion to cold with fever GEFELTA) *
Obstructive Pneumonia immunotherapy for malignant tumors (M G IEIT) v
(m%'rﬁﬁﬂi%) lung-distension (fifif) *
lung adenocarcinoma(fifii#fiE#) v
small cell lung cancer (/N ffuffiifE) v
liver puncture(fFIEZH]) X

In addition, we also observed the consistency of discriminative entities
between parent-child disease pairs, confirming the consistency of the scale level
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between superordinate and subordinate disease entities and other types of super-
ordinate and subordinate entities. We took the three diseases “respiratory tract
infection”, “acute upper respiratory tract infection” and “pulmonary infection”
as examples. “Acute upper respiratory tract infection” and “pulmonary infec-
tion” are both sub-disease nodes of “respiratory tract infection”. We found that
in the knowledge graph, “neck” is the discriminative entity for “respiratory tract
infection”, while the sub-entities “pharynx” and “tonsil” of “neck” are the dis-
criminative entities for “acute upper respiratory tract infection”. “Pain” and
“enlargement” are the discriminative entities for “respiratory tract infection”,
while the sub-entities “chest pain” and “enlarged cardiac silhouette” of “pain”
and “enlargement” are the discriminative entities for “pulmonary infection”.
Figure 4 shows the consistency of diseases and symptoms in terms of scale in the
knowledge graph. It can be seen that the constructed knowledge graph not only
reflects the differences in related entities between sibling diseases but also the
associated entities of parent-child diseases have consistency at the scale level,
which basically meets our expectations for the quality of the knowledge graph.

acute upper Discriminative
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Fig.4. For parent-child disease pairs (take “Respiratory Tract Infection”, “Acute
Upper Respiratory Tract Infection” and “Pulmonary Infection” as examples), there
is consistency at the scale level between the hierarchy of diseases and the hierarchy of
related entities.
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4.2 Objective Assessment

In order to further verify the quality of the constructed knowledge graph, we
designed a simple disease classification task. We used medical records as input,
extracted all medical entities from the records, and connected them to the knowl-
edge graph. Based on these entities, we extracted a subgraph from the knowledge
graph and directly classified it into 28 disease categories.

It is worth mentioning that in this validation task, we did not have any model
training process. For each subgraph of medical records, we set the node features
as 28 dimensions, with each dimension representing the TF-IDF weight value
of the node with respect to the 28 diseases. The PMI weights between nodes
in the subgraph were stored using an adjacency matrix. Then, we read out
each subgraph node into a 1*28 dimensional vector, and after applying softmax
operation, we unexpectedly achieved 44.0% accuracy in the 28-class classification
of the medical records. It should be noted that if these test data are randomly
classified into 28 categories, the performance can only achieve an accuracy of
5.1%. Based on this, we constructed a knowledge graph without considering
the handling of negation words; and applied this knowledge graph to the same
classification task. We found that the accuracy of the classification significantly
declined to 41.5%, indicating the importance of negation word handling for the
quality of the knowledge graph.

We also compared the performance of Bert on our dataset. Clearly, without
any training data, Bert is unable to classify these diseases. However, our knowl-
edge graph method can achieve a classification accuracy of 44.0% in the case of
zero-shot. This suggests that the quality of the knowledge graph we constructed
has a certain guarantee. In Table 3, we present the performance of different meth-
ods on the 28-classification task, in which methods with “(*)” mean that they
are zero-shot predictions.

Table 3. Performance of Different Methods on the 28-classification Task(Among them,
methods with * mean that they are zero-shot predictions.)

Method accuracy | macro-precision | macro-recall | macro-f1
random (*) 0.051 0.028 0.033 0.030
KG-based w/o negation 0.415 0.519 0.419 0.464
handling(*)

KG-based w/ negation 0.440 0.541 0.443 0.487
handling(*)

Bert 0.521 0.492 0.510 0.501

5 Conclusion

In this paper, we constructed a multi-scale medical knowledge graph by mining
the hidden connections between medical entities in electronic medical record
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data and introducing medical multi-scale information through expert annotation.
It is worth noting that we also considered the impact of negation words in
medical record texts on the quality of the knowledge graph and made additional
processing during the construction of the knowledge graph. Subsequently, we
preliminarily confirmed the quality of the constructed knowledge graph through
subjective evaluation by medical experts, and further confirmed the effectiveness
of our multi-scale knowledge graph construction method and the importance of
handling negation through objective evaluation in experiments.

Acknowledgments. The work is supported by National Key R&D Program of China
(2021ZD0113404).
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