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Abstract. Traditional deep learning models have limited ability to extract fea-
tures from pneumonia images. This study combines convolutional attention mod-
ules with transfer learning to improve the model’s feature extraction ability and
simplify training.This article has discovered an improved CBAM-Xception neural
network pneumonia model. This network uses Xception as the main network, and
combines with the convolutional attention CBAM module to enhance the expres-
sion of lesion information and suppress irrelevant information interference; At
the same time, transfer learning is introduced to prevent over fitting when the
sample data amount is small. In order to evaluate the effectiveness of the opti-
mization model, experimental simulation tests were conducted on the Mendeley
Data public pneumonia dataset. The improved model achieves 94.2% accuracy in
classifying four images of COVID-19, bacterial pneumonia, viral pneumonia and
normal chest on the test set, and the optimization effect is significant. In order to
further verify the performance of this method, the experiment divided the small
sample data set to train the model, and divided the large sample data to test the
generalization performance of the model. The results show that the model in this
paper has good generalization ability. This model can provide an important basis
for the auxiliary diagnosis and treatment of pneumonia.
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1 Introduction

Since the COVID-19 pandemic, the word pneumonia has gradually become active in
public view.Pneumonia is prone to infection in children and the elderly with weak resis-
tance, and the mortality rate is increasing. As of May 16, 2023, there were approximately
676.1 million COVID-19 [1] cases worldwide and approximately 6 million 880 thousand
million deaths from COVID-19.

With the development of computer hardware performance, artificial diagnosis is no
longer the only solution. Hospitals have brought computer-assisted diagnosis (CAD)
[2] into clinical practice to facilitate doctors’ reference and diagnosis. There are many
different solutions for computer-aided diagnosis of pneumonia at home and abroad. Yuan
Maozhou [3] used the LBP(Local Binary Pattern) algorithm and gray level co-occurrence
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matrix to extract the lung region features of the image, and the obtained features were
recognized using a support vector machine classifier for the lung image. However, the
new algorithm requires manual threshold setting, and the extracted lung features are
similar. Yue Lu et al. [4] applied the decision tree algorithm to the data of 200 children
with pneumonia, and finally achieved an accuracy rate of 80%. Jun et al. [5] used support
vector machines [6] to classify two types of interstitial pneumonia, and compared with
the recognition results of artificial pneumonia, the results showed a difference of only
5% to 6%. In the implementation scheme of pneumonia recognition, traditional algo-
rithms have excellent performance, but with the gradual increase of data sets, the perfor-
mance of traditional algorithms, both in terms of robustness and recognition efficiency,
is unsatisfactory.

With the development of artificial intelligence and big data, artificial intelligence
has been active in the field of disease image recognition as a new solution in recent
years. Deep learning [7], as a popular solution in artificial intelligence, includes branch
methods such as convolutional neural networks [8], and is gradually being applied to
disease recognition. Zhou Qihao et al. [9] combined deep dense aggregation structure
with DenseNet-201 and proposed a deep learning based classification network DLDA-
A-DenseNet, which aggregates feature information from different stages and classifies
the dataset provided by the China Chest CT Image Survey and Research Association.
The recognition accuracy improved by 2.24% compared to the original DenseNet-201.
Guo Yi et al. [10] used GhostNet lightweight network to simplify DenseNet network
parameters, and classified the open COVID-19 dataset. Under the condition of ensuring
the recognition accuracy of 83%, the medical computer took 236 ms. Khanun Roisatul
Ummah et al. [11] evaluated Watershed segmentation, smoothing image method of
Median and Gaussian filters, and other image preprocessing methods for automatic
detection of new coronal pneumonia based on CT images. In order to further improve
the classification accuracy of the model, scholars often increase the number of layers of
the network. Although networks with more layers have improved classification accuracy,
their parameters are far more than shallow networks, increasing the difficulty of model
training and posing a serious challenge to computer performance. Therefore, this paper
proposes a CBAM-Xception neural network that combines the convolutional attention
CBAM [12] module with transfer learning [13]. Convolutional attention enhances the
feature extraction ability of the model. Transfer learning is performed on the parameters
trained in ImageNet [14] data, allowing the model to quickly fit the parameters, thereby
reducing the burden of computer performance.

2 Model Selection and Improvement

2.1 Transfer Learning

During the actual data collection process, it is difficult to collect medical images of
pneumonia due to patient privacy issues, as well as complex features of pneumonia
lesions, varying sizes of lesions, and different manifestations of different lesions at
different time points, making it difficult for pneumonia data to form a standard training
database. However, using a small amount of data sets to train in the Xception network
can result in model overfitting. Therefore, this article uses migration learning to pre
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train the model on the ImageNet dataset, and then migrate parameters with stronger
general feature extraction capabilities to the Xception network. On this basis, the model
is trained to improve the accuracy of model recognition and reduce the difficulty of
computer training.

2.2 CBAM Module

Various types of pneumonia lesions vary in size at different stages and tend to concentrate
in a single area. Allowing the model to assign more parameter weights to the lesion area
will improve the recognition accuracy of the model. Therefore, this article introduces
a CBAM module that integrates spatial attention and channel attention to improve the
feature extraction ability of the model, extracting diverse lesion features in both spatial
and channel aspects, and allocating more weight of model parameters to focus areas.
The CBAM module structure is shown in Fig. 1. After combining the CBAM module
with the Xception main network, the CBAM module extracts the focus features output
from the Xception main network through both spatial and channel aspects, making the
model focus on the focus area. The feature map output from the Xception main network is
multiplied by the feature map output from the attention module to enhance the expression
ability of features in the spatial channel dimension.
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Fig. 1. CBAM module structure

2.3 CBAM Xception Transfer Learning Pneumonia Detection Model

This article proposes a convolutional attention neural network CBAM-Xception for
pneumonia lesion recognition by introducing the CBAM module, and simplify the model
training process through transfer learning. The CBAM-Xception model consists of an
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Xception module, a CBAM module, and a fully connected layer module. The Xcep-
tion module and CBAM module extract the features of the input pneumonia image and
submit the extracted features to the classification module for classification. The model
structure is shown in Fig. 2. The Xception feature extraction block contains deep sepa-
rable convolutions. Deep separable convolution has a lower number of parameters than
conventional convolution but shares the same feature extraction capability. The CBAM
module includes channel attention modules and spatial attention modules. Better results
can be achieved than an attentional mechanism that focuses only on the channel. The fully
connected classification module and Softmax function classify the extracted features and
output the confidence levels of four types of pneumonia labels.
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Fig. 2. CBAM Xception transfer learning pneumonia detection model structure

3 Experiment and Analysis

3.1 Data Set

The data used in this paper is the pneumonia dataset from Mendeley Data, and the images
of bacterial pneumonia, viral pneumonia, COVID-19 and other pneumonia are taken as
research objects. To prevent network overfitting, four data enhancement operations are
performed on the original dataset, including random rotation angle, random horizontal
flip, shear change angle, and horizontal offset. The image enhancement effect is shown
in Fig. 3.

3.2 Experimental Setup

Divide the pneumonia image dataset into training, validation, and testing sets in a ratio
of 8:1:1. The experiment was conducted under the Windows 10 operating system, with
Python version 3 6. The version of Tensorflow is 2.2.0. The model is constructed using
the TensorFlow deep learning framework. The parameter optimizer is a gradient descent
function, and the average cross entropy is a loss function. Train 100 samples per training
session.
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Fig. 3. Example of pneumonia image enhancement

3.3 Model Identification Results

The four classification confusion matrix obtained from the test set classification in this
model is shown in Fig. 4. The Kappa coefficient of the model is 0.917, and the overall
classification accuracy (OA) is 94.20%. Most of the test data are concentrated on the
diagonal of the confusion matrix, and the recognition rate is high. The recognition rate of
each type of pneumonia is shown in Table 1. The recognition accuracy of both COVID-19
and normal pictures exceeded 97.00%; The recognition accuracy of bacterial pneumonia
is the lowest, at 88.88%. By observing the confusion matrix, it can be found that bacterial
pneumonia is easy to be identified as viral pneumonia, and viral pneumonia is also easy to
be mistakenly classified as bacterial pneumonia by the model. Based on the comparison
of the dataset, it can be seen that there is a small difference between bacterial pneumonia
and viral pneumonia, making it prone to classification errors.
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Fig. 4. Identification result confusion matrix



Auxiliary Diagnosis of Pneumonia Based on Convolutional 507

Table 1. The recognition rate of different schemes in each type of pneumonia image

Types of pneumonia | Xception training CBAM-Xception CBAM-Xception
from zero training from zero transfer learning
Accuracy |Recall | Accuracy |Recall Accuracy | Recall
COVID-19 0.960 0.902 |0.952 0.983 0.976 0.992
Normal 0.952 0.856 | 1.000 0.850 0.984 0.992
Pneumonia-Bacterial | 0.800 0.645 |0.816 0.729 0.888 0.917
Pneumonia-Viral 0.400 0.685 |0.536 0.728 0.920 0.871

3.4 Model Performance Evaluation.

Ablation Experiment. The ablation experiment was used to verify the effect of CBAM
module and transfer learning, and compare the effects of Xception from zero training,
CBAM-Xception from zero training, and CBAM-Xception transfer learning. The results
of the ablation experiment are shown in Table 2. The three methods used the same exper-
imental environment and dataset, only changed the experimental comparison section. By
comparing the accuracy, loss value, and recall of the three methods, the performance of
the methods is determined. The training process of different methods on the pneumonia
dataset is shown in Figs. 5.
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Fig. 5. Comparison between different schemes

In Fig. 5, it can be seen that the recognition accuracy of our method is superior to
other methods. After adding transfer learning, the model achieves higher accuracy and
lower loss value, and the model can converge quickly. After adding the CBAM attention
module to the network, the classification accuracy improved by 4.8% (Table 2). There-
fore, transfer learning and CBAM module effectively enhance the ability of the model to
extract pneumonia features. The above experiments show that CBAM-Xception transfer
learning method can improve the accuracy of pneumonia classification for pneumonia
dataset.

Generalization Performance Verification. On data with the same probability distri-
bution, partitioning a small number of datasets to train the model and testing a large
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Table 2. Comparison of experimental results

Model Transfer learning | CBAM model | Accuracy/%
Xception training from zero 77.8
CBAM-XCception training from zero 4 82.6
CBAM-Xception transfer learning 4 4 94.2

amount of data on the model can evaluate the generalization performance of the model.
In this experiment, the training set and test set are exchanged, and the ratio between the
training set, validation set, and test set is 1:1:8. The transfer learning CBAM-Xception
network model is trained with a training set with a small amount of data, and then the
model is evaluated with a verification set and a test set with a large amount of data. The
training process of model loss value and accuracy is shown in Fig. 6.

In Fig. 6, overfitting is normal because the number of training sets is too small. The
accuracy rate has gradually converged, and the classification accuracy rate has reached
about 70%. In the iteration interval from O to 20, the loss value also increases gradually
due to overfitting of the model. The classification results of this model on the test set are

shown in Table 3.
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Fig. 6. Model generalization validation results

Table 3. Validation of pneumonia image classification results through generalization ability

Types of COVID-19 |Normal |Pneumonia-Bacterial | Pneumonia-Viral | All
pneumonia pneumonia
Accuracy/% |96.7 81.8 39.2 81.5 74.8

In Table 3, itis found that the model has a strong generalization ability in COVID-19,
reaching an accuracy rate of 96.7%, and surpasses the Xception model in the classifica-
tion and recognition of bacterial pneumonia and viral pneumonia. The accuracy of the
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test set is 3% less than that of the Xception model, which indicates that the model in this
paper has excellent generalization.

4 Conclusion

This paper proposes a scheme combining convolutional attention CBAM module and
transfer learning. The accuracy of 94.2% was achieved on the Mendeley Data public
pneumonia dataset, and the improved model has higher recognition rate and excellent
generalization compared to the original Xception model, providing a certain reference
for the auxiliary diagnosis and treatment of pneumonia. In future work, the number of
training images for bacterial pneumonia and viral pneumonia should be increased to
further improve the classification performance of the model. In summary, this article has
clinical significance and practical value, providing a good research method and approach
for the auxiliary diagnosis of pneumonia.
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