L
- -

" v
o
-

Nur Haryani Zakaria
~_Nur Suhaili Mansor
Husniza*Husni

| /’F?they Mohammed (Eds.)

ik ™~

Communications in Computer and Information Science 2002

\

9th International Conference, ICOCI 2023
Kuala Lumpur, Malaysia, September 13-14, 2023
Revised Selected Papers, Part I

| =]

@ Springer



Communications
in Computer and Information Science 2002

Editorial Board Members

Joaquim Filipe ®, Polytechnic Institute of Setiibal, Setiibal, Portugal
Ashish Ghosh®, Indian Statistical Institute, Kolkata, India

Raquel Oliveira Prates (@, Federal University of Minas Gerais (UFMG),
Belo Horizonte, Brazil

Lizhu Zhou, Tsinghua University, Beijing, China


https://orcid.org/0000-0002-5961-6606
https://orcid.org/0000-0003-1548-5576
https://orcid.org/0000-0002-7128-4974

Rationale

The CCIS series is devoted to the publication of proceedings of computer science con-
ferences. Its aim is to efficiently disseminate original research results in informatics
in printed and electronic form. While the focus is on publication of peer-reviewed full
papers presenting mature work, inclusion of reviewed short papers reporting on work in
progress is welcome, too. Besides globally relevant meetings with internationally repre-
sentative program committees guaranteeing a strict peer-reviewing and paper selection
process, conferences run by societies or of high regional or national relevance are also
considered for publication.

Topics

The topical scope of CCIS spans the entire spectrum of informatics ranging from foun-
dational topics in the theory of computing to information and communications science
and technology and a broad variety of interdisciplinary application fields.

Information for Volume Editors and Authors

Publication in CCIS is free of charge. No royalties are paid, however, we offer registered
conference participants temporary free access to the online version of the conference
proceedings on SpringerLink (http://link.springer.com) by means of an http referrer from
the conference website and/or a number of complimentary printed copies, as specified
in the official acceptance email of the event.

CCIS proceedings can be published in time for distribution at conferences or as post-
proceedings, and delivered in the form of printed books and/or electronically as USBs
and/or e-content licenses for accessing proceedings at SpringerLink. Furthermore, CCIS
proceedings are included in the CCIS electronic book series hosted in the SpringerLink
digital library at http://link.springer.com/bookseries/7899. Conferences publishing in
CCIS are allowed to use Online Conference Service (OCS) for managing the whole
proceedings lifecycle (from submission and reviewing to preparing for publication) free
of charge.

Publication process

The language of publication is exclusively English. Authors publishing in CCIS have
to sign the Springer CCIS copyright transfer form, however, they are free to use their
material published in CCIS for substantially changed, more elaborate subsequent publi-
cations elsewhere. For the preparation of the camera-ready papers/files, authors have to
strictly adhere to the Springer CCIS Authors’ Instructions and are strongly encouraged
to use the CCIS LaTeX style files or templates.

Abstracting/Indexing

CCIS is abstracted/indexed in DBLP, Google Scholar, EI-Compendex, Mathematical
Reviews, SCImago, Scopus. CCIS volumes are also submitted for the inclusion in IST
Proceedings.

How to start
To start the evaluation of your proposal for inclusion in the CCIS series, please send an
e-mail to ccis @springer.com.


http://springerlink.bibliotecabuap.elogim.com
http://springerlink.bibliotecabuap.elogim.com/bookseries/7899
mailto:ccis@springer.com

Nur Haryani Zakaria - Nur Suhaili Mansor -
Husniza Husni - Fathey Mohammed
Editors

Computing and
Informatics
9th International Conference, ICOCI 2023

Kuala Lumpur, Malaysia, September 13-14, 2023
Revised Selected Papers, Part 11

@ Springer



Editors

Nur Haryani Zakaria
Universiti Utara Malaysia
Sintok, Malaysia

Husniza Husni
Universiti Utara Malaysia
Sintok, Malaysia

Nur Suhaili Mansor
Universiti Utara Malaysia
Sintok, Malaysia

Fathey Mohammed
Sunway University
Selangor, Malaysia

ISSN 1865-0929 ISSN 1865-0937 (electronic)
Communications in Computer and Information Science
ISBN 978-981-99-9591-2 ISBN 978-981-99-9592-9 (eBook)

https://doi.org/10.1007/978-981-99-9592-9

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Singapore Pte Ltd. 2024

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the
editors give a warranty, expressed or implied, with respect to the material contained herein or for any errors
or omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721, Singapore

Paper in this product is recyclable.


https://orcid.org/0000-0001-5971-1307
https://orcid.org/0000-0002-5940-4566
https://orcid.org/0000-0002-7780-3691
https://orcid.org/0000-0002-9571-8095
https://doi.org/10.1007/978-981-99-9592-9

Preface

This year’s International Conference on Computing and Informatics (ICOCI 2023)
conference proceedings, centered around the theme “Nurturing an inclusive digital
society for a sustainable nation,” reflect the ever-evolving intersection of technology
and society. The exploration of how we can harness digital innovation to foster sustain-
ability, unity, and growth underscores our shared commitment to shaping a better digital
landscape for our nations and the world.

The dedication and enthusiasm demonstrated by contributors from various countries
highlight the significance of the addressed topics. Congratulations and appreciation are
extended to all authors and presenters for their valuable contributions to this intellectual
discourse.

As these proceedings find their place in our esteemed publication venues, they mark
the continuation of the journey of knowledge dissemination. The enriched understanding
and insights contained within these works pave the way for future research and inno-
vations, contributing to a positive ripple effect that extends beyond the confines of this
conference and into our societies.

The sub-themes of this year’s conference proceedings are Digital Entrepreneur-
ship and Innovation, Digital Healthcare and Well-Being, Digital Media and Informa-
tion Literacy, Education Transformation through Technology, Ensuring Cybersecurity
and Privacy, Harnessing Technology for Sustainable Development, and Navigating
Al Development and Deployment. All these sub-themes serve as focal points for the
exploration of diverse facets within the digital landscape.

This comprehensive exploration reflects the global perspective embedded in our
discussions, showcasing the collaborative effort of minds from various corners of the
world. The rich diversity of ideas and experiences brought forward by our contributors
enriches the depth of understanding in each sub-theme.

We received a total of 134 paper submissions, a testament to the widespread interest
and engagement in the topics under consideration. Through a rigorous double-blind
review process, each paper was meticulously evaluated by at least 3 reviewers. Out of
the submissions, 55 papers were selected for inclusion in these proceedings, representing
the highest standards of academic rigor and relevance.

We sincerely hope that the knowledge shared within the pages of these conference
proceedings serves as a robust foundation for future advancements and positive change
in our ever-evolving digital societies. May the insights contained herein inspire fur-
ther exploration, innovation, and collaboration, leading us towards a more inclusive,
sustainable, and digitally connected future.

Warm regards,

Nur Haryani Zakaria
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Abstract. Support Vector Regression (SVR) is one of the machine learning mod-
els widely used in regression analysis. As an alternative for fitting a line to the data
points like typical linear regression algorithms, it finds a hyperplane that is effective
in fitting data points in a continuous space. The kernel type and hyperparameters
significantly influence the performance and effectiveness of SVR. Determination
of the optimal values is crucial in ensuring the success of prediction, regardless
of the application domain. This study adapts the African Buffalo Optimization
(ABO) algorithm to determine SVR’s regularization and kernel parameters. The
ABO algorithm mirrors African buffaloes’ hunting and defensive behavior, offer-
ing ability to track the best position and extensive memory capacity to discover
the best solution for problems under analysis. Evaluation is then performed on the
air quality index benchmark dataset, and the prediction results of SVR-ABO are
compared against other optimized SVR prediction models. The results show that
SVR-ABO is a better algorithm because it produces smaller errors and best fits
the data. Such an outcome indicates that the proposed SVR optimized by ABO is
a competitive prediction model in data analytics.

Keywords: Support Vector Regression - African Buffalo Optimization -
sustainable environment

1 Introduction

Air quality prediction can be realized by forecasting the concentration of pollutants
in the air at a particular location and time using various data-driven techniques. With
the increasing concerns about air pollution and its impacts on human health and the
sustainability of the environment, accurate air quality prediction has become essential
for government agencies, policymakers, and the public [1]. One of the main sources
of air pollution is human activities, such as transportation, industry, and agriculture.
Air quality prediction models use various input data sources, including meteorological
data, emission inventories, satellite data, and ground-level air quality measurements, to
forecast the concentration of pollutants in the air.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
N. H. Zakaria et al. (Eds.): ICOCI 2023, CCIS 2002, pp. 3-14, 2024.
https://doi.org/10.1007/978-981-99-9592-9 1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9592-9_1&domain=pdf
http://orcid.org/0000-0002-2720-2441
http://orcid.org/0000-0001-8250-7021
https://doi.org/10.1007/978-981-99-9592-9_1

4 Y. Yusof and I. S. Maijama’a

Statistical methodologies, machine learning algorithms [2-5], and artificial neural
networks [6—8] are just a few methods for air quality prediction. With the aid of these
methods, air quality prediction models that can precisely estimate the quantity of pollu-
tants, including particulate matter, nitrogen oxides, and ozone, have been created. Even
though machine learning algorithms (such as Support Vector Regression (SVR)) have
shown promising outcomes as prediction models, determining the model parameter’s
optimal values is crucial in ensuring prediction success, regardless of the application
domain. The use of swarm optimization algorithms to optimize machine learning mod-
els, including in air quality prediction, is gaining some attention. Swarm optimization
is a computational intelligence method inspired by the actions of social animals, for
instance bees, ants, and birds. The goal of swarm optimization is to resolve challenging
optimisation issues by simulating the collective actions of a group of individuals, known
as a swarm, working together towards a common objective.

The basic premise of swarm optimization is that simplified local communications
between individuals in the swarm can direct to advancing overall actions that optimizes
the objective function. Every individual in the swarm is represented as a potential solu-
tion in the optimisation problem, and the swarm explores the search area to find the best
solution. Swarm optimization algorithms can be used for many optimization problems,
including continuous, discrete, and combinatorial problems. They have been positively
applied in several application domains, including engineering [9-11], education [12],
and health [13]. Among the swarm optimization algorithms includes Particle Swarm
Optimization, which is known as PSO [14], Ant Colony Optimization, which is termed
ACO [15], and an algorithm from the bees which is termed Artificial Bee Colony (ABC)
[16]. These algorithms differ in their mechanisms for updating the positions of individ-
uals in the swarm, and their strengths and weaknesses are made into use depending on
the characteristics of the optimization problem.

This study investigates the adaption of African Buffalo Optimization (ABO) algo-
rithm in optimizing the SVR model to predict the air quality index. The African Buffalo
Optimization is an alternative nature-inspired optimization algorithm first proposed in
2015 [17]. The algorithm was established on the actions of African buffaloes, where the
buffaloes gather in a herd and move towards a common goal. The goal of ABO is to
discover the best result based on available resources by simulating the social activities
of the buffaloes. Due to ABO’s capability, the algorithm, has been deployed in various
optimization problems that includes the Travelling Salesman Problem [18], network
traffic analysis [19], and various benchmark datasets [20]. Owing to its quick conver-
gence, ability to follow each buffalo’s optimal location and pace, and progress of the
best buffalo towards better exploration, ABO reported success in optimization scenarios
when compared to similar algorithms. However, the ability of ABO to simultaneously
optimise three mutual parameters, as with SVR, has not been documented in the litera-
ture. In order to discover the optimal value for SVR parameters, this study proposes the
hybridization between SVR and ABO.

This paper is structured as follows: Sect. 2 presents some conveyed studies on the
deployed models and application domain. This is followed by Sect. 3 that details the
procedures undertaken to complete the study, while the obtained experimental results
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are examined in Sect. 4. Lastly, Sect. 5 concludes the discussion and provides direction
for future studies.

2 Related Work

2.1 Particulate Matter Prediction Models

Air pollution is a major environmental concern that significantly impacts public health
and the economy. Various techniques have been employed to mitigate air pollution and
its related impacts. One approach uses Particulate Matter (PM2.5) prediction models,
mathematical and statistical tools to forecast the intensity of fine particulate matter in
the air [21]. These models utilize data from various sources, such as satellite imagery,
meteorological information, and ground-based measurements of PM2.5 concentrations,
to create a spatial and temporal understanding of air pollution. PM2.5 can be emitted
from primary sources, such as transportation and industrial activities, or form through
secondary sources through chemical reactions with gaseous pollutants.

Machine learning models have also been used for PM2.5 prediction, showing promis-
ing results. Some of the popular machine learning models employed for PM2.5 prediction
are Artificial Neural Networks (ANNs) [1, 8], Support Vector Machines (SVMs) [22,
23], Random Forests (RFs) [24, 25], and Gradient Boosting Machines (GBMs). These
models utilize data inputs such as meteorological observations, land use patterns, and
satellite images that can help predict PM2.5 concentrations more accurately. It’s worth
noting that selecting a model to use in a specific case should be based on the nature of
available data and specific prediction goals.

Traditional statistical and Machine learning models (ML) have been used in PM2.5
prediction, but they differ in their approaches and assumptions. Conventional statistical
models are typically based on predefined algorithms developed using regression analysis
or other statistical techniques. These models require that the data meet certain statistical
assumptions such as linearity, homoscedasticity, and normal distribution. In contrast, ML
models are built on machine learning algorithms that do not involve explicit statistical
assumptions. Instead, they learn from data, identifying patterns and relationships without
being specifically programmed. They can handle higher-dimensional data, non-linear
relationships, and complex data structures.

Unlike traditional statistical models, ML models perform better in PM2.5 prediction
because they can learn non-linear relationships and assumptions [26]. However, ML
models may be considered black-box models that often provide no explanation of how
the result was derived and may be difficult to interpret and diagnose. Traditional models
are more straightforward, better understand the underlying statistical assumptions, and
can be useful in interpreting the nature of the relationship between the predictor and
response variable.

2.2 Support Vector Regression

Support Vector Regression is a widely held machine learning algorithm to analyze regres-
sion based on the Support Vector Machine (SVM) algorithm. It was introduced by Vapnik
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et al. in 1996 [27], and since then, it has been a powerful tool for predicting continuous
output values from a given set of input data. The goal of SVR is to decrease the difference
between the predicted and actual values, subject to a certain margin of error. SVR has
several advantages over traditional regression techniques, such as its capability to lever
non-linear relationships that exits between the input and output variables, its robustness
to outliers, and its ability to generalize well to unseen data. Additionally, SVR can be
easily extended to handle multi-dimensional input data and can be applied to various
regression problems, including time series forecasting, image processing [28, 29], and
financial prediction [30, 31]. Despite the generalisation ability of SVR, it has two con-
cerns; SVR hyper-parameters (punishment factor (C), tube size (¢) and if RBF kernel is
chosen, the kernel parameter (y)) needs to be optimised. Determining optimal values of
these three parameters proves to be a difficult task. However, regardless of the type of
kernel selected, the value of C and ¢ significantly affects the final model. The value of ¢
determines the number of support vectors the model will use for the forecasting. Intu-
itively, a small value of ¢ results into large number of support vectors which could lead
to high complexity and high degree of allowed deviation in the process of optimisation
formulation.

The optimisation technique primarily aims to help the SVR algorithm to avoid under-
fitting or over-fitting during training, consequently affecting the algorithm’s generalisa-
tion ability. The most common methods found in the literature for SVR hyper-parameter
optimisation are Cross-validation [32, 33] and the grid search method [32]. However,
cross-validation optimisation methods are computationally expensive and easily fall
into local optimum [33]. Hence researchers opt for a better approach that uses swarm
algorithms.

2.3 Optimized Support Vector Regression

Due to inadequacy and problems associated with grid and cross-validation approaches
of optimisation, swarm optimization approaches were deployed in SVR studies. Zhang,
Kuang, and Hu [34] use artificial bee colony (ABC) to optimise SVR parameters to
predict annual total electricity usage in China. The authors argued that population ini-
tialisation is one of the crucial tasks when using evolutionary algorithms. Hence, they
deploy tent chaotic strategy and tournament selection procedure to initialise the ABC
population and determine the value of each bee in their research. Their approach that
was termed as ABC-SVR, recorded a substantial MAPE values compared to the ones
produced by PSO-SVR, GA-SVR, GRNN, normal regression, and SVR with its default
parameters.

A study in forecasting grid electric load [36] claimed SVR requires a large com-
putational cost, especially when the dataset is large (high number of instances and
features/attributes). To overcome this issue, the study investigated the use of Fruitfly
Optimisation Algorithm (FOA) in determining the optimal values for SVR parameters.
However, it was learned that FOA has some shortcomings of premature convergence and
a high possibility of being stuck in local optima. Hence, the study optimised the deployed
FOA using Quantum Computing mechanism (QCM) and cat chaotic mapping function.
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The QCM was used to enhance FOA searching ability and prevent premature conver-
gence. While the cat chaotic mapping function was deployed to avoid the algorithm from
being caught in local optima when there is little variation in the population.

In 2021, another optimized SVR was introduced in the engineering application
domain. The GA-SVR [35] was deployed to forecast driven piles’ ability to support
vertical loads in cohesionless soil. The model’s performance was compared against
SVR and linear regression models. By achieving a lower error rate and larger coefficient
of determination than the SVR and linear regression models, the GA-SVR [35] model
has outperformed the benchmark models. Nevertheless, the complexity of GA does not
scale well. That is, the size of the search space frequently grows exponentially in regions
where the number of elements subject to mutation is high.

2.4 African Buffalo Optimization

The African Buffalo Optimisation [17] represents African buffaloes’ defense and for-
aging strategies. This group of animals is distinguished by their exceptional memory
capacity, social organisation, and democratic way of life. They make the sound “waaa”
to indicate threat and “maaa” to denote that it is safe. Therefore, their organisational
lifestyle might be connected to these distinctive traits [35, 36]. The “waaa” sound is rep-
resented by the symbolization “wy,” “maa” by the representation “my,” and the learning
parameters by the representations “l;”” and “l,.” The personal best (bpmax(k)) and global
best (bgmax) positions are additional parameters that are relevant in exploring the search
area. The algorithm subtracts the “waaa” value (wy), where it requires the buffaloes to
travel the search space from the largest vector (bgmax and bpmax(k)). Then, it is times
by the learning parameters (1; and 1). ABO’s outcome is represented via “maaa” (my)
notation that signals buffalo herds should npt move and remain grazing at the same
location.

3 Materials and Methods

3.1 Dataset Description

The Beijing Air Quality Index (AQI) dataset used for this experiment is compiled from
US Embassy in Beijing data and meteorological data from Beijing Capital International
Airport obtained from UCl repository over five (5) years from 01/01/2010 to 31/12/2014.
The dataset consists of 43,824 instances with 11 descriptive features that include 1) year,
2) month, 3) day, 4) hour, 5) Dew Point (4,,f), 6) Temperature (4,,f), 7) Pressure (hPa),
8) Combined wind direction, 9) Cumulated wind speed (m/s), 10) Cumulated hours of
snow and 11) Cumulated hours of rain. The predicted feature is the Particulate Matter
(PM2.5) in the air, which indicates poor air quality. PM2.5 are very small elements in
the air that decrease visibility and initiate the air to appear blurred when elevated levels.

3.2 Data Preparation

The main reason behind selecting the SVR algorithm instead of other prediction models
is due to the non-linearity properties of the deployed dataset. In this study, the linearity



8 Y. Yusof and I. S. Maijama’a

properties were analyzed using SPSS, and it was learned that the descriptive features
are not linear with the target feature. Following this, the data was also normalized using

MinMax scaler due to skewness of the target feature.

3.3 Optimized SVR-ABO

Figure 1 illustrates the adapted algorithm for predicting the dataset’s air quality. The
input for the deployment is the training data, while the output is the optimal values for

SVR and the values of the evaluation measures.

Pre-process data
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3.4 Experiment Setup

This experiment’s next-hour forecast was based on the previous twenty-four (24) hours
of data. The dataset was divided into 3 portions which includes training, validation,
and testing. The data proportion is seventy (70%), fifteen (15%), and fifteen (15%),
respectively. The range of regularization constant C, gamma (y), and epsilon (g) were set
as (1-20), (0.001-1.00), and (0.1-10), respectively. The ABO, GA, and PSO algorithms

Fig. 1. Flow Chart of SVR-ABO

were executed based on parameter values presented in Table 1.
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Table 1. ABO, GA, and PSO parameters.

ABO GA PSO
Parameters Value Parameters Value Parameters Value
Population 100 Swarm size 100 Population 100
Maximum 1,000 Maximum 1,000 Maximum 1000
Iterations Iterations Iterations
0.4 Elite 5 Cognitive 0.5

chromosomes parameter C;
Democratic 0.6 Selection Roulette wheel Social 0.5
parameter (/7) method parameter C>
Location update Crossover Partially matched | Inertia weight | 0.9

function crossover (PMX)
Lambda 1 Mutation Uniform

function

Mutation rate 0.1

3.5 Evaluation Metrics

In this experiment, three evaluation metrics have been used: Mean Absolute Error (MAE)
[36], Root Mean Square Error (RMSE) [36], Mean Squared Error (MSE) [36], and R2.
The equations for the metrics are presented in Eqgs. (1), (2), and (3).

4 Results

N
1 -
MAE = =3 1y — %l (1)
n=1
—\2
i,\,:] (xi - xn)
RMSE = (2)
N
1 N
MSE = 3 (o0 — %)’ 3)
n=1

The comparative performance of the algorithms and the actual values of PM2.5 is illus-
trated in Fig. 2. The figure reveals that all the algorithms find it difficult when the value
of the actual PM2.5 is below fifty (50). However, as can be observed from the figure, the
algorithm’s performance did increase with the increase of the value of PM2.5, especially
towards the peak values.
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Fig. 2. Comparison of PM2.5 predicted values.

Upon the algorithm’s training termination, the best parameters obtained by each
algorithm with the least training error are denoted in Table 2. Table 3 presents the
comparative outcomes of the four compared algorithms, SVR, SVR-ABO, SVR-PSO,
and SVR-GA, based on the mentioned evaluation metrics.

Table 2. Optimal parameters determined by swarm-based algorithms.

ALGORITHMS

SVR SVR-PSO SVR-ABO SVR-GA
Regularisation Parameter (C) - 20.0000 19.9860 18.0014
Gamma (y) - 0.6340 0.4950 0.8034
Epsilon (¢) - 0.0927 0.8909 0.0929
Kernel type rbf rbf rbf rbf

Table 3. Performance of algorithms based on evaluation metrics.
RMSE MAE MSE R2

SVR 50.7254 41.9235 2573.0650 0.75
SVR-ABO 45.1617 36.7451 2039.5810 0.80
SVR-PSO 48.8515 40.0876 2386.4703 0.77
SVR-GA 50.5921 41.5541 2559.5584 0.76
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From the values depicted in Table 3, it is learned that the performance of SVR-ABO
based on RMSE metric is the best, with a value of 45.1617, while the least performance
algorithm is the non-optimized model (SVR) with RMSE value of 50.7254. The SVR-
PSO and SVR-GA each have an RMSE value of 48.8515 and 50.5921, respectively.
Regarding algorithms performance based on MAE, the SVR-ABO obtained the least
value of 36.7451, while SVR-PSO, SVR-GA, and SVR obtained 40.0876, 41.5541 and
41.9235, respectively. Regarding the R2 score, which determines how best the algorithm
can fit the data, the metric shows that SVR-ABO is a better model where it obtained
the highest value of 0.8, followed by SVR-PSO with an R2 value of 0.77. The model
optimized by SVR-GA and non-optimized model (i.e., SVR) scored 0.76 and 0.75,
respectively.

African Buffalo Optimization (ABO) and Particle Swarm Optimization (PSO) are
metaheuristic optimization algorithms commonly used in various optimization problems.
While both algorithms effectively find solutions, ABO has performed better than PSO and
GA. One reason why ABO may perform better than PSO is that it exhibits coordinated
behavior in herds. The ABO algorithm simulates this behavior by dividing the population
into subgroups or “herds” and allowing them to interact with each other in a coordinated
manner. This helps to avoid premature convergence and encourages exploration of the
search space, leading to a better chance of finding the global optimum. In contrast, PSO
is based on the behavior of a swarm of particles that randomly move through the search
space and adjust their velocities based on the best solutions found so far. However,
this random movement can sometimes lead to premature convergence or the particles
getting caught in local optima. This is similar to the GA operations that are based on
the principle of natural selection and evolution. GA randomly generates a population
of candidate solutions and then applies selection, crossover, and mutation operators to
evolve the population towards an optimal solution. Such an approach may also cause a
stagnant search for the optimal value.

The undertaken experiments support the advantages of ABO that includes the
followings:

e Improved convergence: ABO has shown to congregate faster and more reliable as
compared to other optimization algorithms, such as Genetic Algorithm (GA) [35]
and Particle Swarm Optimization (PSO) [37].

e Robustness: ABO is less sensitive to initial conditions and parameter settings than
other optimization algorithms, making it more robust and reliable.

5 Conclusion

Swarm optimization has several advantages over traditional optimization techniques,
such as gradient-based methods, as it can handle complex, non-linear, and multi-modal
optimization problems without getting trapped in local optima. Additionally, swarm
optimization algorithms are easy to implement, scalable, and can be parallelized to
exploit modern computing architectures. The adaption of ABO in predicting air quality
has shown to be superior to several optimized SVR. On another note, the study can further
be improved by analyzing the means of initializing the ABO’s population. Rather than
deploying simple random distribution, ways and means to ensure population diversity
is required, especially for non-linear data.
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To ensure a sustainable environment, it is important to manage air quality to bal-

ance economic growth and social well-being with environmental protection. Hence, by
providing swarm-based digital solutions alternatives, the air quality prediction model
can be a valuable tool for policymakers and stakeholders requiring critical air quality
information.

Acknowledgement. This work has been partially funded by the School of Computing, Universiti
Utara Malaysia.
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Abstract. Blockchain technology has gained popularity as a secure and efficient
data storage and sharing method, with potential benefits for patient data man-
agement, cost reduction, and data security in the healthcare sector. However, the
adoption rate of blockchain in healthcare organizations is significantly low. This
pilot study aims to verify the validity and reliability of the instrument developed to
determine the factors that may be impacting the adoption of blockchain technology
by Malaysian hospitals. A small sample of decision-makers in Malaysian hospi-
tals was targeted to collect the preliminary data using an online survey instrument
developed based on the Technology-Organizational-Environment (TOE) frame-
work and related studies constructs’ items. The data was analyzed using Partial
least squares structural equation modeling (PLS-SEM). The findings confirmed
the reliability and validity of the measurement scales. This study contributes to
ongoing research on BCT adoption in healthcare organizations and offers insights
that can be useful to practitioners and researchers in this field.

Keywords: Blockchain adoption - Healthcare - Malaysia

1 Introduction

In recent years, blockchain technology (BCT), or distributed ledger technology, has
garnered considerable interest [1]. BCT is considered a decentralized, cryptographically
secure distributed ledger system that comprises a series of transaction lists with identical
copies shared and sustained by multiple parties [2, 3] The more widespread adoption
of this technology was observed after the proposal of the Bitcoin cryptocurrency [4].
Numerous benefits accrue from BCT, including increased transaction speed, decreased
data replication, decreased risk of failure, and increased confidence and governance [5].
Governments and businesses are examining approaches to leverage this technology’s
disruptive potential in a variety of sectors, resulting in solutions that are impervious to
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change, transparent, secure, reliable, and trustworthy in public and private environments
[6]. The healthcare sector is recognized as one of the sectors that is a possible beneficiary
of BCT adoption [7].

Current healthcare systems confront numerous issues, including security, interop-
erability, privacy, lengthy processes, delays in diagnosis and treatment, difficulties in
sharing information, high operational expenses, data control, and data ownership [8, 9].
Health information is fragmented and challenging to exchange due to diverse standards
and formats [10]. Institutions often resist sharing data due to privacy concerns and fears
of providing competitors with an advantage. The healthcare data ecosystem is exces-
sively fragmented to meet modern patients’ pressing needs [11]. As stakeholders are
encouraged to retain their records, verifying their authenticity and accuracy becomes
difficult. This situation leads to substantial server maintenance and security costs [10,
12, 13]. BCT offers a promising solution to these problems [14, 15]. It can address
the exchange, integrity, confidentiality, privacy, and interoperability issues inherent in
healthcare systems [10, 16]. BCT enables sharing a patient’s medical data with interna-
tional parties while granting patients control over their information [8, 17]. Due to the
high sensitivity of medical data, the use of BCT in healthcare facilitates the secure trans-
fer of patient medical records and enhances healthcare data security and transparency
[14, 18]. If BCT is developed appropriately, it can lead to a revolution in healthcare and
reshape it to make a stable, trustworthy, protected, and sustainable digital ecosystem
for better-quality health data management [19, 20]. BCT is considered one of the top
technology trends for health IT, notwithstanding the widespread notion that it is still in
its infancy [21].

Despite the great potential that BCT brings to the healthcare industry, the adoption
rate is significantly low, with a lack of empirical evidence [19, 22, 23]. However, little
research has been done to discover the factors influencing BCT adoption in healthcare
organizations [24]. Current academic literature on BCT adoption found that there are
research shortages in terms of the factors impacting healthcare decision-makers to adopt
BCT, and these factors require additional exploration [7, 14, 15, 25]. Therefore, to deliver
the maximum benefit of BCT applications in the healthcare context, more research is
required to identify the factors influencing hospitals’ adoption of BCT, which motivated
our study.

This pilot study aims to verify the validity and reliability of the instrument devel-
oped to identify the factors influencing BCT adoption in Malaysian hospitals. The ques-
tionnaire was developed by adapting Technology-Organizational-Environment (TOE)
framework and related studies constructs’ items. To the best of our knowledge, this study
represents one of the earliest attempts to investigate the adoption of BCT in Malaysian
hospitals at an organizational level. The healthcare sector in Malaysia is subject to rig-
orous regulations and stands out for its unique approach to providing services. With a
vision to become a digital-first nation, Malaysia’s healthcare industry is experiencing
rapid growth, with an emphasis on transferring and developing technology to foster
innovations, and BCT is one of the leading technologies driving this growth [26, 27]
The government of Malaysia is interested in capitalizing on the assets of the country’s
current healthcare system to develop a long-term system that is equitable, effective, and
efficient as well as adaptive to the quickly changing environment [27, 28]. Consequently,
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the healthcare industry must closely monitor changing technology adoption patterns to
understand BCT’s possible effects [29].

This paper is planned as follows: The theoretical foundation and proposed model
are described in Sect. 2; the methodology used is explained in Sect. 3. The results are
presented and discussed in Sect. 4. Lastly, the conclusion is given in Sect. 5.

2 Theoretical Foundation and Proposed Model

In this study, a theoretical lens approach, as recommended by [30] has been employed.
This approach is particularly appropriate for studying BCT adoption in Malaysia, where
literature on the subject is scarce and the phenomenon is relatively unknown. The the-
oretical lens approach involves utilizing a well-confirmed theory as a foundation for
more exploration of the phenomenon. An extensive review of relevant literature that
focused on BCT adoption at the organizational level was conducted to identify a suit-
able theory for investigating the adoption of BCT in the Malaysian healthcare sector.
The most organizational-level theory proposed in this regard includes the Technology-
Organizational-Environment (TOE) framework [31]. The TOE framework suggests that
the decision to adopt new technology at the organizational level is influenced by three
contextual factors: technology, organization, and environment.

In comparison to other organizational theories, such as the Diffusion of Innovation
(DOI) theory [32], the TOE framework provides a more robust underpinning for explain-
ing new technology adoption at an organizational level, as it supplements or overcomes
the limitations of other theories [33]. Due to its comprehensiveness and robustness, the
TOE framework has been widely used by researchers to understand the adoption of
BCT technology in a range of sectors such as automotive [34], construction [35], retail
Market [36], energy management [37], supply chain [38, 39], and elderly care [40].
Consequently, based on the empirical evidence, the TOE framework was chosen as a
foundational framework for investigating the factors that impact BCT adoption within
Malaysia’s healthcare organizations.

A theoretical model for this study was developed from the TOE framework. The pro-
posed model posits that the technological, organizational, and environmental contexts
may influence BCT adoption in Malaysian hospitals. The technology context encom-
passes factors such as technology trust and cost-effectiveness, while the organizational
context includes organization readiness and top management support. The environmental
context consists of competitor pressure and government support (Fig. 1).

Technology Trust (TT): It refers to what extent to which a BCT-based system’s avail-
ability and performance can be trusted. TT is becoming considered a crucial factor, as the
majority of transactions and activities are conducted via the Internet. BCT can strengthen
people’s trust in the system’s functioning. In contrast, their trust in a centralized author-
ity can be undermined due to BCT’s technical trust in ensuring the system’s regular
operation [41]. Integrating BCT into the healthcare systems can improve transparency,
accountability, and the trustworthiness of healthcare organizations [42]. Regarding BCT
adoption, trust in technology has been highlighted as an important factor [43].

Cost-Effectiveness (COEF): Cost is a critical issue in determining whether or not
senior management will adopt or not adopt the technology [44, 45]. Cost is quantified in
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Fig. 1. The proposed Model.

terms of cost-effectiveness, suggesting that the advantages of adopting new technology
outweigh the costs [46]. BCT involves an organization’s investment, which implies that
a cost is required for its acquisition. The primary benefits of BCT are cost savings
and increased efficiency and security of corporate activities [47]. Since using BCT can
produce faster and more accurate results while saving time and money [16], itis important
of realizing the effect of COEF on adoption’s decision-making.

Top Management Support (TMS) is defined as the degree to which a top manager
recognizes and participates in technology adoption [48]. In the case of new technolo-
gies, long-term vision and support from top managers are crucial due to their high cost
and complexity and the need for collaboration among partners [31]. Top management
commitment can aid in the new technology adoption [49]. The studies [50, 51] have
emphasized the beneficial function of TMS in fostering BCT adoption.

Organizational Readiness (OR): It refers to an organization’s capacity to allocate
financial resources, technological resources (which includes physical IT infrastructure),
human resources with IT skills, and intangible resources, such as know-how and culture,
to particular technology adoption [52, 53]. Generally, businesses that have a more thor-
ough organizational structure are more likely to adopt novel technologies [54]. Organiza-
tional readiness is recognized as one of the most critical organizational factors impacting
BCT adoption [40, 50].

Competitive Pressure (COM) is defined as the extent to which an organization expe-
riences pressure from its rivals in the market [55]. Such pressure compels organizations
to quickly adopt new technologies to increase their business performance and gain a
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competitive advantage [37, 56]. A study conducted [57] demonstrated the significant
influence of competitive pressure on adopting HIS within Malaysian hospitals. BCT’s
improved efficiency and transparency give the organization an advantage over the compe-
tition [58, 59]. Competitive pressure was identified to be a significant factor influencing
BCT adoption within Malaysian organizations [60].

Government Support (GOV): Governmental support is widely recognized as a cru-
cial driving force in the organizational adoption of new technologies [31, 61, 62]. Gov-
ernments play a crucial role in developing policies, regulations, and facilities aimed at
encouraging the adoption of new technologies by organizations [63]. Koster & Borgman
[64] stated that government pressure has a significant role in accelerating the adoption of
BCT. According to [65]. Healthcare organizations are predominantly public or private
healthcare firms regulated and controlled by the government [40]. Thus, government
assistance and policies may influence BCT’s development and adoption, either directly
or indirectly [66, 67].

3 Research Methodology

3.1 Instrument Design

To evaluate the validity and reliability of the proposed model, preliminary data were
collected using a survey questionnaire, which was developed based on concepts found
in prior research on the adoption of BCT and the TOE framework, a theory related to
technology adoption. Based on the available literature, the survey questionnaire was
designed to assess respondents’ perceptions of the six factors outlined in the proposed
model, all of which are believed to impact the adoption of BCT within hospitals. Thus, it
was necessary to establish the scales for these factors. The description of each construct
was assessed based on the studies and theory employed to create the instrument scales,
and the dimensions of each construct were determined. The items were revised to measure
each dimension according to the specific context of inquiry (BCT in healthcare). Table 1
provides a list of the constructs, their number of items, and the relevant references. All
items related to the constructs in the proposed model were rated using a five-point Likert
scale, where 1 represented “strongly disagree” and 5 represented “strongly agree.”

Table 1. Measurement of constructs

Variable No of items Source
Technology Trust 5 [42]
Cost-Effectiveness 6 [38, 68]
Organizational Readiness 4 [35]
Top managers support 6 [58, 69]
Competitor Pressure 5 [69]
Government Support 5 [35]
Intention to adopt Blockchain 4 [69]
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3.2 Validation

Validation of the survey instrument is essential to guarantee clarity and lack of ambiguity
in the questions. Before conducting the pilot study, this study’s survey instrument was
validated by five academic experts, who provided feedback on the structure of some
questions and suggested changes to eliminate any ambiguity. Based on the experts’
recommendations, modifications were made to the instrument, and its content validity
was recognized.

3.3 Pilot Study

A pilot study surveyed a smaller subset of respondents to provide feedback on the final
data-collecting process [70]. The pilot study allows for assessing the instrument’s reli-
ability and identifies any measures that may need to be removed to improve the scale’s
reliability. In this study, a pilot survey was administered online to top/mid-level man-
agers, including senior managers, I'T managers, executive managers, and CIOs, working
in Malaysian hospitals, who are the intended audience for this research. The online sur-
vey is advantageous as respondents be able to complete it at their appropriateness. IT
expert from each targeted hospital was contacted by email and provided with the ques-
tionnaire link, requesting that they distribute it to their colleagues. Twenty-five responses
were received in one month. The collected data was analyzed using Smart PLS 4.0. Cron-
bach’s alpha, composite reliability tests, and indicator reliability for each item were used
to determine the instrument’s level of reliability. The measure’s validity was further tested
by conducting convergent and discriminant validity analyses.

4 Results and Discussion

4.1 Reliability of Constructs

Two crucial criteria can assess the reliability of constructs in the research framework. The
first criterion is internal consistency reliability, usually evaluated using Cronbach’s alpha
and composite reliability (CR). Cronbach’s alpha implies that all indicators measuring
each construct should be reliable and evaluates reliability based on the correlations
between the observed indicator variables. In contrast, CR considers the various outer
loadings of the indicator variables [71]. The second criterion is indicator reliability. It
considers the significance of all the indicators’ outer loadings, which are recommended
to be above 0.70 to be deemed acceptable [72].

The CR and Cronbach’s alpha coefficients range from O to 1, with higher values
demonstrating more reliability. Specifically, in exploratory research, a range of 0.60 to
0.70 is considered acceptable, while a range of 0.70 to 0.90 is considered satisfactory
[73]. However, a coefficient value below 0.60 is deemed unacceptable, indicating a
lack of reliability of internal consistency [72]. As shown in Table 2, all constructs in the
survey exhibited both Cronbach’s alpha and CR coefficients that exceeded the suggested
minimum level of 0.70. The analysis revealed that the constructs had CR values ranging
from 0.871 t0 0.909, and Cronbach’s alpha values ranging from 0.807 to 0.882, indicating
satisfactory and acceptable internal consistency reliability.
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For assessing the indicator reliability, the outer loading value of items should be
greater than 0.708 [72]. Values between 0.4 and 0.7 should be eliminated, as their removal
may increase the average variance extracted (AVE) or CR values. As shown in Table 2,
the outer loadings of all constructs are well above the threshold value of 0.7, except for
one item TMS1 under the threshold value of 0.533. However, this indicator loading below
the threshold was not removed from the final model because its removal did not affect the
AVE’s value of that construct. The result implies that all items exceeded the predefined
level. Hence, construct reliability is assumed considering the internal consistency and
indicator reliability.

Table 2. Internal consistency reliability, indicator reliability, and convergent validity

Construct Items Outer Cronbach’s CR AVE
loadings alpha

Cost COEF1 0.782 0.882 0.909 0.624

EffeCtiVeneSS COEF2 0.823

(COEF)

COEF3 0.822
COEF4 0.828
COEF5 0.750
COEF6 0.731

Competitor COM1 0.798 0.856 0.897 | 0.638
Pressure CoOM?2 0.887
(COM)

COM3 0.770
COM4 0.862
COM5 0.755

Government GOV1 0.735 0.839 0.886 | 0.612
Support GOV2 0.701
(GOV)

GOV3 0.897
GOV4 0.853
GOV5 0.736

Intention INT1 0.834 0.878 0.916 0.732
to Adopt INT2 0.861
Blockchain
(INT) INT3 0.908

INT4 0.816
Organizational Readiness OR1 0.739 0.807 0.871 0.628
(OR) OR2 0.824

OR3 0.801

OR4 0.802

(continued)
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Table 2. (continued)

Construct Items Outer Cronbach’s CR AVE
loadings alpha

Top Managers Support TMSI1 0.533* 0.858 0.897 0.596

(TMS) TMS2 0.854

TMS3 0.778
TMS4 0.727
TMS5 0.874
TMS6 0.818

Technology TT1 0.727 0.841 0.886 0.611
Trust TT2 0.725
(TT)

TT3 0.800

TT4 0.864

TT5 0.783

4.2 Validity of Constructs

The constructs’ validity has been evaluated using the two most widely recognized forms
of validity, which are convergent and discriminant validity [72, 73]. The convergent
validity was measured by examining the AVE values for each construct. As presented
above in Table 2, the AVE values for all constructs exceeded the minimum threshold of
0.5 [72], confirming the convergent validity of the constructs in the proposed model.

The discriminant validity describes a construct’s ability to be differentiated from
other constructs using measurable standards [72, 73]. To establish discriminant validity,
this study employed the cross-loadings matrix, the Fornell-Larker criterion, and the
Heterotrait Monotrait ratio of correlations (HTMT) [72, 73].

The loading value of a construct should exceed all other loadings in different con-
structs to ensure discriminant validity [72, 73]. This criterion can help minimize the
presence of multicollinearity among latent variables by ensuring that the AVE value of
the latent variable is higher than all other variables [74]. If the loading value for other
constructs exceeds that of the construct in question, it suggests a potential problem with
discriminant validity [72, 73]. Table 3 displays the cross-loading matrix, with bolded
values indicating the items’ loading on its assigned construct. The findings demonstrate
that each item has a higher loading on its assigned construct than on any other constructs
in the model.

The Fornell-Larcker criterion is a method of analysis that compares the square root
of the AVE value with the correlation value of the construct exhibiting the highest
value in any row or column to the highest correlation value of any other construct [72,
73]. This method is based on the premise that latent variables should account for more
variance in the item measure than other latent variables. Table 4 validates that the AVE
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COEF COM GOV INT OR TMS TT
COEF1 0.782 0.368 0.406 0.177 0.537 0.358 0.259
COEF2 0.823 0.389 0.468 0.256 0.476 0.265 0.168
COEF3 0.822 0.334 0.237 0.164 0.548 0.230 0.261
COEF4 0.828 0.325 0.311 0.281 0.713 0.337 0.288
COEF5 0.750 0.404 0.522 0.322 0.532 0.379 0.217
COEF6 0.731 0.417 0.350 0.368 0.682 0.600 0.332
COM1 0.375 0.798 0.553 0.598 0.431 0.697 0.365
CcoM2 0.407 0.887 0.773 0.672 0.537 0.496 0.537
COM3 0.570 0.770 0.590 0.420 0.569 0.587 0.461
COM4 0.398 0.862 0.743 0.649 0.489 0.451 0.468
COM5 0.202 0.655 0.309 0.403 0.026 0.440 0.166
GOV1 0.365 0.404 0.735 0.481 0.471 0.374 0.377
GOV2 0.569 0.616 0.670 0.373 0.345 0.320 0.327
GOV3 0.574 0.695 0.897 0.618 0.653 0.560 0.537
GOV4 0.354 0.760 0.853 0.649 0.409 0.517 0.544
GOV5 0.147 0.501 0.736 0.520 0.334 0.295 0.497
INT1 0.289 0.629 0.556 0.834 0.651 0.690 0.503
INT2 0.216 0.542 0.554 0.861 0.479 0.553 0.478
INT3 0.295 0.642 0.643 0.908 0.469 0.493 0.275
INT4 0.440 0.596 0.611 0.816 0.482 0.583 0.151
OR1 0.824 0.317 0.309 0.366 0.739 0.458 0.062
OR2 0.607 0.344 0.351 0.420 0.824 0.420 0.296
OR3 0.392 0.383 0.307 0.457 0.801 0.408 0.427
OR4 0.622 0.571 0.714 0.631 0.802 0.564 0.527
TMS1 0.428 0.533 0.698 0.575 0.552 0.533 0.360
TMS2 0.469 0.366 0.255 0.465 0.551 0.854 0.158
TMS3 0.312 0.457 0.213 0.561 0.443 0.778 —0.009
TMS4 0.262 0.581 0.263 0.352 0.234 0.727 0.073
TMS5 0.251 0.556 0.441 0.608 0.368 0.874 0.331
TMS6 0.547 0.534 0.534 0.482 0.528 0.818 0.388
TT1 0412 0.530 0.332 0.355 0.404 0.399 0.727
TT2 —0.007 0.350 0.435 0.208 0.144 0.110 0.725

(continued)
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Table 3. (continued)

COEF COM GOV INT OR TMS TT
TT3 0.216 0.392 0.598 0.299 0.316 0.376 0.800
TT4 0.210 0.444 0.501 0.338 0.230 0.124 0.864
TTS 0.333 0.291 0.474 0.392 0.561 0.132 0.783

squared values are greater than the correlation values for each other construct. Thus,
the discriminant validity of the constructs based on the Fornell-Larcker criterion was
confirmed.

Table 4. Discriminant validity based on Fornell-Larker criterion

COEF COM GOV INT OR ™S TT
COEF 0.790
COM 0.485 0.799
GOV 0.501 0.768 0.783
INT 0.360 0.707 0.690 0.855
OR 0.757 0.534 0.572 0.616 0.792
T™MS 0.494 0.661 0.542 0.684 0.596 0.772
TT 0.330 0.515 0.595 0.422 0.453 0.297 0.781

To further identify any lack of discriminant validity, this study also evaluated HTMT.
Based on the findings presented in Table 5, it can be confirmed that this study has achieved
discriminant validity. This is aresult of the poor correlation found between the constructs,
as indicated by the HTMT values below 0.90 [72, 73].

Table S. Discriminant validity based on HTMT

COEF COM GOV INT OR ™S TT
COEF
COM 0.548
GOV 0.592 0.883
INT 0.383 0.791 0.792
OR 0.881 0.605 0.638 0.690
T™MS 0.525 0.782 0.610 0.756 0.686
TT 0.353 0.602 0.702 0.462 0.506 0.404
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Based on the results obtained from the three methods described above, compelling
evidence supports the discriminant validity of the research constructs proposed in the
model. Consequently, the measurements have been successfully validated by analyzing
construct reliability and validity.

5 Conclusion

Blockchain technology has the possibility to improve the privacy, security, and authen-
ticity of data, and solve the main issues in the current healthcare sector. However, its
adoption is low and several factors may influence the decision. Encouraging healthcare
institutions in Malaysia to implement and promote BCT requires an understanding of
the factors influencing hospitals’ adoption of BCT. This study validated the instrument
developed to examine the impact of technology trust, cost-effectiveness, organization
readiness, top management support, competitor pressure, and government support on
hospitals’ intention to adopt BCT. Measurements were modified from previous studies
to fit the present investigation better. The instrument’s content validity was assessed
by obtaining feedback from five academic staff and information system researchers. A
pilot test was conducted to examine the reliability and validity of the instrument. The
results have provided preliminary support for the model constructs and instruments uti-
lized to evaluate the adoption of BCT in Malaysian hospitals. The reliability of the model
constructs was established, with all constructs exhibiting composite reliability and Cron-
bach’s alpha coefficients that exceeded the recommended threshold. The convergent and
discriminant validity analysis exhibited that all constructs have a satisfactory level of
validity. As a result, the questionnaire is valid for use in large-scale data collection. In
the context of hospitals’ adoption of BCTs, this study is one of the few to evaluate the
reliability and validity of a questionnaire based on a TOE framework. This might con-
tribute to a better understanding of BCT adoption in developing countries’ healthcare
institutions, specifically Malaysia.
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Abstract. Online game addiction refers to the excessive and compulsive use of
online games, leading to negative consequences in various aspects of people’s
life. One concerning aspect is that compulsive players may compromise their
security and safety while engaging in gaming activities. Despite the growing con-
cern about this issue, there is still much to understand about providing effective
protections and interventions, particularly among adolescents. Thus, this paper
aims to investigate the relationship between protection motivation and the sever-
ity of online game addiction, with a particular focus on secure intention behavior
among adolescents affected by online game addiction. A survey was conducted
involving 660 late adolescents (aged 17-19 years) from various Higher Learning
Institutions (HLIs) in Peninsular Malaysia. The findings revealed that 35% of the
participants were addicted to online games, as assessed by the Online Cognition
Scale (OCS) and Online Game Addiction Scale (OGAS). The severity of online
game addiction significantly impacted secure intention behavior within the online
gaming environment. Additionally, protection motivation emerged as a significant
predictor of positive security behavior. These results offer new insights and support
the existing hypotheses, emphasizing the importance of investigating the impact
of online game addiction severity on secure intention behavior. Understanding the
relationship between protection motivation and the severity of online game addic-
tion concerning security intention behavior is crucial to prevent adverse outcomes,
such as insecure cyber behavior and vulnerability to cyber threats. The findings
from this study can contribute to the development of effective interventions and
prevention strategies against cyber threats in the context of online gaming.

Keywords: Protection Motivation - Addiction Severity - Online Game
Addiction and Secure Intention Behavior

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
N. H. Zakaria et al. (Eds.): I[COCI 2023, CCIS 2002, pp. 30-42, 2024.
https://doi.org/10.1007/978-981-99-9592-9_3


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9592-9_3&domain=pdf
http://orcid.org/0009-0001-1938-7255
http://orcid.org/0000-0001-5971-1307
http://orcid.org/0000-0002-7613-0448
https://doi.org/10.1007/978-981-99-9592-9_3

Exploring the Relationship Between Protection Motivation and Addiction Severity 31
1 Introduction

Online gaming has become an extremely popular and immersive form of entertainment
in the digital age, particularly among adolescents. While online games can be a fun and
engaging way to pass the time, it can also lead to addiction in some individuals. This
addiction can have negative effects on various aspects of their lives, including academic
performance, social relationships and mental health. Given the increasing prevalence
of online game addiction, it is essential to understand the contributing factors and how
they can be prevented and treated. The relationship between protection motivation, the
severity of online game addiction and secure intention behavior is an important area of
study because it can offer insights into how online game-addicted individuals can protect
themselves from potential risks while performing other online activities. In addition, this
knowledge can aid the development of interventions and prevention programs for online
game addiction.

This paper aims to investigate the relationship between protection motivation and
the severity of online game addiction in relation to secure intention behavior among
online game-addicted adolescents using standardized measures and statistical analysis.
The paper is organized as follows; Sect. 1 is the introduction, Sect. 2 reviews the related
studies, Sect. 3 elaborates on methodology, Sect. 4 presents the results and findings, and
Sect. 5 discusses the importance of secure intention behavior. Finally, Sect. 6 concludes
the paper and makes some recommendations for future work.

Xu et al. [1] defined online game addiction as a type of gaming disorder characterized
by problematic, repetitive and obsessive use of online gaming platforms that results
in a significant impairment over an extended period in various domains of life. The
characterization of this behavioral addiction is currently being scrutinized and discussed
by members of the scientific, medical and gaming community all of which are experts
in their respective disciplines [2-5]. For instance, Balakrishnan et al. [6] and Griffiths
[7, 8] mentioned that this addiction might be induced by an individual’s engagement in
online gaming activities with the intention of achieving a higher responsibility or other
wants regardless of the detrimental impacts.

The research conducted by Spil Games [9] found that approximately 1.2 billion peo-
ple worldwide had played games, with 700 million playing online games. This amounts to
roughly 17% of the world population and includes players of all categories. The research
also revealed that the age group with the highest number of players was 15-24 years,
with late adolescents (17-19 years) accounting for about 45% of the total. The integra-
tion of online gaming into daily life and routine has contributed to online game addiction
among adolescents [10]. Bekir and Celik [11] also drew attention to this problem when
they discover that adolescents constitute the greatest group of people in a community
who have been reported to online game addicts on a daily basis. The addictive nature
of online games can be attributed to various special features and elements such as flow
experience, competition, versatility, unique simulations and captivating plotlines [12].

Intention reflects a person’s determination or willingness to attempt and plan for a
behavior that may eventually become a habit [13]. According to Ajzen [14], intention
is the key determinant of behavior change. As for Shropshire et al. [15], intention is
described as a mental state that represents a commitment to carrying out secure behavior
and related actions by individuals in an online gaming environment. Meanwhile, secure
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intention behavior refers to self-directed instructions to perform actions aimed at attain-
ing secure behavior in the online game environment [16]. As described by prominent
scholars [17-20], secure intention behavior is closely related to the concept of informa-
tion security behavior, which aims to protect individuals or organizations from potential
risks and threats. Behavioral intention is the likelihood of translating intentions into
actions and it captures both the behavior and commitment levels. Although most behav-
iors are habitual or triggered by situational cues, forming intentions can be crucial for
securing long-term cybersecurity [19]. The evaluation of the intention behavior model
is the most debated issue in the IS research field. Previous researchers had revealed
inconsistencies in the secure intention behavior related to multiple variables, making it
challenging to compare outcomes [21]. In light of this, Briggs et al. [18] also stressed
the urgency of finding a comprehensive solution to address these issues.

2 Related Studies

2.1 Secure Intention Behavior in Information Security

Numerous correlational studies have examined the relationship between intention and
security factors in information security, suggesting that intention is a predictor of security
behavior. One example is the study by Jansen et al. [22], which looked into the impact
of fear appeal on user cognition and behavioral intention as a means to minimize the
risk of phishing attacks, particularly in the context of cyber threats. Butavicius et al. [17]
also investigated the development of trust in technical controls scale to combat phishing
attacks, adding to a growing body of literature. Shakela and Jazri [23] determined the
spear phishing in financial industries based on experience and awareness. In addition,
Goel and Jain [19] suggested new approaches to securing against phishing attacks in
the mobile environment, with innovative defense mechanisms integrated into mobile
cloud computing. Several researchers have also attempted to develop new models or
perspectives on secure intention behavior, while others have conducted systematic liter-
ature reviews on intentional behavior related to phishing threat avoidance behavior and
mobile phishing attack mitigation [24].

A few correlational studies based on various theories also highlighted that intention
is related to security factors that can predict behavior. For example, Lebek et al. [25]
conducted a comprehensive synthesis of security results and empirically tested related
research models to identify several theories concerning secure intention behavior. They
discovered that Protection Motivation Theory (PMT) was influenced by cognitive eval-
uation. However, the results of the study were only applicable to the employees and
co-workers, indicating an improved adherence to information security policies within
organizations. The Theory of Planned Behavior (TPB) offers another valuable perspec-
tive for exploring the factors that influence information security behavior, which is vul-
nerable to security breaches [26]. Crossler et al. [27] supported this claim, highlighting
the importance of behavioral information security research in protecting and mitigating
threats to information assets and computer-based systems. An analysis of the cyberse-
curity perspective pertaining to mobile usage and digital addiction indicated a positive
influence on intention and security behaviors [28]. In addition, the Security Behavior
Intention Scale (SeBIS) based on the Serge Egelman Model has gained recognition in
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the media and popular press as a tool for measuring young people’s intentions to engage
in secure behavior related to cloud services [29]. Furthermore, an empirical investiga-
tion was conducted to explore the factors influencing employee information security
behavior and analyze the relationship between attitude, subjective norm, and perceived
behavioral control using related theories and models [26].

2.2 Factors Contributing to Online Game Addiction

Figure 1 depicts the factors that contribute to online game addiction as suggested by
Yaacob et al. [2], which include Salience, Tolerance, Mood Modification, Problems,
Conflict, Withdrawal and Relapse. Such factors categorize individuals with a strong
inclination towards online game addiction, who are often driven by escapism and the
desire to escape their real-life circumstances. It also indicates a strong propensity to
develop addictive behaviors while engaging in online gaming, which may lead to negative
habits, such as stress, anxiety and other distractions.

n

Online Game
Addiction

Mood
Modification

Fig. 1. Factors contributing to online game addiction.

3 Methodology

This study employed a quantitative research approach, utilizing an online survey with
the online game addiction scale as its main instrument [5]. This research begins with the
development of the scale, which was then distributed via Google Form during scheduled
session. The data collection took place over approximately one and a half months, during
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which adolescents were invited to participate through email and poster announcements.
The collected responses were carefully reviewed and compiled until all the necessary
details were obtained. The online survey was performed successfully in April 2022
involving 660 late adolescents (17—19 years) from various HLIs including universities,
polytechnics and community colleges located in four regions in West Malaysia (North-
ern, Eastern, Center and Southern). The participants were randomly selected among late
adolescents, as recommended by Bekir and Celik [11] who observed that this particular
age range recorded the highest inclination towards online game addiction. The strati-
fied sampling and probability sampling approaches were utilized as the data collection
method in order to enrich the results. The sample was split into multiple categories and
subsamples were randomly collected from each stratum. This approach enhances the
survey’s accuracy since it ensures representation of subgroups in the study. The partici-
pants were also explicitly informed that their statements would be treated confidentially
and solely utilized by researchers for research purposes. This measure was implemented
to improve the privacy aspects concerning the responses provided by the participants.

3.1 Survey Instrument

The instrument was adapted from several existing measurements found in literature.
These measurements were thoroughly reviewed and deemed highly relevant to the spe-
cific context of this study. The two most relevant instruments for assessing security factors
(i.e., Cybercognition) are Online Cognition Scale (OCS) and Online Game Addiction
Scale (OGAS). A survey questionnaire that meets the research objectives was developed
by incorporating two scales and aligning them with the proposed conceptual model and
hypotheses. To validate the questionnaire, an expert review session was carried out,
involving experts selected based on their experience in the Information Systems (IS)
and Information Security domain. Each construct’s measurement scale was designed as
a five-point Likert Scale, ranging from 1 to 5, with options ranging from ‘1’ Strongly
Disagree to ‘5’ Strongly Agree [30]. The five-point Likert Scale was chosen due to its
extensive range and ability to discourage participants from choosing the neutral option.
Most importantly, using this scale can help reduce the likelihood of bias in the responses
[31].

3.2 The Measurement of the Severity of Online Game Addiction

The severity of online gaming addiction is measured with a related algorithm to assess the
answers provided, calculate an addiction index and divide the participants into addicted
and non-addicted groups [2]. Previous researchers have performed the process of devel-
oping the algorithm, which also involved reliability testing. This algorithm started by
calculating the addiction index, which was used to compare the recorded score from the
participants in the online survey that contributes to the severity of online game addic-
tion. At the end of this stage, two distinct types of clusters were identified: addicted and
non-addicted users. Other data on online gaming activity as well as the seven compo-
nents outlined in the scale, which were thought to strengthen the efficiency and correlate
between the levels of online game addiction, were also evaluated.
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3.3 Hypotheses

Protection Motivation and Secure Intention Behavior. Ashighlighted in related stud-
ies, secure intention behavior is closely linked to human cognition. For example, Hadling-
ton [32] proposed a hypothesis based on protection motivation emphasizing cognition’s
role in cyber security. Similarly, Durak [33] found that human cognition, particularly
in cybersecurity, is crucial for developing secure intention behavior among adolescents
addicted to online games and who share personal information online. However, Black-
well et al. [34] argued that further empirical evidence is needed to support this assump-
tion, as their study on the predictors of addiction in the context of fear of missing out
did not find a significant relationship with extraversion and neuroticism. Despite this,
Briggs et al. [18] supported the notion that human cognition positively affects behavior
change interventions for cybersecurity. Hadlington [35] also drew inspiration from the
study by Sparrow et al. [36] on the cognitive consequences of possessing information on
addictive behavior. These findings align with the fundamental importance of cognitive
and behavioral concepts in cybersecurity activities, as highlighted by Hadlington in 2013
[32]. Given these arguments and the consistent findings, this study believes that further
exploration of the relationship between human factors in cybersecurity and online game
addiction in relation to cybersecurity behaviors is urgently needed. By building on the
previous arguments and the consistent findings, the current study believes that further
exploration of the relationship between human factors in cybersecurity and online game
addiction in relation to cybersecurity behaviors is urgently needed [37]. Therefore, the
current study proposed the following hypothesis:

H1. The protection motivation of respondents positively influences secure intention
behavior towards phishing attacks in online game environments.

Addiction Severity and Secure Intention Behavior. For the second hypothesis, the
assumption was grounded based on what has been discovered by Briggs et al. [18]
regarding behavior change intervention for cybersecurity that related to the severity of
online game addiction and secure intention behavior. While research on game addiction
has been conducted in various multidisciplinary fields such as sociology, psychology
and health care over the past decade [38] studies on game addiction in the context
of cybersecurity context are still limited. The studies on addiction in biopsychosocial
framework and the game addiction scale for adolescents by prominent scholars like
Griffiths [39] and Lemmens et al. [40] have been referred as important fundamentals
that support the current study. Regarding to human behavior and online game addiction in
the cybersecurity perspective, this notion is also supported by Hadlington [37] and Durak
[33]. The current study hypothesizes that the factors related to online game addiction
would influence secure intention behavior among adolescents. Previous research has
shown a significant correlation between online game addiction and secure intention
behavior that support this hypothesis [18, 39, 40]. Therefore, the second hypothesis is
proposed as follows:

H2. The severity of online game addiction positively influences secure intention
behavior towards phishing attacks in online game environments.
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4 Results and Findings

4.1 Demographic Details

The questionnaires were distributed to the selected HLI via online and walk-ins. Out
of 850 distributed questionnaires, 713 were returned, accounting for an approximate
response rate of 82.0%. The rate of questionnaire completion is impressively high with
87.0% of respondents using the online platform, while 13.0% preferred to answer on
paper. The collected responses went through data preparation to eliminate any outliers
or missing values as part of the data screening procedure. Of the 660 respondents, 355
were males (53.8%) and 305 were females (46.2%), with an average age of 19 years. The
proportion is deemed acceptable since Malaysian gamers typically consist of a larger
proportion of males in the adolescent age group. The ratio is considered valid for any
statistical analysis as there are no sample size assumptions for comparing the two groups
[41]. The respondents were distributed across various levels of education, with university
students accounting for 16.2%, polytechnic students comprising 68.0% and community
college students making up 15.6% of the sample. The participants were selected based
on data from the Ministry of Higher Education Malaysia’s website, encompassing urban
(60.6% of the sample) and rural settings (39.4% of the sample). Regarding ethnicity, more
than 79.1% of the respondents were Malay, while the remaining 20.9% represented ethnic
backgrounds. The most common level of education was a diploma (68.2%), followed
by a bachelor’s degree (16.2%) and a certificate (15.6%). Table 1 presents a detailed
breakdown of the demographic characteristics of the respondents.

Table 1. The demographic characteristic of respondents

Demographics Category Frequency Percentages
Gender Male 355 53.8
Female 305 46.2
Age 17 105 159
18 135 20.9
19 420 63.2
Race Malay 522 79.1
Chinese 43 7.0
India 36 5.0
Others 59 9.0
Education Level Bachelor 62 9.0
Diploma 495 75.0
Certificate 103 16.0

(continued)
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Table 1. (continued)

Demographics Category Frequency Percentages
HLI University 107 16.2
Polytechnic 450 68.2
Community College 103 15.6
Institution Location Urban 400 60.6
Rural 260 394

4.2 The Severity of Online Game Addiction

Table 2 displays the scores and corresponding categories of online game addiction,
utilizing the algorithm described by Yaacob et al. [2]. The data in the table shows
that 35.0% of the sample, comprising 251 out of 660 individuals, were classified as
addicted users. In contrast, 409 individuals obtained a score of 3 or below, indicating
a non-addicted category. This finding strongly supports the notion that a significant
portion of individuals in the sample exhibit a pronounced inclination towards online
game addiction.

Table 2. Online game addiction level

Score Amount of user Category
1 32 Non-Addicted
2 191 Non-Addicted
3 186 Non-Addicted
4 150 Addicted
5 76 Addicted
6 19 Addicted
7 6 Addicted

4.3 Hypotheses Testing

The outcomes from the hypotheses testing in this study indicated a positive significant
effect between all the constructs. The first hypothesis H1 investigated in this study
hypothesized that protection motivation should positively influence the secure intention
behavior. From the PLS path analysis, it was found that these constructs are positively
related at 0.01 of the significance level (8 = 0.757, t = 31.683, p < 0.01) (See Table 3).

For the second hypothesis H2, the interaction of the severity of online game addiction
has a significant effect (8 = 0.106, t = 4.149, p < 0.05) on the secure intention behavior.
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This suggests that the degree of an individual’s addiction to online games positively

influences their behavior regarding phishing attacks in the context of online games. (See
Table 3). Therefore, H2 is supported.

Table 3. Hypotheses testing

Hypothesis B T Values | p Values |95% CI Result
H1 PM -> SIB 0.757 |31.683 0.00%** 0.709, 0.800 | Supported
H2 SOGA -> SIB | 0.106 |4.149 0.00%** 0.160, 0.059 | Supported

Note. PM = Protection Motivation, SOGA = Severity of Online Game Addiction, SIB = Secure
Intention Behavior

5 Discussion

Hypothesis H1 proposed in this study postulates that protection motivation would pos-
itively influence secure intention behavior. The analysis of the relationship between
protection motivation and secure intention behavior is found to be supported and signifi-
cant at the level of 0.01 (8 = 0.757,t=31.683, p < 0.01). Most importantly, it indicates
that the participants are inclined to avoid sharing personal information in online games
to protect themselves from phishing attacks. Furthermore, adolescents are encouraged
to follow the practice of not sharing personal information and to act in line with the
intention of safeguarding their personal data in online games t to protect themselves
from phishing attacks. As a result, they are less likely to click on any message popups
that appear while playing online games. The student also should verify any messages
and emails that prompt them to provide financial and personal information in the con-
text of online games. Furthermore, they should refrain from responding to messages
from unknown sources that request username and password updates, always verifying
information before updating online games. Adopting such secure intention behaviors
reduces the risk of becoming the falling victim to phishing attacks. This finding justifies
that higher protection motivation leads to a greater inclination towards secure intention
behavior within the online gaming environment among adolescents. The results obtained
from this analysis add to the growing body of research that supports the positive rela-
tionship between protection motivation and secure intention behavior from a security
perspective [18, 22, 32, 33, 42].

In reviewing the literature, no empirical evidence was found regarding the associa-
tion between the severity of online game addiction and secure intention behavior (H2)
towards phishing attacks in the online gaming environments. Nevertheless, several prior
studies [2, 4, 33] have suggested that the severity of online game addiction could sig-
nificantly influence intentional behavior implementation, leading to the formulation of
hypothesis H2. The analysis of the relationship between the severity of online game
addiction and secure intention behavior is found to be significant at the level of 0.01 (8
= 0.106, t = 4.149, p < 0.05). This aligns with expectations from the literature, which
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proposed that the severity of online game addiction would indeed impact the relationship
with secure intention behavior [46, 56]. Considering these findings, it can be concluded
that the seven factors of online game addiction (salience, tolerance, mood modification,
withdrawal, relapse, conflict and problems) positively influence secure intention behav-
ior. For example, the salience factor indicates that gaming activities become adolescents’
primary focus to escape from their daily problems. The tolerance factor highlights the
increasing time consumption in playing games over time. The mood modification factor
suggests that adolescents experience “high” and “buzz” while playing online games all
day. The withdrawal factor leads to an unpleasant and depressed feeling when unable
to play online games. The relapse factor results in difficulties reducing the time spent
on playing online games. The aspect of conflict within online game addiction pertains
to adolescents encountering interpersonal disputes arising from their gaming activi-
ties. Finally, these adolescents experience problems such as ignoring other activities,
assignments and homework due to excessive engagement in online gaming.

6 Conclusion and Future Work

The study sheds light on the importance of considering protection motivation and the
severity of online game addiction in fostering secure intention behavior among adoles-
cents. The findings suggest that protection motivation can positively influence secure
intention behavior, while the severity of online game addiction may have a detrimental
impact on it. Therefore, interventions addressing both these factors could be essen-
tial in promoting safe and responsible online behavior. The findings also highlight the
importance of education programs aimed at raising awareness about the risks associated
with cybercognition and secure intention behavior. Such programs can play a crucial
role in enhancing online safety practices among adolescents. Additionally, counsel-
ing and therapy programs may be necessary for individuals exhibiting high levels of
online game addiction severity. These programs can address the root causes of addiction
and encourage the development of healthy coping mechanisms to ensure better overall
well-being.

Overall, the study provides valuable insights into the relationship between protec-
tion motivation, the severity of online game addiction and secure intention behavior.
The findings hold potential to guide the development of interventions that promote safe
and responsible online behavior while addressing the negative consequences of online
game addiction. Nonetheless, there is still ample room for further research in this field.
Future work can build upon these findings and further explore the complex relationships
between these variables. Conducting longitudinal studies that track changes in protec-
tion motivation, the severity of online game addiction and secure intention behavior over
time can provide a more nuanced understanding of these relationships. This can help
to identify the specific factors that contribute to changes in these variables over time,
leading to the development of targeted interventions. Cross-cultural studies should also
be considered to expand the scope of this research. While this study focused on a spe-
cific population of late adolescent students in Malaysia, exploring these relationships in
different cultural contexts can uncover cultural factors that might influence them. This
can lead to the development of culturally appropriate interventions since such studies
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are essential in this domain. Developing and testing interventions to promote protec-
tive behavior and reduce the severity of online game addiction among adolescents can
yield valuable insights. Such interventions may include educational programs to raise
awareness about the risks associated with cybercognition and therapy programs tailored
for individuals with high levels of online game addiction severity. Through these future
endeavors, a more comprehensive understanding of the complex relationships between
protection motivation, the severity of online game addiction and secure intention behav-
ior in online game addiction among adolescents in the context of online gaming can
be achieved. This will contribute significantly to promoting healthier and safer online
behaviors among young individuals.
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Abstract. This research paper presents the design and development process of the
M-Thyroid Care app, a mobile application prototype aimed at facilitating virtual
video call-based consultations for thyroid clinics using design-based research.
The app offers a convenient and accessible platform for remote consultations,
enabling patients and healthcare providers, especially doctors, to engage through
video calls. Additional features like chat functionality and file-sharing capabilities
are incorporated to facilitate seamless communication and information exchange
between patients and healthcare providers. The motivation behind developing
M-Thyroid Care stems from the need to address the challenges associated with
unurgent illness physical visits, specifically focusing on follow-up appointments
for thyroid disorder patients. It is important to note that the app is not intended
to replace physical visits but to assist clinics and healthcare providers in man-
aging their time more effectively, allowing for more in-clinic consultations, par-
ticularly for new thyroid disorder patients. By eliminating the need for physical
visits, M-Thyroid Care offers several benefits. Patients can save on travel, park-
ing, childcare, and other related expenses, resulting in enhanced convenience and
cost-effectiveness. Moreover, reducing physical visits can reduce traffic conges-
tion and emissions, aligning with sustainable environmental practices. In sum-
mary, M-Thyroid Care represents a significant step towards leveraging mobile
technology to improve thyroid healthcare consultations. The insights gained from
the design and development process of M-Thyroid Care contribute to the broader
understanding of designing mobile healthcare apps for remote consultations, serv-
ing as a valuable resource for future app development in telemedicine and mobile
healthcare.

Keywords: M-Thyroid Care - Mobile Healthcare App - Virtual Consultations

1 Introduction

In recent decades, healthcare innovation improvements in product technology, treat-
ments, and care delivery have successfully increased patient life expectancy and quality
of life and made access to care, treatments, and diagnostic path options easier. Health-
care innovation is also generating efficiency, reducing costs and human errors. Mobile
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devices and apps have provided many benefits for health service providers, allowing
them to make more rapid decisions with a lower error rate, increasing the quality of data
management and accessibility, and improving practice efficiency and knowledge [1-3].
With the advancements in technology and the widespread availability of smartphones
and tablets, virtual consultations have become increasingly accessible and convenient
for doctors and patients. These mobile devices provide a portable platform for patients
to connect with their doctors from their homes, eliminating physical visits to a health-
care facility. Patients can engage in real-time discussions with their doctors, receive
medical advice, attend virtual presentations, and collaborate on their treatment plans
through mobile apps and web conferencing platforms. The convenience and accessibil-
ity of teleconsultations have been widely highlighted in numerous studies [4, 5]. These
studies indicate that patients [6—8] and healthcare providers [8—10] generally express
high levels of satisfaction with this form of healthcare delivery. The flexibility offered
by mobile devices allows doctors to provide personalized care and patients to receive
timely medical guidance, even when they cannot visit the doctor’s office in person.

In line with this trend, M-Thyroid Care, a functional prototype of a mobile applica-
tion, has been designed and developed to address the specific needs of thyroid clinics.
The primary objective of this app is to implement virtual video call-based consultations,
thereby reducing the number of non-critical physical consultation visits among thyroid
patients. By leveraging the app’s capabilities, patients and doctors can engage in vir-
tual consultations, chat interactions and seamlessly share files, videos, and images. By
leveraging virtual consultations, healthcare providers can enhance patient satisfaction
by providing convenient and efficient care delivery. This convenience not only saves
patients time but also eliminates the need to endure long queues or traffic jams, con-
tributing to reduced emissions. Additionally, the burden of travel expenses, parking fees,
and childcare can be minimized, offering cost savings to patients [11-13]. Moreover,
virtual consultations allow clinics to optimize their time management, enabling them to
accommodate more in-clinic consultations [ 14, 15], particularly for specialists who need
to see new thyroid disorder patients. Adopting virtual consultations in thyroid clinics
holds great potential for improving overall patient experience and optimizing healthcare
resources.

2 Related Work

Developed countries have made remarkable strides in implementing virtual consultation
apps, experiencing widespread adoption and seamless integration into their healthcare
systems. Countries such as the United States, Canada, the United Kingdom, Australia,
and several European nations have emerged as leaders in embracing virtual consul-
tation apps, recognizing their immense potential in transforming healthcare delivery.
The integration of virtual consultation apps into Malaysia’s healthcare infrastructure is
steadily gaining momentum as the healthcare system recognizes the potential benefits
of telemedicine. With ongoing efforts to improve regulations, infrastructure, and reim-
bursement policies, Malaysia is actively working towards incorporating telemedicine and
virtual consultations as integral components of its healthcare delivery model. Several
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telemedicine apps specific to Malaysia have been developed to facilitate virtual con-
sultations, including DoctorOnCall, BookDoc, MyDoc, HealthMetrics, Teleme, MySe-
jahtera, Naluri, and PingDoc. These apps offer a range of features such as video con-
sultations, chat functionality, e-prescriptions, and access to medical records, providing
convenient healthcare services for patients. However, among these apps, MyDoc, devel-
oped by MyDoc Pte Ltd, a Singapore-based digital healthcare company, stands out due
to its comprehensive platform that can be accessed through iOS, Android, and web-
based platforms. In addition to virtual consultations and medical record access, MyDoc
includes appointment booking services, health monitoring, medication reminders, and
health tips, offering a holistic approach to healthcare management.

While other appointment apps in Malaysia provide convenient ways to find and book
appointments with healthcare providers, the specific scenario of thyroid clinics presents
unique challenges. In thyroid clinics, doctors determine the appointment dates and times,
and any available doctors may see patients. Therefore, there is a need to design and
develop a dedicated app like M-Thyroid Care with a specialized appointment booking
feature to streamline the process and ensure efficient scheduling and management of
appointments, addressing the specific needs of thyroid clinics. By incorporating tailored
features and functionalities, M-Thyroid Care can enhance the overall patient experience
and optimize healthcare delivery in thyroid care.

3 Methodology

Numerous researchers have explored the application of design-based research as a robust
research methodology in various studies [ 16—18]. The findings from these studies consis-
tently revealed that design-based research was predominantly utilized for technological
interventions and applications. For instance, [18] reported that a significant majority of
interventions (68%) involved the integration of online and mobile technologies. In this
study, the researchers adopted the framework proposed by [19] to define design-based
research as a systematic four-step process. The first phase involved the “analysis of
practical problems,” wherein a specific problem was identified, and relevant literature
related to the issue was thoroughly reviewed. The following research questions were
formulated after analyzing the practical problem:

RQ1: What are the key components and features required to design an effective
functional prototype system for follow-up consultation?

RQ2: How can mobile technology be utilized to develop a functional prototype
system for follow-up consultation?

The “development of solutions” for the identified problem was the focus of the
second phase that followed. Researchers conceived alternative answers, determined the
research topic and development strategy, and then built a prototype to address the issue.
The third step of the process was the “evaluation and testing of solutions in practice”.
Researchers thoroughly studied and tested the offered solutions in real-world settings
to gauge their efficacy and viability. Finally, the fourth phase, termed “documentation
and reflection,” involved generating and documenting design principles derived from the
research process. By adopting the framework proposed by [19], the researchers aimed to
create an innovative and practical solution to address the specific needs of thyroid clinics,
with the ultimate goal of improving patient care and optimizing healthcare resources.
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4 Results

This paper focuses primarily on the second phase of the design-based research process,
which involves the creation of a solution for the M-Thyroid Care application. During
this crucial phase, a mobile application called “M-Thyroid Care” was designed and
developed specifically for Android mobile devices. This application’s main goal is to
improve the entire experience for both doctors and patients by efficiently addressing the
practical issues that thyroid clinics face.

4.1 M-Thyroid Care Application Design

M-Thyroid Care has been meticulously designed using a user flow process to establish
a clear and structured sequence of steps and interactions for both doctors and patients
when utilizing the mobile application. This user flow process serves to illustrate the
different paths and decision points that users encounter while pursuing specific goals
within the app. Each step in the user flow corresponds to a distinct screen or action
that users can engage with during their interaction with the application. The user flow
process of M-Thyroid Care encompasses three key stages: login and registration, new
appointments, and appointment management.

Login and Registration. For the login and registration, the user flow process is illus-
trated in Fig. 1. The login process is started by the user by launching the M-Thyroid
Care app. The user must input their registered information, including their email address
and password, in the appropriate boxes on the login screen in order to log in. The user
then taps the “Log-in” button after entering the required information. The app then com-
pares the entered credentials with the user data stored in the system to validate them
and gives the user access to their main screen if the credentials are legitimate and match
the records. This main screen is especially suited to the user’s function within the app,
whether they are a patient or a doctor. Users who do not already have an account can
register by choosing the appropriate registration option. The user is prompted during
the registration process to enter the necessary information, including their name, email
address, and preferred password. Once the user submits the registration form, the app
starts a phase for email validation.

A user can start the password reset procedure in the M-Thyroid Care app by clicking
the “Reset Password” link. The software asks the user to input their registered email
address when they click the “Reset Password” option. The app validates the email address
after receiving it before starting the password reset process. The user’s registered email
address is then sent an email with a link to reset their password. The user can access the
password reset page on the designated web page by clicking the provided reset link in
the email after getting it. The user can then type in and confirm a new password. The app
validates the password reset and enables users to log in using their updated credentials
once the new password has been successfully set.

New Appointment. For the new appointment, the user flow process is illustrated in
Fig. 2. Inthe M-Thyroid Care app, doctors can set up new appointments with their patients
by navigating to the current appointment screen. They can perform a patient search,
select a time and date, and enter any relevant information. The patient receives an email
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Fig. 1. User Flow Process for Login and Registration

notification with the appointment information after it has been scheduled. On the app’s
current screen, the patient can also see the appointment details. This procedure guarantees
effective communication and makes it simple for doctors to arrange virtual consultations
with their patients while keeping patients updated on their upcoming appointments.
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Fig. 2. User Flow Process for User Appointment and Appointment Details
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Appointment Management. For appointment management, the appointment details
screen in the M-Thyroid Care app serves as a vital platform for patients and doctors to
manage their ongoing appointments effectively. The user flow process is further illus-
trated in Fig. 2. Within this screen, doctors can initiate video calls with their patients,
facilitating seamless communication and virtual consultations. Additionally, patients can
send messages directly to their doctors, fostering ongoing communication and enabling
them to address any concerns or provide updates.

Furthermore, the appointment details screen’s file management menu allows patients
and doctors to conveniently upload and share relevant images, files, and videos. This fea-
ture enhances the collaboration between patients and doctors by facilitating the exchange
of necessary medical information and diagnostic results. Users can securely store and
access important documents related to the appointment by utilizing this menu, contribut-
ing to a comprehensive and organized healthcare management system. In the context
of appointment management, doctors are also allowed to modify appointment details
if needed. This function allows doctors to change the appointment schedule, purpose,
or other pertinent information. This adaptability implies that appointments can be effi-
ciently tailored to changing conditions or individual needs, improving efficiency and
patient care.

4.2 M-Thyroid Care Application Development

The development of the M-Thyroid Care application involves leveraging the Flutter
Software Development Kit (SDK) to ensure cross-platform compatibility for iOS and
Android devices. Flutter’s rich set of widgets creates a visually appealing and responsive
user interface, providing a seamless user experience. The backend of the app is built using
PHP, a versatile server-side scripting language. PHP facilitates the smooth integration
of the app’s front end with the backend functionalities, enabling efficient data exchange
and processing. MySQL is employed as the database management system, offering a
robust and secure solution for storing and retrieving data. On the backend side, PHP is
used to develop the necessary APIs that handle data exchange between the app and the
server. These APIs are responsible for user authentication, appointment scheduling, file
sharing, and chat messaging tasks. The data is securely stored and retrieved from the
MySQL database, ensuring the confidentiality and integrity of patient information.

Login. The M-Thyroid Care user login interface embodies a pivotal element within the
digital system, enabling users to securely access their accounts and avail themselves of
the associated functionalities. Designed with a focus on usability and security, this inter-
face incorporates essential features such as email and password input fields, a “Forgot
Password” option, and a language selection menu (Fig. 3).

At the top of the interface, prominently positioned, are the email and password
input fields. These fields prompt users to enter their unique identification credentials for
authentication purposes. The email field requires users to provide their registered email
address, serving as a primary identifier associated with their M-Thyroid Care account.
In contrast, the password field securely accepts the user’s secret passphrase to verify
their identity. Both input fields are accompanied by clear labels or placeholders, making
it easier to enter the necessary information.
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In addition to the email and password fields, the interface includes a “Forgot Pass-
word” tool to aid users with password recovery. This option is usually given as a dis-
tinct button or a clickable hyperlink. Upon selection, users are redirected to a password
recovery page where they can initiate the process of resetting their password. This pro-
cess commonly involves sending an email notification to the registered email address
containing instructions for resetting the password and regaining access to the account.

¢

M-thyroid
c a re Forgot Password?

Email

-
8 Gimadhonis@uum.edumy

Remember Me Login

New Account?
fersion 10 Forgot Password?

Fig. 3. M-Thyroid Care Login Interface

Furthermore, the M-Thyroid Care login interface provides a language selection
menu, allowing users to choose between English and Malay. Located at the top of the
interface, this menu offers a dropdown or a list of language options, enabling users to
switch between the desired language preferences. The interface adjusts its textual con-
tent and labels upon selection to reflect the chosen language, enhancing user engagement
and convenience. The overall design and layout of the M-Thyroid Care login interface
prioritize user experience and security. Error handling mechanisms are implemented to
display meaningful and descriptive error messages should users encounter issues dur-
ing login attempts. Such error messages aid in identifying and resolving login failures
caused by invalid credentials or other security-related concerns.

Registration. The M-Thyroid Care user registration interface plays a crucial role within
the digital system, facilitating the creation of new user accounts for individuals seeking
to engage with the platform’s healthcare services. This interface incorporates various
elements, including user type selection, email, password, name, phone input fields, and
a confirmation email feature.

The first step in the user registration procedure is to choose a user type. The interface
offers a simple and straightforward way for users to select “Patient” or “Doctor” as their
respective roles within the M-Thyroid Care system. This option sets the user’s privileges,
functions, and access levels after successful registration.



50 A. H. M. Shabli et al.

Following the user type option, the interface allows users to provide their email
address, which serves as a unique identifier for their M-Thyroid Care account. The
email input field facilitates reliable data entry and may include validation techniques to
verify the format and authenticity of the provided email address. Aside from the email
address, the interface includes a password input field, which allows users to create a
secure and confidential password to protect their accounts. The password field typically
incorporates security requirements, such as a minimum length or complexity, to enhance
data protection.

Furthermore, the user registration interface features a name input field, enabling users
to enter their full names. This field personalizes the user’s account and facilitates future
communication between the user and the healthcare professionals within the M-Thyroid
Care system. The interface includes a phone number input field to enhance user registra-
tion further. Users are prompted to enter their valid contact number, facilitating potential
communication regarding appointments, notifications, or other relevant updates. Similar
to other input fields, the phone number input field may incorporate validation measures
to ensure accurate data entry.

Upon successfully completing the registration process, users receive a confirmation
email from the M-Thyroid Care system. This email serves as a verification mechanism
confirming the successful registration of the user’s account. It typically contains rele-
vant account details and may include instructions or links for further account setup or
activation.

Application Main Screen. The M-Thyroid Care main screen serves as a central hub
within the digital system, presenting users with essential information and navigation
options. This screen prominently features the current appointments section, menu access
to appointment-related functionalities, user profiles, and the logout feature. However, it
differentiates between patient and doctor perspectives, offering additional capabilities
for doctors, such as creating new appointments using a floating button.

When users enter the main screen, they are greeted by an overview of their current
appointments. This section gives a fast overview of upcoming or ongoing appointments,
including important details such as appointment time, date, and essential patient or
doctor information. The appointments are often structured in a well-ordered and easily
scannable format, allowing users to grasp their schedule at a glance quickly.

The main screen has a menu for easy navigation and access to relevant features.
This menu provides users with quick access to appointment-specific functionality, such
as examining appointment history and accessing the user profile. Users may obtain a
comprehensive record of their past appointments by selecting the “Appointment History”
option, providing a handy reference for medical history or billing purposes. Similarly,
the “Profile” option takes users to their personal profiles, where they can look into and
edit their account information, preferences, and other pertinent information.

For improved user control and system engagement, the main screen contains a logout
feature. This option allows users to log out of their M-Thyroid Care account securely,
protecting critical information and assuring privacy. In terms of available features, the
M-Thyroid Care main screen distinguishes between doctors and patients. In the case of
doctors, an additional feature in the shape of a floating button created exclusively for cre-
ating new appointments is supplied. This floating button enables doctors to quickly start
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the appointment creation process, streamlining the workflow and allowing for more effec-
tive scheduling. Because doctors normally oversee appointment creation, this floating
button on the patient main screen is absent.

Patient New Appointment. The New Appointment screen in the M-Thyroid Care sys-
tem provides doctors with the capability to establish appointments with patients, facil-
itating efficient scheduling and effective healthcare management (Fig. 4). Within this
screen, doctors are empowered to search for patients using various identifiers such as
names, IDs, phone numbers, and email addresses. These search options allow doctors
to swiftly locate the desired patient swiftly, ensuring accurate selection for appointment
creation.
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Fig. 4. M-Thyroid Care New Appointment Screen

Once the patient is identified, the New Appointment screen offers doctors the flexibil-
ity to specify the date and time of the appointment. Doctors can easily navigate calendar
options and input the desired appointment date through an intuitive user interface while
time slots are available for selection. This feature allows doctors to effectively manage
their schedules and allocate appropriate time slots for patient consultations.

The Add to Calendar dialog in the M-Thyroid Care system offers seamless integration
with the device calendar, facilitating the easy setup of appointment reminders. This dialog
provides a user-friendly interface allowing users to incorporate appointment details into
their device’s calendar system effortlessly. Additionally, the New Appointment screen
incorporates a remarks section, enabling doctors to include relevant information for the
patient. This feature allows doctors to communicate specific instructions, guidance, or
additional details related to the appointment. By leveraging this functionality, doctors
can enhance patient communication, ensure preparedness, and promote a personalized
healthcare experience.
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Appointment Details. The Appointment Details screen within the M-Thyroid Care
system serves as an essential interface for patients and doctors to access comprehensive
information regarding their respective appointments (Fig. 5). Once a new appointment is
created, users can navigate to the main screen list and select the desired appointment to
view its details. The Appointment Details screen provides patients with crucial informa-
tion such as the appointment’s time and date and any accompanying remarks. However,
specific functionalities within this screen are restricted to doctors only.

< Appoitment Details /7 C € Messages

Patient
Noorulsadigin ‘& 16/06/2023 03:17 PM
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Fig. 5. M-Thyroid Care Appointment Details Screen

The screen design emphasizes user-friendliness and clarity, enabling patients to
access and comprehend their appointment details effortlessly. Patients can readily view
the scheduled time and date, ensuring they are well-informed about their upcoming
medical consultations. Additionally, any remarks or additional information the doctor
provides are displayed, offering patients important instructions or details about their
appointments. Distinct from patients, doctors possess additional privileges within the
Appointment Details screen. They can modify the appointment status to “Ready” to
signal their availability and readiness for the appointment. This status change serves
as an indication for patients that their doctor is prepared to engage in a video call or
consultation.

The M-Thyroid Care application utilizes the WebRTC (Web Real-Time Commu-
nication) protocol to facilitate video calls between patients and doctors. WebRTC is a
technology framework that enables real-time communication over web browsers with-
out the need for external plugins or software installations. M-Thyroid Care’s integration
of WebRTC provides users with a seamless and secure video call experience. WebRTC
makes use of a number of standardized communication protocols, including the Real-
Time Transport Protocol (RTP), the Session Description Protocol (SDP), and the Interac-
tive Connectivity Establishment (ICE). These protocols collaborate to build and maintain
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adirect peer-to-peer connection between the patient’s and doctor’s devices, enabling real-
time audio and video transmission. There are various stages to integrating video calls
utilizing WebRTC within the M-Thyroid Care application. To begin, the application ini-
tiates the connection procedure when a doctor sets the appointment status to “Ready” on
the Appointment Details screen, indicating their availability for a video call. The SDP
protocol is used by the patient’s and doctor’s devices to exchange session descriptions,
which include information on media capabilities, network addresses, and encryption
settings.

Following that, the ICE protocol is used to connect the devices, even in the presence
of Network Address Translators (NATSs) or firewalls. ICE employs several strategies,
such as STUN (Session Traversal Utilities for NAT) and TURN (Traversal Using Relays
around NAT), to select the best potential communication network path and solve network
traversal challenges. Once the connection is established, the WebRTC framework allows
for the real-time transmission of audio and video streams. The RTP protocol is used to
packetize and transfer media data between the patient and the doctor, assuring timely
delivery. WebRTC also enables advanced features such as adaptive bitrate control and
echo cancellation, which improve the quality and performance of the video conversation.
From a security standpoint, WebRTC’s built-in encryption techniques ensure the privacy
and integrity of the video call from a security aspect. Secure transport protocols, such
as Datagram Transport Layer Security (DTLS), are used to encrypt media streams,
preventing eavesdropping and unwanted access to the communication.

Moreover, patients and doctors can also use a menu button at the bottom of the screen.
This menu button provides a variety of functions to improve the user experience. Users
can attach photos, files, and videos to appointments, allowing for the effective sharing
of medical reports, test results, and other associated materials. This feature encourages
patients and doctors to communicate and collaborate effectively, allowing for a thorough
grasp of the patient’s situation.

In addition, the Appointment Details screen has a chat button, which allows patients
and doctors to communicate in real time. This chat functionality promotes effective and
convenient communication by allowing users to clear up any doubts, ask questions, or
provide extra information about the visit or the patient’s condition.

Following the conclusion of a video call session between a patient and a doctor within
the M-Thyroid Care application, the doctor is prompted to set the appointment status to
“Completed”, indicating the end of the appointment. This action is an important step in
the workflow to ensure proper record-keeping and maintenance of the patient’s medi-
cal history. Following the completion of the appointment, the session details are made
available in the Appointment History screen, allowing for comprehensive and organized
documentation. By setting the appointment as “Completed”, the doctor confirms that
the session has ended satisfactorily and that all necessary medical interactions have hap-
pened. This is an important step in the appointment lifecycle since it marks the change
from an ongoing consultation to a closed session. It allows both the doctor and the patient
to clearly realize that the appointment’s objectives have been reached.

The Appointment History screen is arepository for past appointment details, ensuring
a complete record of the patient’s medical history. This screen gives users, including
doctors and patients, access to a list of completed appointments in chronological order.
Each appointment entry in the history comprises pertinent information such as the date
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and time of the appointment, as well as any accompanying remarks and any extra notes
provided by the doctor.

Profile. The Profile screen of the M-Thyroid Care application allows users to edit their
user profile information, such as name, phone number, and password. This page is critical
for keeping user profiles correct and up to date, facilitating effective communication, and
assuring secure access to the platform’s features. Users are presented with a user-friendly
interface on the Profile screen that allows them to alter their personal information. The
screen has input forms tailored to each profile attribute, such as the user’s name and phone
number. Users may quickly modify current information and submit updated details. It
is crucial to keep the user’s name up to date so that the app displays the user’s accurate
identity. Users can update this data to preserve accurate records inside the M-Thyroid
Care system and promote easy communication with doctors.

5 Discussion and Conclusion

The prototype of the M-Thyroid Care application demonstrates a range of promising
features that have the potential to benefit doctors and patients at thyroid clinics greatly.
By providing alternative options for doctors, such as remote consultations and flexi-
ble appointment scheduling, the application reduces the dependence on physical visits
and offers enhanced patient convenience. Specifically, patients with thyroid disorders
can benefit from the app’s ability to connect them with specialized medical exper-
tise, resulting in improved quality of care. The inclusion of asynchronous communi-
cation further facilitates efficient information exchange between patients and health-
care providers, leading to increased patient satisfaction and active participation in self-
managing their healthcare. Additionally, the app prioritizes secure data management,
safeguarding patient records, and promoting seamless information sharing among health-
care providers. With its expected appeal to a diverse range of patients, including those
in remote areas and individuals with chronic diseases, the M-Thyroid Care application
holds significant promise. However, it is crucial to acknowledge and address potential
technical issues or connectivity problems that may arise during video consultations to
ensure a smooth user experience.
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Abstract. The Covid-19 pandemic has profoundly influenced global health and
daily life across numerous countries, necessitating the urgent implementation
of effective diagnostic strategies. This underscores the importance of advanc-
ing accurate, efficient, and rapid early detection techniques. In this context, con-
volutional neural networks (CNNs) have demonstrated remarkable proficiency
in image recognition and classification tasks, particularly when applied to large
annotated datasets. However, the domain of medical image classification presents
significant challenges primarily stemming from the scarcity of annotated medical
images such as chest X-rays images. Therefore, this study presents a new deep
learning model for Covid-19 diagnosis from chest X-rays. Two distinct chest X-
ray datasets from different sources are utilized for model training and testing. The
proposed CNN-based model accurately calculates chest X-rays into positive and
negative categories, providing an automated and efficient approach to diagnosing
viral disease. This work holds significant importance for pandemic control and a
safer future.

Keywords: Covid-19 Detection - Chest X-Ray - Convolutional Neural
Networks (CNNs)

1 Introduction

The COVID-19 pandemic has had a profound global health and societal impact across
numerous countries [1]. In this context, chest X-rays have emerged as crucial tools for
testing and diagnosing COVID-19 cases during the recent outbreak [1]. Deep learning
has emerged as a powerful disease detection and classification technology, enabling
accurate predictions and timely interventions, especially for viral diseases using chest
X-rays that are vital in diagnosing Covid-19 [2, 3]. Several studies have generally uti-
lized deep learning techniques for various medical applications. For instance, skin lesion
classification [4], cancer diagnosis [5, 6], liver tumour detection [7], early detection of
diabetic retinopathy [8], and Alzheimer’s progression prediction [9]. In Covid-19, chest
radiography plays a crucial role in assessing lung involvement [10, 11]. For example,
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[12, 13] have applied deep learning models to analyze Covid-19 X-ray images. In par-
ticular, TensorFlow and Keras offer a high potential for Covid-19 prediction, diagnosis,
and treatment planning [12, 14]. In addition, [15, 16] have employed a model based on
TensorFlow achieved reasonable accuracy in predicting disease severity using CT scans.
Moreover, a study conducted by [17] has developed a Keras-based model that accurately
predicted patient mortality using electronic health records. On the other hand, convo-
lutional neural networks (CNNs) have shown promise in medical image classification
[11, 18]. However, the limited availability of annotated medical images poses significant
challenges to accurate diagnosis [19]. As a result, various related works have explored
the effectiveness of deep learning models in predicting Covid-19 progression, patient
outcomes, and mortality rates. These advancements have significantly contributed to
Covid-19 prediction, diagnosis, and treatment. However, the main limitation of the
existing works lies in the relatively small size of the dataset used for model training
and evaluation, which may affect the generalizability and robustness of the proposed
method [1, 20]. To ensure broader applicability, further research is needed to validate
these results on larger and more diverse datasets would be beneficial to assess the effec-
tiveness of these models in real-world scenarios. This ongoing investigation ensures a
safer future and effectively combat the pandemic.

1.1 Motivation

Despite some relief from the contagious virus, healthcare institutions worldwide still face
many positive cases. Gaining insights from complex biomedical data remains challeng-
ing in healthcare transformation [3]. Deep learning models, implemented with frame-
works like TensorFlow and Keras, have shown promise in predicting and analyzing viral
diseases, including Covid-19 [2, 12, 14]. These models offer the potential for accurate
and efficient Covid-19 diagnosis, patient monitoring, and treatment planning [12, 15,
16]. Chest X-rays have proven useful in detecting Covid-19. Therefore, this paper aims
to propose a novel approach for Covid-19 prediction using deep learning techniques.
The study uses two distinct datasets to develop a convolutional neural network (CNN)
model that classifies chest X-rays into Covid-19 positive and negative categories.

1.2 Related Work

Several studies have applied deep learning to predict Covid-19 from chest X-ray images.
A study implemented by [21], employed transfer learning achieved 86% accuracy on
a small dataset. In addition, CNN and inception-v3-based models showed reasonable
results, but more data was needed for better performance [12—14, 22]. Moreover, stud-
ies conducted by [1, 20] showcased the potential of deep learning in diagnosing viral
diseases and provided valuable insights into the visualization of disease progression
in Covid-19. However, the limitation lies in the relatively small final dataset images,
potentially impacting the model’s performance. Our research addresses limitations in
previous studies, proposing a novel approach for accurate automated Covid-19 diag-
nosis. We utilize larger and diverse datasets, comprehensive data pre-processing, and
employ techniques like data augmentation, dropouts, early stopping, and 200 training
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epochs. Our robust model validation methodology incorporates multiple performance
metrics.

2 Problem Statement

The Covid-19 pandemic has significantly impacted global public health, necessitating
effective diagnosis [11]. However, despite some relief from the contagious virus, health-
care institutions worldwide still face a significant number of positive cases. In addition,
interpreting chest X-rays for Covid-19 detection presents challenges, with previous stud-
ies relying on limited data and radiologists’ expertise [8, 12, 13, 17]. Therefore, there
is a critical need for more accurate, efficient, and automated methods utilizing diverse
and sufficient data. This paper addresses this issue by employing two distinct chest X-
ray datasets for Covid-19 detection, classifying the data into COVID (+) and COVID
(—), and creating separate train and test sets. The model is trained using TensorFlow,
Keras, and a deep learning convolutional neural network (CNN) to enhance diagnostic
capabilities.

3 Contribution

This study presents a new deep-learning model for Covid-19 prediction and detection
using convolutional neural networks (CNNs). Two different datasets of chest X-rays are
utilized to train and test the model. Employing multiple datasets from diverse sources
enhances the robustness and reliability of the diagnostic and detection models. The
research contributes a comprehensive methodology for data pre-processing, augmenta-
tion, feature extraction, and model performance evaluation for Covid-19 diagnosis. The
study demonstrates the effectiveness of deep learning, TensorFlow, Keras, and related
models in accurately predicting Covid-19. The model is trained for 200 epochs using
techniques such as early stopping, resulting in high accuracy and low loss. This method-
ology can be extended to detect other viral diseases, facilitating early detection and
timely treatment.

4 Methodology

This study presents a deep learning approach utilizing a CNN algorithm for feature
extraction and classification of chest X-ray images into Covid-19 cases. The proposed
methodology includes data pre-processing, augmentation, dropout, and early stopping
techniques to address overfitting. The CNN architecture consists of multiple convo-
lutional and pooling layers with appropriate activation functions. A dataset of 5,856
chest X-ray images from Kaggle and 930 images (Pneumonia/Normal) from GitHub,
totaling 529 MB, was split into 70:30 ratios for training and testing. Bias removal was
performed during data pre-processing. A binary classification model was developed
using TensorFlow and Keras, employing a CNN with four convolutional layers, max-
pooling layers, and dropout regularization. The model’s performance was evaluated
using metrics such as accuracy, precision, recall, F1 score, receiver operating character-
istic (ROC) curve, and area under the curve (AUC). Figure 1 shows samples of selected
PA (Posterior-Anterior) images.
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Fig. 1. The (COVID-19) PA (Posterior-Anterior) chest X-ray data images. On the left, we have
30 positive (abnormal cases) X-ray images; on the right, we have 30 negative samples (normal
cases).

4.1 Dataset and Justification

This academic study employs two distinct chest X-ray (CXR) image datasets for training
and evaluating a deep-learning model for Covid-19 detection Fig. 2. Using two datasets
is crucial to ensure diverse representation, enhance model generalization, and validate
its performance.

Dataset Classification

KAGGLE  :
MGs)  :
coviD()

COVID (+) IMGs
v COVID (-) IMGs

COVID (+) IMGs }

COVID (-) IMGs

GitHub
IMGs)
COVID (+)

Fig. 2. Final selected dataset consisted of images of Covid-19 positive and negative cases, which
were used to train and test the model.

Dataset selection prioritizes quality, relevance, and ethical considerations, omitting
datasets containing issues or biases for scientific rigor. The first dataset, from Kaggle,
consists of 5,842 expert-graded images, encompassing normal, pneumonia, and various
viral cases. The second dataset from GitHub includes 930 images from diverse sources.
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Focusing on Covid-19 PA projection images, the study combines negative cases from
the first dataset and positive cases from the second, resulting in a final dataset of 392
images. The research highlights the potential of deep learning frameworks in diagnosing
viral diseases using CXR images and incorporates data pre-processing, augmentation,
and model performance evaluation using various metrics.

4.2 Data Pre-processing

Data pre-processing is crucial in constructing machine learning models as it prepares the
data and eliminates noise and inconsistencies that may impact model performance. By
performing data normalization, augmentation, and resizing, the accuracy and efficiency
of the model can be improved. This study uses the ‘ImageDataGenerator’ function from
the ‘tensorflow.keras.pre-processing.image’ module was employed for pre-processing.
This function applies various transformations to the images, normalizes pixel values
between 0 and 1, and resizes the images to dimensions of (224, 224) as shown in Fig. 3.
Generators for the train and test datasets were created using the ‘flow_from_directory’
method of ‘ImageDataGenerator’, producing batches of augmented images for training
and testing. The images were converted to appropriate arrays using the ‘img_to_array()’
function from the Keras package and then pre-processed using the ‘preprocess_input()’
method to meet the model’s requirements. The processed images and their labels were
appended to empty lists and converted to NumPy arrays using the’ np.array()’ function.

1808 x 1507 224 x 244

Normalization
(Resizing)

Fig. 3. Resizing the image can simplify the model’s implementation, reduce memory usage during
training, mitigate the effects of image variability, and reduce the computational cost of training
the model.

5 Methods and Materials

We conducted experiments in Jupyter Notebook and Google Colaboratory [Colab], using
Spyder Notebook to segment the data. TensorFlow, Keras, and CNNs were our main
tools. The subsequent subsections elaborate on their roles. The following sections detail
the software and hardware components used.
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5.1 Software Components

In our experiments, we employed Python as the primary programming language and a 64-
bit x64-based processor operating system for the personal PC device. The deep learning
model was built and trained using the TensorFlow and Keras frameworks. The model
architecture consisted of various layers: input, Conv2D, Max-Pool2D, Flatten, Dense,
and Dropouts. ReLU activation function was used for convolutional and dense layers,
while Padding, Strides, and Sigmoid were applied to the output layer. Libraries such as
numpy, tensorflow.keras, matplotlib.pyplot, sklearn.metrics, and more were utilized for
data processing, model building, evaluation, and visualization. Jupyter Notebook, Spyder
Anaconda, and Google Colab were platforms for data classification, train-test splitting,
and GPU-enabled model training, respectively. The model was optimized using Adam,
an adaptive learning rate algorithm, and its performance was evaluated using accuracy,
precision, recall, F1 score, ROC curve, and AUC metrics to assess classification and
discrimination capabilities.

5.2 Hardware Components

We performed most of the experiments using GPU resources on personal computer
devices or online platforms such as Google Colab. The specifications of the PC device
we used are AMD Ryzen 73700X8-Core Processor with 3.6 GHz and 32.0 GB RAM
and NVIDIA GeForce GTX 1050Ti GPU.

6 Implementation of Experiments

This section describes the practical experiments conducted for this study. The main steps
include classifying the selected data into two classes: Covid-19 positive and Covid-19
negative, splitting the data into training and test sets, and training a convolutional neural
network (CNN) model using TensorFlow and Keras to detect Covid-19 from the training
data. As well as evaluate the model’s performance on the test data and report the results.

6.1 Classify the Datasets into Two Classes

The paper proposes a method for classifying medical images as either Covid-19 posi-
tive or negative. We utilized the Pandas library to analyze the metadata file and extract
technical information. The next step was to store Covid-19 positive and negative cases
in a separate folder, managing file paths using the OS library and copying files with
the shuttle library. Covid-19 positive cases were selected by iterating through each
row of the metadata CSV file, identifying the target value in the “finding” column
(“Pneumonia/Viral/Covid-19”), and selecting images with the “PA” view type. Covid-
19 negative cases were randomly extracted from the Kaggle platform, choosing only PA
images. The resulting dataset comprised 392 images for training and testing the model.
This method efficiently and effectively organizes radiographic images for medical data
analysis. We finally, partitioned the dataset into a 70/30 train-test split.
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6.2 CNN Algorithm for Covid-19-Detection

The proposed training algorithm includes the model’s structure, procedures, and details,
serving as a concise guide for reproducing and improving the model’s performance. The
deep neural network architecture illustrated in Fig. 4 consists of convolutional, pooling,
dropout, dense layers, and various applied techniques, as described in sextion 5.1. The
primary deep learning algorithm employed and its associated inputs and outputs are
illustrated as follows:

Conv2D
(14, 14, 128)

Conv2D
(28,28, 64)

Conv2D Conv2D Conv2D
1224,228,32) (12,112,60) (= (56,56, 64)

Relu
—
W /

(112,112, 32)

Relu

Relu Relu

£

—>(/ MaxPool2D ’/—>

(56, 56, 64)

MaxPool2D

(23 28, 64) Dropout
0.25
Dropout (0.25) (28,28, 64) D(rozz\)n (0.25)

Dropout (0.25)

Input Data coviD ( )
(input_shape) <— Dense (2) ( Dense (64) | €— ( Flatten (<_/ MaxPool2D
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Sigmoid Dropout (0.5)

Fig. 4. The General Architecture of our CNN Model used in this Study

Algorithm: Training the Covid-19 detection algorithm and a convolutional neural net-
work (CNN) was implemented in Tenso Flow and Keras to train the data and make
predictions on the test dataset.

Input: There are two datasets employed in this study: First, a dataset of 5,842 X-Ray
images (JPEG) of Covid-19 patient chest X-ray images (Pneumonia) which included
various viruses, including Covid-19 with the size of 2.31 GB. Second, a dataset of
930 X-Ray images (JPEG) of Covid-19 patient chest X-ray images (Pneumonia) which
included various viruses, including Covid-19 with a size of 529 MB.

Output: The output of the experiment is a robust automatic model capable of early
screening and accurately predicting Covid-19 negative and positive cases.

7 Results

The results demonstrate the effectiveness of the proposed Covid-19 detection model,
indicating its potential for clinical application in disease diagnosis and management.
The model architecture includes an input layer with dimensions (224, 224, 3) and a
Dense output layer with 2 units and sigmoid activation. It consists of a total of 568,706
trainable parameters distributed across various layers.
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Fig. 5. The CNN model exhibits low loss on both training and validation data, indicating
successful avoidance of overfitting.

7.1 Training Loss and Validation Loss

The training history plot of the deep learning CNN model Fig. 5 demonstrates low loss
levels for both training and validation data.

The results indicate effective generalization and avoidance of overfitting, as evi-
denced by the convergence of training and validation loss curves, suggesting minimal
error and successful generalization to new data.

7.2 Training Accuracy and Validation Accuracy

The training history plot of our deep learning CNN model indicates high accuracy and
validation accuracy, suggesting effective avoidance of overfitting. The proximity of the
accuracy and validation accuracy curves demonstrates successful feature learning and
generalization. Refer to Fig. 6.

As a summary, the key findings from the results are as follows:

Low Loss: The loss consistently decreased over the initial epochs, indicating effective
learning and progress.

Consistent Validation Loss: The validation loss remained consistently low, further
supporting the model’s ability to generalize well.

Early Stopping: The model did not require training for the full 200 epochs, suggesting
convergence and limited additional improvement potential.

Overall, the results demonstrate the model’s strong performance, accurate predictions
on the validation set, avoidance of overfitting, and generalizability to unseen data.
High Accuracy: The model achieved an impressive accuracy of 97% on the validation
set, indicating its ability to make accurate predictions.

Consistent Improvement: Accuracy consistently improved over the first 10 epochs,
suggesting ongoing learning and progress.

Validation Accuracy: The validation accuracy remained consistently high, indicating
the model’s ability to generalize well and avoid overfitting.
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Fig. 6. The CNN model’s training history plot demonstrates high accuracy on both training and
validation data, indicating successful avoidance of overfitting. Early stopping confirms model
convergence and limited scope for improvements.

8 Evaluation

We employed multiple metrics to evaluate our model throughout different phases. We
monitored training and validation accuracy and loss in the initial phase, adjusting data
augmentation and early stopping parameters accordingly. In the subsequent phase, we
utilized Confusion Matrix, Sklearn precision, recall, F-score, and support to compute
each class’s precision, recall, and F1 score. These metrics assess the model’s ability
to identify positive and negative cases accurately. The Confusion Matrix, typically pre-
sented as a 2x 2 matrix [A] in binary classification, summarizes the model’s performance
by categorizing predictions into true positive (TP), true negative (TN), false positive (FP),
and false negative (FN) as illustrated in Table 1. The confusion matrix can be represented
as follows:

Table 1. The confusion matric representation based on the actual positive and actual Negative
for Covid-19 evaluation

Actual Positive (P) Actual Negative (N)
COVID (+) (P) True Positive (TP) False Positive (FP)
COVID (—) (N) False Negative (FN) True Negative (TN)

In our model the confusion matrix was generated as follows:

A 97 3
2x2=
4 118
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The following equations show how we calculate the accuracy mathematically in this
study:

Accuracy = (TP 4+ TN) /(TP + TN + FP 4 FN).

where TP is the number of true positives, TN is the number of true negatives, FP is the
number of false positives, and FN is the number of false negatives.

Accuracy = (97 + 118) /(97 4+ 118 + 3 4+ 4) = 0.9685 ~ 0.97.
In evaluation stage the we compute the confusion matrix, the classification report, and

the evaluation metrics. Thus, we generated the following results illustrating in Table 2.

Table 2. Classification report, precision, recall, F1 Score, and Support with up to 97% high
accuracy

Classification Report Precision Recall F1 Score Support
COVID+ 0.97 96 0.97 59
COVID— 1.00 1.00 0.97 59
Accuracy — — 0.97 118
Macro Avg 0.97 0.97 0.97 118
Weighted Avg 0.97 0.97 0.97 118

The model consistently achieved 97% accuracy in classifying Covid-19 cases from
X-ray images, demonstrating high accuracy and consistency through manual and auto-
matic calculations. The evaluation included using a ROC curve, which displayed excel-
lent discriminative power with an AUC value of 0.93, indicating the model’s ability
to accurately differentiate between positive and negative samples Fig. 7. Based on the
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Fig. 7. The area under the ROC curve (AUC) is a measure of how well the model is able to
distinguish between positive and negative samples of Covid-19.
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results discussed in the evaluation section, the model exhibited exceptional performance
in accurately classifying test cases as COVID-positive or COVID-negative. It showcased
high accuracy and a minimal error rate, with no mistakes observed within this specific
test set.

9 Discussion

This study aimed to explore the potential of deep learning with CNNs using TensorFlow
and Keras frameworks for automatic detection and feature extraction in X-ray images
related to Covid-19 diagnosis. We trained and evaluated a CNN model, achieving a high
accuracy of 97% on training and validation data, as depicted in Fig. 8. The proposed
automatic Covid-19 detector attained an accuracy of 0.9504 and validation accuracy of
0.9792, with respective losses of 0.1598 and 0.1312, on a dataset consisting solely of X-
ray images. These promising results suggest the CNN model effectively learns relevant
features. Nonetheless, this study contributes to the low-cost, rapid, and automatic Covid-
19 diagnosis based on X-ray images, potentially reducing staff exposure to outbreaks.
Future investigations should ascertain the reliability of features extracted by the CNN
model as biomarkers for Covid-19 detection.
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Fig. 8. The training history plot of our CNN model indicates high accuracy on both training and
validation data, without overfitting.

10 Conclusion and Future Work

In healthcare, deep learning has proven a powerful tool for disease detection, including
Covid-19. In this study, we utilized TensorFlow and Keras frameworks to construct a
Convolutional Neural Network (CNN) model for Covid-19 detection using Chest X-ray
images. The model achieved a high accuracy of 97% on training and validation data,
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displaying robust generalization and avoiding overfitting. Precision, recall, and F1 score
metrics were high, and ROC and AUC curves demonstrated effective class discrimina-
tion. This indicates that the model successfully learned data features and can serve as
a reliable tool for Covid-19 detection. However, it is crucial to emphasize that these
models should complement clinical judgment rather than substitute it. Further evalua-
tion of additional test data is recommended to ensure generalizability. Deep learning
frameworks like TensorFlow and Keras hold significant potential for disease detection,
aiding healthcare professionals in accurate diagnoses and improved patient outcomes.
Future work should include larger and more diverse datasets, particularly for emerging
and evolving viruses, and address the challenge of distinguishing mild symptom cases
from pneumonia symptoms in X-ray images.
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Abstract. BacaDisleksia is an application specifically designed for children with
dyslexia learning to read. The application aims to facilitate dyslexic children and
ease their reading by carefully considering the Human-Computer Interaction and
Interaction Design fundamentals that could facilitate them to read better. However,
the design of BacaDisleksia is yet to be empirically confirmed. Therefore, a usabil-
ity testing was conducted using Tobii eye-tracker to further examine its design.
Six dyslexic children as participants were involved in the testing revealing design
issues related to BacaDisleksia that can be improved based on eye-tracking data
such as heat maps and gaze plots. As a results, this paper presents the eye-tracking
usability findings that could inform dyslexia-friendlier design decisions for any
application with a similar aim as BacaDisleksia. Such design decisions are crucial
in digital innovation to provide better digital solutions for dyslexia and other learn-
ers with reading difficulties, in line with one of UNESCO’s aims for having the
technology to support inclusivity for children with disabilities, including learning
disabilities such as dyslexia.

Keywords: Eye-tracking usability - human-computer interaction - interaction
design - dyslexia

1 Introduction

Eye tracking data can be very useful and informative in facilitating the right design
decision for certain specific aims, such as in education, as it provides insights into
studying processes, revealing mental representation, and assessing subconscious aspects
[1]. Especially when designing for specific users, in this case children with dyslexia that
often push for non-standard design decisions, eye-tracking data can reveal significant
details to inform further the design of such digital applications to facilitate and possible
reduce cognitive load while learning to read. Hence, that is why it is important to obtain
as much data as possible to gain insights into eye-tracking data from the children, such
as gaze plots and heat maps. These two data could lead to improvement in the design.
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BacaDisleksia is an application designed and developed with the aim to ease the
reading process by offering the children an interactive, self-assessed intervention for a
stress-free reading session. Its fundamentals are based on three Interaction Design (IxD)
dimensions [2] — text (1D), visual representation (2D), and behavior (5D) — leaving the
other two dimensions untouched, i.e., space (3D) and time (4D). The three dimensions
are selected based on the needs of children with dyslexia when it comes to an application
for reading, as most of the interaction covers text, visual representation, and the appli-
cation’s behavior. The other two dimensions are not considered, as each child requires a
different time and reads at an individual pace (4D). The interaction with BacaDisleksia
is mainly using a mouse and very minimal use of keyboards. Since 3D is concerned with
tangible means of control, it is not included, as any changes or improved aspects con-
cern this dimension. Besides IxD, the Human-Computer Interaction (HCI) interaction
model also serves as its base for the design, following the classic [3] interaction model.
This application aims to provide an interactive reading tool that can facilitate children’s
reading better by introducing features that could ease learning to read, such as Irlen color
theory [4] for the reading background.

In this paper, we explore the potential of using an eye tracker in a usability study with
dyslexic children to uncover design decisions we could have missed when designing
and developing the application. Such intricate eye-tracking data could potentially be
considered to improve further the design aspects, not only on the user interface but also
the interaction that comes with it. What are the usability issues that can be uncovered
from BacaDisleksia? How does the eye-tracking help in conducting usability testing with
children with dyslexia? What design suggestions can be made to improve the interaction
and user experience for the children?

2 Eye-Tracking for Dyslexia

2.1 Dyslexia

Dyslexia is a neurological learning disability that particularly hinders a child’s reading
abilities [5, 6]. Despite having normal intelligence, these children frequently read at sub-
stantially lower levels than expected. People with dyslexia often struggle with spelling,
reading comprehension, and the ability to learn a second language. Nonetheless, these
issues are independent of their overall IQ level, as dyslexia is an unforeseen reading
challenge for a child who is intelligent enough to be a far better reader. However, chil-
dren with dyslexia who happen to be slow readers often, paradoxically, are very fast and
creative thinkers with strong reasoning [6]. Dyslexia can be inherited in some families,
and recent studies have identified a number of genes that may predispose an individual
to develop dyslexia.

The main focus of remediation for dyslexia should be on the specific learning prob-
lems of affected individuals. The usual course is to modify teaching methods, tools, and
the educational environment to meet the specific needs of the individual with dyslexia.
That said, a good interactive tool should be designed and developed to suit dyslexics
to assist their learning. A study by Lebenicnik [7] spells out that the key problems
experienced by dyslexic users are confusing page layout, unclear navigation, poor color
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selections, graphics and text too small, and complicated language. Designers must con-
sider these problems in creating learning material for a better course or program for a
dyslexic child. This is where HCI and IxD pave the potential to assist in designing for
specific users, using eye-tracking as a tool to dig deeper and understand better what is
going on when users, especially children, use interactive digital solutions to learn to
read.

2.2 Eye Tracking and Usability

Aside from traditional usability studies, particularly among usability professionals,
usability experts have begun to use psychophysiological approaches to gain a deeper
understanding of the user’s attentional and cognitive processes [8]. One of the approaches
iseye tracking. Eye tracking is a psychophysiological technique that has recently become
very popular. Eye tracking has been employed to study visual attention distribution in
various visual tasks, from visual search to reading advertisements to watching online
videos. Eye tracking has also been applied in multiple usability studies to provide insights
regarding the design of websites, digital TV menus, and games, to name a few [9].

The most popular method of visualizing data from eye-tracking studies is heat map-
ping. Heat maps are based on how many views each area receives. The term “heat map”
refers to a visual representation of hot and cold spots on a page using various colors
[10]. Users’ focus will be presented in a color-coded section based on most paid to least
paid attention areas. Figure 1 is an example of the heat map. The red area represents the
most paid attention area, and the blue is the least paid attention area. Heat maps can also
represent either the number of fixations or the duration of fixations.

Fig. 1. Anexample of the heatmap by one of the participants captured while using BacaDisleksia
to read the target word displayed.

Another data collected through eye-tracking is gaze plot. Gaze plots show a single
user’s visit to a page or software. Fixation will be presented by a dot. The bigger the
dot, the longer the fixation of the users. Figure 2 is an example of gaze plotting. Blue
dots represent the fixation, and the lines between dots represent saccades. A saccade is a
rapid eye movement between two fixations, and saccades range in amplitude from small
movements to large ones. Wu et al. [11] discovered, for example, that eye movement info,
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such as fixation duration and fixation point number, had been useful in showing what
users search for target information on a smartwatch interface, revealing usability issues
of specific features on the smartwatch. However, this view quickly becomes cluttered
for long recordings, and the dynamic gaze replay or the hotspot visualization described
below becomes more suitable [12].

Fig. 2. Anexample of the gazeplot by one of the participants captured while using BacaDisleksia
to read the target word displayed.

Although eye-tracking technology has been around for some time, studies on utilizing
eye-trackers to observe design issues are very limited when it concerns dyslexic children.
Most eye-tracking studies performed with dyslexia in mind are performed with adult
dyslexics or focus on other aspects pertinent to reading, such as cognitive or neurological
origin vs. eye movement for adults with dyslexia [13], cognitive impairment among
children with dyslexia [14], and screening [15, 16].

3 Methods

3.1 Participants

Six children formally screened with dyslexia by Persatuan Disleksia Malaysia, Sungai
Petani, participated in this study. The participants are children between 10 and 12 years
old, sharing various demographics. They are purposively selected as they are bigger
and have prior knowledge and skills in using the computer. Bigger and taller children
are needed for a better eye-tracker calibration process. One limitation of using an eye
tracker is its poor or limited detection when it comes to small children. Various reasons
contributed to the poor calibration process with children, including sitting position,
constant movement as children tend to move around, and difficulty sitting still at times,
heights, and focusing on the screen. Nonetheless, we recommend the children from 10
to 12 years old, as they gave good calibration and smooth running eye tracking sessions.

3.2 Tools and Settings

The usability testing is conducted at Persatuan Disleksia Malaysia in Sungai Petani,
Kedah. BacaDisleksia application is displayed using a computer attached to Tobii eye-
tracker. The children were briefed and given a short tutorial on how to use the software
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before the start of the test. At the beginning of the test, the eye gaze of each participant
is calibrated.

The calibration process may take quite some time to complete. Participants were
advised to follow the following regulation to ensure successful calibration and avoid
further issues during eye tracking. The regulations are no glasses, no hat, no physical
objects that could potentially get between the eye and the eye-tracker, sitting relatively
straight in the chair, does not fidget or move too much, and remains at about 20 to 23
inches from the monitor at all times, and remain positioned in the middle of the monitor
at all times.

3.3 The Tasks

Five tasks have been identified based on the main functions and purpose of BacaDisleksia
as listed in Table 1. With the five tasks, the participants were asked to express their
thoughts during the test, following the Thinking Out Loud method. The premise is that
users keep up a running commentary to say what they think as they attempt their tasks.
This can help to better understand usability issues and suggest solutions to the problems
faced. However, the tester has to facilitate the process by asking probing questions,
considering that the participants are children with limited expression of thoughts and
actions.

Table 1. The tasks specified for the usability test using an eye tracker.

No. Tasks

1 Log in to the application

2 Change the colour of the syllables (avatar’s clothing)

3 Change the colour of the background

4 Find the word ‘bapa’ and spell it aloud

5 Find and record the pronunciation of the word ‘sayang’

While the participants carried out these tasks, the data on the achievement of each
task, the duration taken to complete each task, and the difficulties encountered in
performing the tasks were observed and recorded.

4 Results and Discussion

This section presents the results from the eye-tracking usability test conducted with the
children and discusses the findings. Table 2 tabulates the performance of each participant
in seconds. T1 to TS denote Task 1 to Task 5, with 1 referring to successful attempt and
0 unsuccessful attempt. As can be seen, all five participants successfully completed all
five tasks but with different duration spent to attempt each task.
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Table 2. Performance tasks data recorded by eye-tracker.

Participant | T1 | Time | T2 | Time | T3 | Time | T4 | Time | TS | Time | Total time taken
P1 1 13 1|27 1 9 1 |13 1 26 88

P2 1 |55 1 |19 1 |22 1 18 1 38 | 152

P3 1 25 1 19 1 8 1 24 1 37 | 113

P4 1 |23 1 |12 1 1 |12 1 35 87

P5 1 |56 1 |20 1 6 1 |12 1 173|267

P6 1 149 1 140 1 15 1 21 1 27 | 152

Mean 37 23 11 17 56

Referring to Table 2, Task 1, i.e., login into the application, has a fairly high average
time as two participants, i.e., P2 and P5 spending over 50% than the average time. While
Task 2 (change the avatar’s appearance) has one participant that almost doubled the
average time of all the participants. In addition, all participants’ performances for Task
4 is almost around the average time suggesting that all participants did not have much
problem completing the task. For task 3 “Change the colour of the board’s background”,
the mean time taken to complete is the lowest. However, there is an outlier for this task
as participant P2 took the longest time taken to complete at 22 s which is double the
average time.

As for task 5 “Find and record the pronunciation” of the word ‘sayang’, the mean
duration is the highest at 56 s. This task requires participants to find the word ‘sayang’
and record their pronunciation. Although all participants managed to complete the task,
participant PS5 however took the longest time of 173 s. Participant PS5 also had the
longest time recorded for Task 1 (56 s) which is “Log in to the application”. Participant
5 also had the longest total time taken to complete all of the tasks, where the participant
spent almost half of the time completing Task 5. The eye-tracking data was examined
to understand usability issues in detail related to the task as only participant PS had
difficulty accomplishing the task.

Looking at the heat map in Fig. 3(a) and (b), the participant focused on the wording
and the left and right arrows to find the word ‘sayang’, which is the critical area in
searching for the word. This can be seen in the heat map zone that is represented in
colour, for which area the participant focuses heavily on. The red color presents the
most focused area followed by yellow and green. The heat zones at the arrow area to
find next words and also the time spend on the wording at center also proved that the
participant had difficulty in searching the words ‘sayang’ as compared to participant P1
which has a lesser density of colour in the two area.

In addition, from the gaze plot in Fig. 4(a) for participant P5 as compared to par-
ticipant P1 in Fig. 4(b), the eye gaze of the participant P5 started to wander to another
part of the interphase when the participant failed to find the word ‘sayang’. Participant
P1, which has the lowest completion time, shows much less fixation count. This shows
that the focus and attention of the children started to lessen when they faced difficulty
finding the word. Hence, choosing the right font, size, and design of how the word is
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(a) (b)
Fig. 3. a) Heat map for P5 Task 5, and b) Heat map for P1 Task 5.

presented is essential in aiding dyslexic children in finding the correct word. According
to this data, the participant took a lot of time to complete the task.

(a) (b)
Fig. 4. a) Gaze plot for P5 Task 5, and b) Gaze plot for P1 Task 5.

For Task 1, participants P2 and P5 both have a high completion time to complete the
login task. Participant P2 took high time to complete because instead of a nickname, the
participant keyed in the full name. While participant P5 took some time to complete the
task because participant P5 made a lot of typing errors and had difficulty differentiating
the alphabet on the laptop’s keyboard. According to the gaze plot in Fig. 5(a), Fig. 5(b)
and Fig. 5(c), two participants spent quite some time typing their names, which showed
that they had issues with either spelling their names or finding the letters on the keyboard,
or both. Only one participant, i.e. Pl in Fig. 5(c) seems to not having much problem
with the task the gaze plots are rather focused on the targeted area. All participants are
computer literate but not frequent users except for P1.

Another notable finding is on Task 3 (Change the color of the board’s background).
The heat map and gaze plot data, as depicted in Fig. 6, participant P2 shows the gaze is
not focused on the color-board palette at the bottom side of the interface, which is the area
of interest for the task. The red colored shade is located in many areas — the character’s
area, level of difficulty area, and even at the word displayed. Hence, the placement of
the color palette menu is also essential to avoid confusion to dyslexic children. The
placement should be more visible and easier to reach.
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(a) (b)
Fig. 6. Gaze plot and heat map for P2 Task 3.

In this study, the usage of an eye tracker in the usability of BacaDisleksia gives a better
understanding and comprehension of the usability problems of BacaDisleksia towards
dyslexic children. BacaDisleksia is designed and developed to assist dyslexic children
to learn to read with their own preferences on the color of the font, the background, and
the levels of difficulties, presumably reducing their cognitive load while attempting to
read. To determine its usability issues, the evaluation was made to understand problems
encountered during the children’s learning session thus improving the design.

In addition to the traditional usability study such as the study of effectiveness, effi-
ciency, and satisfaction, the usage of eye-tracker provides data visualization in the form
of heatmaps and gaze plots. These two visualization data indicate the amount of time
and the focus of the eye gaze spent and its movement. The significant intensity of the
heatmap accumulated can be observed from participant P5 upon completing Task 5. The
participant spent a lot of time at the word, causing the color intensity to darken thus
showing the area of eye focus.

The significant gaze plot that shows a lot of eye movement can be found in participant
P2 task 5. The eye movement of the participant shows that she encountered problems
when trying to find the color palette to change the reading background colour. The color
palette’s position is located at the bottom side of the interface and besides the word level
difficulties (denoted by three facial expressions). Participant P2 eye movement went all
over the user interface rather than going straight to the designated palette to complete the
task given. The user interface design may need to be reconsidered; for example, moving
the color palette to the side of the user interface as the focus of the children may be
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distracted by the facial expressions (level of difficulties icons) at the bottom. Besides,
the left side of the interface is not as crowded as the bottom side.

Although the children successfully completed all tasks, they were having difficulty
operating the software because most dyslexic children are not good at using computers
or have less experience using a computer. Most of them are novice users and rarely use
computers. This can be shown when some of the children had difficulty typing their
names, perhaps due to them having dyslexia and thus making it harder for them to find
the alphabet. The arrangement of the alphabet on the keyboard is one of the reasons
for the delay in completing the task. The children are used to the sequence of ‘ABCs’
that they need to find the alphabet one at a time. They often encounter typing errors and
confusion to differentiate the alphabet, such as ‘D’ and ‘O’. One of the children took
almost one minute just to log in to the application even though her name only contains
five alphabets. She obviously had difficulty differentiating the alphabet. She confused
‘D’ with ‘O’, ‘A’ with ‘R’, and ‘M with ‘N’.

However, most children only encountered difficulty operating the computer while
logging in. After logging in, they did not have much difficulty. They can operate the
software fairly well. This was proven for participant P5. Even though she had difficulty
during login which is the first task, she managed to perform well for the subsequent
tasks. She understood the task well and knew how to operate BacaDisleksia application
with minimal error.

This can also be observed in “Find the word ‘bapa’ and spell it outloud” task (Task 4).
All the children managed to complete the task on average at the same time. The dyslexic
children find the word ‘bapa’, which only has four alphabets in a two-syllable word.
Compared to Task 5, which is to find the words ‘sayang’, although it is a two-syllable
word, the second syllable ‘yang’ imposed some difficulty to some of the children comes
with the diphthong (‘ng’), making it more challenging to spell and read correctly. Thus,
more time is needed to find, identify, and read the word. Therefore, the design of how
the word should be presented could be considered to assist dyslexic children in reading
longer, more difficult words.

5 Design Decisions and Recommendation

The eye tracking data, provides valuable and insightful design suggestions for the
improvement of BacaDisleksia. Of course, the fundamentals remain, but the user inter-
face could be improved further for better interaction, providing enhanced reading expe-
rience. Firstly, the namespace in the login interface. As the blank space to fill in their
name use a feature that can fill in unlimited alphabet, by limiting the alphabet, children
can only enter their nickname in the space which can prevent them from entering their
full name thus reducing the error and can improve their emotional distress. There is
obviously the pros and cons to it — on the positive note, it is easier for them to spell out
short names rather the long ones; on the other hand, it could also be a platform for them
to learn to spell their full name. Anyway, it is a matter of choice and what objective we
are aiming for. Technically, both can be easily accomplished.

Secondly, the representation of the word. Having different levels of difficulty with
the word is a great idea, but how the word is represented is also an important element
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to assist dyslexic children. In addition to different syllables having different colors,
adding a hyphen in between two or more syllables can also help children who are
suffering from severe dyslexia, as suggested by [17, 18]. This would assist in terms of its
visual representation, which further enhanced the separation of the syllables in a word
and between alphabets. Dyslexic children find crowded words jumpy, making reading
difficult and stressful [19]. Eliminating or reducing stress and cognitive load is important
for their successful design.

Thirdly, the placement of the color palette for choosing the background color. This
feature is considered one of the important factors leading to correct spelling and reading.
Based on the eye-tracking data, the current position at the bottom of the user interface has
caused some distractions to the children. This is probably due to the somewhat crowded
space at the bottom of the user interface with many icons and features. Instead of putting
it at the bottom of the page, the background color could be place near the font color (or
syllable color) selection located at the right side of the user interface. Re-positioning
this color palette would satisfy one of the Gestalt Principles as it groups similar, related
features, thus reducing cognitive load in terms of interaction.

Such design suggestions could be mapped and summarized into suitable Interaction
Design (IxD) dimensions for design recommendation. The IxD dimensions considered
include text (1D), visual representation (2D), and behavior (5D). There are also potential
considerations of careful design of time (3D) and space (4D) to enhance the learning
experience for the children using BacaDisleksia. However, based on the findings and new
insights obtained from the eye-tracking usability conducted, much of the design decisions
and recommendations fall under 2D and 5D, leaving 1D not so much affected. This
suggests improving the representation of the words and the layout of the user interface
following Gestalt Principle and mapping it back to what children with dyslexia really
need to read better and more accurately using an application. The login user interface
suggests considering the third IxD dimension, i.e., time (3D), towards improving the
interaction. The time recorded to accomplish each task, as depicted in Table 2, could
also point out areas of the interaction that can be further improved. By providing the
mapping of IxD dimensions and existing principles in HCI, having the characteristics
of children with dyslexia and their specific needs serving as the foundation of such
inclusive design, a reading application such as BacaDisleksia could be leveraged as an
assistive technology for facilitating reading to these struggling readers. This could lead
to positive development in inclusive design for children with learning disabilities, as
careful consideration is crucial, and adaptation to such specific needs requires careful
design, understanding, and empathy.

6 Conclusion

Eye-tracking usability could uncover unnoticed issues that potentially lead to insightful
design improvement. The eye movement, eye gaze, and the children’s focus can be
evaluated with the tasks prepared for them. The study results are presented in the form
of heat maps and gaze plots. From the testing, all of the children completed all the
tasks given even though a few children took longer to complete the task. The heat map
and gaze plot of these participants were analyzed and compared to children with little
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difficulty completing the tasks given. With the aid of an eye tracker in usability testing,
the data received can be portrayed visually, making the analysis process much easier.
From the analyzed data, issues regarding the application can be identified. Based on the
result, a few suggestions have been made to discuss the application’s design to enhance
the user experience of children learning to read using BacaDisleksia, mapped to the IxD
dimensions, including text, visual representation, behavior, and time. By considering
more dimensions in the design decision for dyslexia, it is hoped that the application or
solution could lead towards providing inclusivity for the children, whose struggles are
real and therefore demand more effort in assisting them to learn.
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Abstract. Attention Deficit Hyperactivity Disorder (ADHD) is a frequent neu-
rodevelopmental disorder affecting children and adults, which is routinely diag-
nosed based on subjective observations and behavioural assessments. Recent
advancements in neuroimaging, particularly in resting-state functional magnetic
resonance imaging (rs-fMRI), have provided a better understanding of the func-
tional brain network impairments linked to ADHD. The human brain naturally con-
sists of resting-state networks (RSNs) that are spatially distinct and functionally
homogenous. Therefore, identifying ADHD biomarkers using the human brain’s
RSN is a promising approach. In order to make accurate statistical inferences
in brain science, it is necessary to utilize brain atlases for localizing network-of-
interest (Nols). However, locating the spatial components of these RSNs using
human brain functional atlases poses challenges due to a lack of disease-specific
atlases and atlases concordance issues. This research (1) conducts a study and
addresses six RSN that are frequently referenced in ADHD literature: (Auditory-,
Cognitive Control-, Dorsal Attention-, Default Mode-, Sensorimotor-, and Ven-
tral Attention-) Networks (2) Introduces a framework that attempts to enhance the
generation of ADHD-specific brain reference, named “Hexa-Net”’; This compre-
hensive approach may improve the reliability and applicability of ADHD studies
to a fresh level via segregating and integrating the brain into (Nols) by evaluating
predetermined brain atlases. We hypothesize that the Hexa-Net Model can offer
a more precise and unbiased method for identifying ADHD-related impairments.
As a result, this framework serves as a practical guide for analyzing biomarkers
from rs-fMRI scans to aid in diagnosing ADHD.

Keywords: ADHD identification Framework - Brain Networks Analysis -
Functional Brain atlases - Resting-state networks - Hexa-Net Model

1 Introduction

Attention Deficit Hyperactivity Disorder (ADHD) is a neurodevelopmental disorder
that primarily affects children and continues to adulthood [1, 2]. Diagnosing ADHD
is difficult due to various factors, such as the absence of gold standards or single tests
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that can precisely identify the condition [3]. Clinicians frequently diagnose ADHD
by utilising the criteria outlined by “the Diagnostic and Statistical Manual of Mental
Disorders, 5th edition (DSM-V)” [4, 5], as stated in Fig. 1.
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Fig. 1. Conventional Strategy for Classifying and Diagnosing ADHD (based on DSM-V)

ADHD symptoms are believed to originate from an atypical organisation of brain
networks along with impaired connectivity [6]. Therefore, neuroimaging has become
another technique for studying brain syndromes and disorders such as ADHD [7, 8],
among them, resting-state fMRI (rs-fMRI) is commonly used to study the primary brain
networks [9]. The organisation of the human brain is achieved through the intercon-
nection of a system of neurons. Recent techniques in decomposition and clustering
have been used to study whole-brain rs-fMRI data, exposing various cortical regions
that are physically separated but functionally connected. This phenomenon is referred
to as “Resting-State Networks (RSNs)” or “intrinsic connectivity networks” [10]. This
approach enables examining the brain and how it works from a novel standpoint that
considers the intricacy of its internal organisation.

Studies have indeed indicated that individuals with ADHD experience extensive
oddities in the brain network rather than specific in certain regions [11]. The incorporation
of network theory into the brain connectivity analysis has demonstrated considerable
promise in understanding the organisational principles of the brain and how they pertain
to cognitive processes along with neurological pathologies [12].

However, defining network nodes is crucial in constructing brain connectivity net-
works [13]. Utilizing a vertex- or voxel-based depiction could give rise to a network



Hexa-Net Framework: A Fresh ADHD-Specific Model 83

exhibiting abundant noise and exceedingly high dimensionality. Consequently, the task
of analysing brain networks might frequently pose a challenge [14]. An alternate app-
roach for defining the brain’s nodes involves segregating the brain into discrete regions,
also known as brain parcellation. Each parcel is then assigned as a node within the
connectivity network [15]. Research indicates network-level brain segregation might
be the best practice for analyzing cognitive function to identify reliable biomarkers for
neuropsychiatric disorders [16].

In brain science, connectivity-based parcellation involves grouping voxels in brain
areas that share similar connectivity patterns. However, to ensure precise statistical infer-
ences, it is important to use brain atlases to locate regions of interest as an initial stage.
Brain atlases are crucial to the reliability of brain network research that tries to solve the
issue of brain segregation, reveal network features and assist in identifying diseases by
utilizing neuroimaging data; proper atlases allow the integration of structural and func-
tional brain network analysis [16]. Although there are numerous deployed structural and
functional brain atlases, but there is no uniformity in the parcellations created by those
atlases [17], which poses “Brain Atlases Concordance Problem” as clarified in Fig. 2
[18, 19]. This is because each atlas represents a brain label based on the knowledge
available at the time of its creation. There is no ground truth parcellation of the cerebral
cortex especially for a particular syndrome or disorder, which makes it hard to evaluate
the effectiveness and the accuracy of parcellation algorithms [20].

Superior Temporal ~ Superior Temporal Pole Anterior Posterior Temporal Pole Anterior
Superior Temporal Superior Temporal Gyrus Superior Temporal Gyrus

Fig. 2. This image clarify that the parcellations defined by different atlases lack consistency and
is adopted from [18] to visualize the “Brain Atlases Concordance Problem”: The Superior
Temporal gyrus defined at different ways by four different atlases (from left to right AALIL,
CerebrA, Hammersmith and Harvard Oxford (HO)).

Insufficient attention has been given to standardizing brain atlases [21]. As far as
researchers know, no ADHD-specific brain functional atlas or reference is obtained
from rs-fMRI data; thus, neuroimaging studies targeted at comprehending the functional
connectivity and cognitive performance of the ADHD brain may be restricted without
a frame of reference. One challenge arises when different catalogues/atlases assign the
same label to RSNs despite their distinct spatial composition.

To overcome these challenges with the target of creating an ADHD-specific brain
reference, this work suggested an approach in the context of unifying and integrating
multiple brain networks from predefined brain atlases into one model, this work pro-
poses a systematic framework for conducting a methodical evaluation of several func-
tional brain parcellations regardless of their generating approaches and the number of
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delineated networks to identify and label multi-source RSNs into single brain reference
accurately.

An introduction to ADHD, its diagnostic criteria, and the contribution of neuroimag-
ing of the disorder diagnosis was provided above; then, the rest of the paper is organized as
follows: Sect. 2. Dives into the state of arts on methods identified ADHD-based (RSN5s)
and the commonly used pre-computed brain atlases. Then Sect. 2 offers a schematic
framework for selecting a parcellation tailored to ADHD brain investigations. Addi-
tionally, in Sect. 3, the researcher discusses how to use the suggested framework could
standardize brain RSNs identification in ADHD research. Furthermore, Sect. 4 concludes
the work.

2 Related Works

2.1 The Role of RSNs in Identifying ADHD

Functional and structural connectivity alterations have been documented in various neu-
ropsychiatric conditions [22]. Evidence revealed that individuals with ADHD experience
dysregulation of neural networks (i.e., across multiple brain regions) as DAN, DMN, and
AUN, not just specific ones, as proofed by extensive research in this field [23, 24]. This
section explores the question of how many networks are thought to have dysfunctional
behaviour in ADHD.

The exact delineation of brain regions and networks is an essential concept in neu-
roscience; function, connectivity, architecture, and topography are crucial in defining
these regions [22, 25]. Variability in network nomenclature across studies limits the
integration of findings. Recent research indicates that ADHD may arise from alterations
in brain connectivity patterns, particularly in functional connectivity networks (RSNs)
among different brain regions that coordinate cognition and activity [24].

Acknowledging that various atlases may utilize different terminology when describ-
ing identical anatomical regions and (RSNs) is essential. In depth, the Cognitive Control
Network (CCN) simultaneously known as Fronto-Parietal Control Network (FPCN) or
Executive Control Network (ECN) as stated in [26, 27], while Yeo, Krienen [28] used
the term Ventral Attention Network (VAN) which is referred to Salience Network (SN)
in [29] and Cingulo-Opercular Network in [17]. Furthermore, “Affective or Motivational
Network” is sometimes referred to as “Limbic Network™; Sect. 4 provides more infor-
mation about this challenge. Another issue is that RSNs are frequently categorized by
authors who often exhibit biases that arise from their subjective understanding of the
network’s spatial or functional configurations.

Finally, some atlases offer individual maps for subdivisions within the same RSN, and
they require integration to represent the complete RSN; For instance, some scholars have
employed the Sensorimotor Network (SMN) to signify the incorporated Sensorimotor
and Auditory Networks (AUN). Conversely, others have deemed it appropriate to split
it into two discrete (RSNs): the primary SMN and the Auditory Network (AUN) [17].

Three theories have been introduced here, from the perspective of RSNs, to advance
the study of ADHD Brain Connectivity. These theories are based on previous studies
and aim to build upon existing knowledge:
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Default Mode Network Hypothesis. In this hypothesis, the (DMN) is considered the
major Network-of-Interest (Nol) to examining ADHD brains [14, 30]; DMN is a RSN
that is mostly active during rest that made it optimal to study on resting-state experiments.

Tri-Network Hypothesis. Also known as Menon’s Tri-Network model originated by
Vinod Menon who proposed theoretical framework on the justification that “differ-
ent forms of psychopathology or symptom profiles are caused by disturbances in the
interactions between different brain networks”; those three distinct brain networks that
are associated with different symptom patterns are: DMN, Central Executive Network
(CEN) and Silence Network [31]. However, examining the functional connectivity and
interactions among these three networks can yield valuable insights into the fundamental
mechanisms associated with (ADHD).

Hypothesis Established on RSNs Connectivity Trends in ADHD Studies. Our
hypothesis depends on exploring emerging ADHD studies to conclude RSNs connectiv-
ity trends. Authors observed that individuals with ADHD exhibit decreased anticorrela-
tions between the DMN and task-based networks (i.e., CEN) during rest [6]. However,
another study has found that individuals with ADHD tend to have reduced FC within
DMN-DAN and increased FC between DMN-DAN [32]. Furthermore, Sutcubasi, Metin
[27] noted that no impacts related to ADHD were detected on (Affective/Motivational
Network or limbic network); so based on that this study excludes exploring it.

It is essential to acknowledge that the lack of studies deals with alterations in AUN
and SMN, and the limited number of voxels detected at these regions on previous studies,
could have various reasons beyond sample size differences. Prior studies revealed that
ADHD individuals were more sensitive to noise, potentially linked to an increased FC in
the auditory network [33]. Kids with ADHD exhibit poor Auditory Processing [39], so
this network would be included in the suggested model. Table 1 states the frequently
discovered RSNs in ADHD.

Table 1. Resting-State Network discoveries in ADHD studies

Ref. | RSNs discoveries
[34] | hyperconnectivity between DAN-VAN and within DMN and VAN;

[35] | focus on measuring rs-FC at all RSNs; and draw a valuable conclusion for brain network
dysregulation hypothesis of ADHD

[27] | interconnectivity within: (DMN), (CCN), (VAN), and Affective/Motivational Network
(AMN);

[33] | assumed that ADHD related to the (AUN), (DAN), (VAN), and (SMN);

[23] | investigated (DAN), (DMN), and (VAN) in ADHD children, and they reported that there

is hyperconnectivity in (DMN-DAN), (DMN-SMN), (DMN-AUN); No alterations
among VAN regions compared to Typical Development (TD);

[36] | ADHD subjects were shown to have decreased FC between their Visual and VAN
networks;




86 D. A. Al-Ubaidi et al.

Based on the mentioned findings, the root cause of ADHD-related brain dysfunction
seems to be an imbalance in brain network organization.

According to the previously stated hypotheses plus the outlined findings, this study
sought to name six (RSNs) with uniform labels to be integrated into one consensual
model to be a disease-specific or particularly an ADHD-specific brain reference, which
are: Auditory Network (AUN), Cognitive Control Network (CCN), Dorsal Attention
Network (DAN), Default Mode Network (DMN), Sensorimotor Network (SMN), and
Ventral Attention Network (VAN) and integrated into a “Hexa-Net Model”; this model
could serve as the basis for future ADHD identification studies.

2.2 Pre-Defined Human Brain Atlases in ADHD Studies

The more adaptable method in rs-fMRI data analysis is starting with an atlas to define
brain seeds/nodes which perform a controlled clustering to dive into the available data.
The idea of a brain template was established to get a standard brain parcellation that
spatially constrained with functionally homogenous clusters. Several brain atlases are
available in the neuroscience literature. Brain parcellations are time templates that extract
the functional brain regions utilized based on data mining approaches [37].

Many common brain atlases were used in ADHD identification studies. Table 2,
an overview of the commonly adopted structural and functional brain atlases that have
proven valuable for ADHD researchers.

Table 2. An overview to the commonly utilized Brain atlases in ADHD studies

‘ #ROI ‘ Analytical Approach Ref.
Structural Brain Atlases
AAL 115 anatomically/ structurally defined digital human brain in software | [38]
package;
EZ 115 generated using the max-propagation atlas that was provided with | [18]

the SPM Anatomy Toolbox. The atlas was divided into functional
space using nearest-neighbor interpolation and then translated
into template space using the Colin-27 template

TT 93-110 | subsequently divided into functional space using nearest [18]
neighbors’ interpolation after being co-registered, warped, and
shifted into template space

HO 110 consists of probabilistic atlases for the cortical and subcortical [18]
regions

Functional Brain Atlases

# Parcel | Analytical Approach Ref

Yeo 7-17 Spectral clustering algorithms; the number of final parcels [28]
depends on the stability of clustering algorithm;

(continued)
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Table 2. (continued)

#ROI Analytical Approach Ref.

Power 10-13 Global similarity approach based on a graph-based community [39]
detection algorithm (Infomap);

CC200 |190-200 | spatially constrained spectral clustering using 200 ROIs with [40]
homogeneous functional connectivity;

CC400 |351-400 | CC400 is a reproduction of the CC200 but it to spanning 400 [40]
regions;

Schaefer | 100-1000 | The integrated gradient-weighted Markov Random Field [41]
(gwMRF) model; starts from 100 to 1000 parcels and is
incremented by 100

2.3 ADHD-200 Dataset

The NeuroBureau ADHD-200 dataset is the primary foundation for the ongoing rs-
fMRI research on ADHD [42]. ADHD-200 a large-scale fMRI neuroimaging dataset.
In ADHD-200, each subject’s data usually contain structural images (T1-weighted)
and functional images (fMRI). Furthermore, phenotypic information (e.g., demographic
attributes, and clinical evaluation data) was made publicly available [43]. Applying
sophisticated methods for diagnosing ADHD was accomplished by the availability of
the ADHD-200 dataset [14]. The ADHD-200 dataset is the primary data source used in
the ongoing rs-fMRI studies on ADHD [44]. Detailed information related to ADHD-
200 dataset (scan parameters, experiment details, handedness, IQ, and other PCD) and
the pre-processing pipelines can be found on the (https://fcon_1000.projects.nitrc.org/
indi/adhd200/ ) and [45] provide extra information about ADHD-200. It’s worth noting
that, Cortese, Aoki [46] conducted a meta-analysis study and reported that ADHD-200
project provided the proof of concept.

3 Proposed Framework

3.1 Hexa-Net Framework: A New Modeling Framework to Conceptualize
ADHD Brain Parcellation

Concordance across multiple anatomical and functional atlases continues to be a subject
of ongoing study in neuroimaging [18]. Choosing a suitable brain atlas for a study is
affected by factors as: (1) delineating identical labels to RSNs, despite their spatial
composition and (2) drawing a meaningful comparison across brain parcellations that
have been produced independently by different research labs, using different datasets,
and/or in different coordinate systems [20, 41].

From the aforementioned and based on studies conducted by [17, 20, 25], this study
suggested a Hexa-Net framework, that aims to be a researcher’s guide for analyzing
biomarkers from rs-fMRI scans using muti-source brain atlases in terms of ADHD
identification, refer to Fig. 3 for detailed information.
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Fig. 3. The proposed roadmap to standardize ADHD brain navigation and analysis: A Novel
Schematic Approach to Generate Hexa-Net as an ADHD-specific Brain reference as an ADHD
lesion map based on six Nols; likewise, the paradigm above could be integrating any functional
brain atlases instead of stated ones as well as studying other brain disorders.

3.2 Methods for Founding Hexa-Net Brain Reference

Parcellating the brain into distinct regions is a practice that varies across atlases, with
various standards and regional definitions. To evaluate results across studies that hire
distinct atlases, concordance between the atlases must be established. Nonetheless, deter-
mining agreement between brain seeds (i.e., regions or networks) of disparate atlases is
complex. The following steps state the process of creating a consensus brain reference
by integrating multiple brain atlases:

Selecting an Atlas-of-Interest for ADHD Study. This step is about naming study’s
specific brain atlases to ensure their compatibility for further analysis. Brain atlases
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are significant maps that facilitate the segregation of the cerebral cortex based on struc-
tural or functional features [16]. To build an ADHD-related lesion brain map, researchers
should list more than three atlases based on research considerations and questions. More
details about precomputed brain atlases that are extensively used in ADHD studies stated
in Sect. 2.2.

Network-of-Interests (Nols). According to the investigation conducted in Sect. 2.1,
this study identifies six major networks (i.e., Network-of-Interests (Nols)) named (AUN,
CCN, DAN, DMN, SMN, and VAN), as it has attracted significant attention in recent
ADHD studies. Subsequently, the researcher is required to partition (Aols) and analyze
the spatial configuration of those (Nols) utilizing the methodologies outlined in Table 2.

Evaluating Interatlas Spatial Overlap. Assessing the effectiveness of parcellation
models can be difficult as there is no definitive segmentation of the cerebral cortex to
serve as a benchmark [20, 47]. This stage aims to clarify the differences between Atlases-
of-Interests and their respective representations while also serving as a comparative tool
for brain parcels across atlases. Several factors should be considered while analyzing
multiple source brain atlases at once.

To provide a detailed explanation of how to measure interatlas similarities which
could be measured using measures stated in Table 3, each has its pros and cons. A
systematic comparison should be performed across the selected atlases (1) to compare
the entire spatial overlap among functional brain atlases that are chosen in the study
by applying one of the reproducibility metrics (2) to measure the spatial configuration
among the Nols, the similarity among the six Nols could be evaluated using accuracy
metrics (3) to validate the resultant brain reference many researchers suggest evaluating
homogeneity by measuring it within and between parcels.

Table 3. A list of the proposed measurements for evaluating the agreements of the pre-defined
brain parcellations similarities and how to quantify the resultant brain reference.

Validation Measures Technique Specification

Dice Coefficient, Rand Index, Reproducibility | evaluates the similarity of two

Adjusted Rand Index, Adjusted distinct sets of parcellations acquired

Mutual Information from separate groups or different
numbers of clusters (e.g., ROIs or
Nols)

Silhouette coefficient, Dice Accuracy (1) evaluating voxels fidelity to the

Coefficient, Clustering Homogeneity underlying network; (2)

measures (e.g., Kendall’s coefficient measuring the clustering

of concordance or variance separation quality of the new

percentage) parcellation
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3.3 Generating the Hexa-Net Reference Based on Multi-source RSNs Fusion

The Hexa-Net brain reference is an ADHD-specific brain template that relies on the
original parcellations. The modelling phases intended to be implemented by adhering to
the Hexa-Net framework guidance are depicted in Fig. 4. After conducting a comparative
analysis of the atlases-of-interests (Aols) agreement and evaluating how accurately they
identified the (Nols), it is necessary to extract the BOLD signals from rs-fMRI that
reflects the spatial composition of the determined (Nols) as defined by the Aols for
ADHD-200 subjects. Moreover, a clustering analysis is performed to successfully detect
clusters of highly interconnected voxels based on their functional connectivity (FC)
strengths.

/=" (i) choosing the considered "\

Aols : (il) measuring Aols 2]
spatial agreement; (ii1) extracting six RSNs from employ a clustering algorithm
resampling them into a standard Aols after ensuring their to construct a consensus map

brain space as Montreal

Neurological Institute (MNI)

\_templates.

spatial composition based on
evaluation metrics stated in
this article

for the desired brain reference
by integrating the 6 Nols into
one reference as an ADHD-

specific.

TG i

®» GBL

Measuring the voxel-
wise variability for the 6
RSNs guided by Aols

@@

Fig. 4. The suggested pipeline of Hexa-Net Model as ADHD-specific brain reference

4 Discussion

Selecting appropriate research methods is a crucial, albeit challenging, aspect of analyz-
ing brain functional connectivity. ADHD identification lies in understanding the exact
etiology of ADHD. Atlases-of-Interests and parcellation evaluation measures could be
regarded as a study benchmark in neuroimaging data analysis. Despite the availability
of diverse atlases being valuable for researchers, the utilization of distinct parcellations
across studies poses a challenge in evaluating the reproducibility of brain studies [21].
Brain parcellations may be established through (a) anatomical criteria, (b) functional cri-
teria, or (3) a combination of both. The present study, conducted an in-depth exploration
of the ADHD RSNs studies and the brain atlases that have extensively been published
in the domain of neuroscience and ADHD in specific. Based on this exploration a Hexa-
Net framework for replicating RSN findings in ADHD studies. The AUN, CCN, DAN,
DMN, SMN, and VAN networks have been identified as RSN that consistently correlate
with ADHD across the literature [27, 30, 48]. Yet, there is considerable variance in these
networks’ spatial layout across studies, which translates to the established functional
atlases. The approach employed for RSN extraction and the size of the parcellation did
not appear to affect the inter-atlas similarity when examined five popular atlases. The
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approach employed for RSN extraction and the size of the parcellation did not appear
to affect the inter-atlas similarity when examining five elected atlases.

Table 3 listed a collection of evaluation techniques and metrics commonly used in
literature to assess parcellations models, refer to [17, 20, 49] for extra details. These
techniques have been divided into various categories.

Hexa-Net framework offers a guide to the problem of RSN standardization and
tries to overcome the drawbacks of the Atlases Concordance Problem. Drawing to a
conclusion, Hexa-Net has been constructed as a lens for identifying ADHD, and it offers
some key benefits over current approaches.

The Hexa-Net approach seeks to simplify the process of standardizing new atlases
and observing meta-data. Hexa-Net aims to reduce the search space of each RSNs by
limiting it to the expected average cluster size, then leads to improved computational
loads. Moreover, Hexa-Net might provide a replicable template of the six cognitive RSN's
for other disease detection. However, creating ADHD-specific identification atlases using
this framework could lead to the loss of certain brain regions due to sampling and
registration reduction challenges.

5 Conclusion

To our knowledge, there is a lack of ADHD studies that addressed the issue of consis-
tencies across brain atlases in the context of standardizing RSNs. This work proposes a
framework for creating an ADHD-specific brain reference guided by predefined brain
atlases, which can help us better understand disrupted functional connectivity in ADHD
brains. The proposed framework presents an obvious strategy for utilizing the integra-
tion/segregation regulations to identify variations in brain integration and segregation to
specific Networks-of-Interest. By modelling six brain functional networks extensively
stated in literature (AUN, CCN, DAN, DMN, SMN, and VAN) based on integrating
multi-source brain atlases. This approach aims to balance network integration and seg-
regation to achieve the best possible outcomes. Through this framework, researchers
can assess the suitability of a group of brain atlases for blending the six RSNs. As a
result, a “Hexa-Net framework” is suggested based on these considerations. All crucial
details regarding the Hexa-Net model have been documented with a focus on address-
ing ADHD-specific brain references. This ensures that it can be easily utilized in future
research with minimal effort. This methodology can be employed to assess the reliability
of an atlas utilized in a disorder investigation.
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Abstract. Examining retinal fundus images is compulsory for ophthalmologists
to spot features of eye diseases. Some problems, including low contrast and blurred
retinal fundus image, may seriously affect the diagnostic procedure, leading to mis-
diagnosis. Low quality of retinal fundus image makes recognition of features for
Diabetic Retinopathy (DR) to be harder for the ophthalmologist. Moreover, there
is a lack of eye care facilities infrastructure with ophthalmologists to serve multi-
morbid DR patients in rural areas, specifically Malaysia. Hence, this research pro-
posed the development of an automated enhancement system based on computer
vision and the Artificial Intelligence (Al) field to improve the quality of fundus
images captured. The DR Enhancement System (DRES) helps ophthalmologists in
the screening aspect by improving the detection of aberrant fundus images. Several
methods for improving the fundus image are utilized: Retinex, Contrast Limited
Adaptive Histogram Equalization (CLAHE), and Low-light enhancement. Results
show that all methods performed better when improving low-contrast and blurred
images. This study contributes to the screening process of DR by improving the
quality of the retinal fundus image. The developed Al-based system can also help
to solve healthcare logistics problems of reaching DR patients in rural areas.

Keywords: Contrast Enhancement - Retinal Fundus Image - Diabetic
Retinopathy - CLAHE - Low-light enhancement

1 Introduction

Nowadays, the study of Artificial Intelligent (AI) applications in healthcare institutions
is crucial for innovation that can increase productivity, reduce costs, and increase the
profit of the institution [1]. In addition, computer vision is one of the fields under Al
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that could interpret the visual world, and retinal fundus image is one of the implemented
Al imaging subjects [2]. Retinal fundus image captured to define staging of diabetic
retinopathy (DR), which is one of the chronic diseases. DR is a complication related to
long-term diabetic diseases. It is pathologically affected by prolonged high blood sugar
level that causes damage to the blood vessels in the retina. Damaged blood vessels can
be seen as enlargement and leakage of the blood vessel. There are two types of DR: non-
proliferative (NPDR) and proliferative (PDR). NPDR is a type of DR that is less severe
and does not cause symptoms. PDR is a well-known type of DR that creates new fragile
blood vessels in the retina [3]. There are a lot of people that have lost their eyesight
because of DR. Earlier diagnosis and treatment, DR can be prevented from progressing
to blindness. In order to diagnose DR, an ophthalmologist will look for abnormal signs
such as haemorrhages, microaneurysms, and hard exudates that appeared on the retinal
fundus image [4]. The examination of retinal fundus images is frequently employed
in the current day to assist ophthalmologists in gathering essential information about a
patient’s retina to detect DR [5].

In Malaysia nowadays, we are facing a shortage of ophthalmologists [6]. With the
increasing trend of DR, it burdens ophthalmologists with more workload and fewer staff.
Consequently, it contributes to long appointment waiting times and worsened DR stag-
ing prognoses. Furthermore, the procedure for treating the DR is usually made through
an appointment with an ophthalmologist. Most patients only meet the ophthalmolo-
gist when the eye vision has blurring and or even blindness has set in. Problems also
appeared as most of the retinal fundus images captured always faced low image quality,
such as low contrast, low illumination, and colour inconsistency. Hence, due to aging
populations, a shortage of ophthalmologists, and medical sustainability challenges, an
efficient and accurate system is needed to make the procedure and the results accu-
rate [7]. Therefore, this system’s existence can help the ophthalmologist make an early
diagnosis and prognosis for the patient as the image can be automatically enhanced.
This motivational approach may directly increase efficiency and creativity for eye care
facilities infrastructure, specifically in rural areas.

The research aims to design and construct an Al-based system for eyecare facilities
that can improve retinal fundus images for detecting DR patients in rural areas. One of
the most significant aspects of screening DR is detecting abnormal fundus images. Some
problems, like low contrast and blur image, may seriously affect the diagnostic stages.
The authors used three methods for improving the fundus image: Retinex, Contrast Lim-
ited Adaptive Histogram Equalization (CLAHE), and Low-Light Enhancement. These
methods perform better in handling low-contrast images and blurred images [8]. So,
based on this system, ophthalmologists can precisely identify a patient with a DR prob-
lem. Hopefully, it will improve systematic DR screening program, human resources,
and infrastructure distribution that align with the population’s needs especially in rural
areas. This study consists of six topics: introduction, related work, methodology, result
and evaluation, and conclusion.
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2 Related Work

This section explains the related study of image enhancement for diabetic retinopa-
thy (DR). Dorothy et al. [9] developed a way to create colour retinal image enhance-
ment depending on their understanding of retina architecture and imaging parameters.
Researchers had presented a new improved method using a non-uniform sampling-based
forecast of the degradation components and reviewed the findings of implementing it to
a single colour plane; a colour image enhancement solution combining a linear colour
remapping technique. The chromatic information of the original image is used in the
remapping of colour procedure for retinal colour enhancement images. The RGB was
converted to HSV (hue saturation value). An image with RGB colour space is created
by integrating the increased intensity and saturation components with the original hue
component. Enhancement’s influence on dark and bright lesions in a retinal image was
investigated [10]. While in another study, RGB is transformed to Uniform Color Space.
The Discrete Shearlet Transform (DST) divides the brightness components into many
coefficients. It also has a non-linear mapping function that improves contrast and per-
forms gamma correction—modified coefficient inverse DST. Finally, updated colour
planes are combined to improve the image [11].

A study had modified Contourlet coefficients to improve image contrast. The results
of the experiments demonstrate that this strategy is an effective and promising method
for improving retinal images. Contrast Stretching relies on a number of features [4]. The
strategy used in this study was to enhance brown regions by applying gamma correction
to each red, green, and blue-bit picture. The histograms of each red, blue, and blue-bit
picture were then stretched. After that, the studies utilized density analysis, and the
bleeding candidates were identified. Finally, false positives were eliminated using the
rule-based strategy. The researchers tested on 125 fundus images, 35 of which had haem-
orrhages and 90 of which were normal, to see how well the novel method for detecting
haemorrhage worked [12]. While Feng et al. [5] used independent component analysis
to improve low contrast retinal vasculature in the ocular fundus image by estimating the
retinal pigment makeup, namely haemoglobin, melanin, and macular pigments.

Several studies have used Retinex method for image enhancement. To investigate
the influence of brightness variations in labelling and to demonstrate the accuracy of the
suggested procedure, Vazquez et. al. Used two alternative ways [13]. The study concen-
trated on estimating illumination so that the Retinex on an image could be accurately
performed. The image is filtered with the help of a Gauss Mask with various settings
and scale [14]. The suggested method, which is based on an enhanced image formation
model, effectively raises global and local contrasts concurrently, avoids colour change
by boosting only the component picture, and practically eliminates halo artefact due to
the use of IND-based non-linear LPF [15].

Zhang et al. [11] used RGB colour retinal image and break the colour image channel
into three separate images: R, G, and B. Contrast Limited Adaptive Histogram Equaliza-
tion (CLAHE) method is used in the G channel since it has more blood vessel structural
information than the others. The image of the G channel is improved. The following
step combines the three image channels (R, enhanced G, and R). The researchers were
able to obtain an improved colour retinal image at the end of the procedure [11]. Fur-
thermore, another study implemented a low-light method to enhance the image. The test



98 N. A. M. Sharif et al.

photos were collected from several data sets, and the improved photographs’ quality
was assessed using subjective and objective evaluation. Clearly, the proposed method
produces clear photographs with natural colour, regardless of whether the scene is close
or far away, demonstrating the method’s effectiveness and usefulness [8]. By replicating
the mechanisms involved at the particular level of retina, the suggested model improves
foggy images. The suggested approach particularly contains physiologically inspired
processing [9]. Other researchers used histogram equalization to assess image quality.
This technique is frequently used to increase global contrast of a large number of photos,
especially when close contrast values represent the images’ usable data. The levels on the
histogram can have higher impact with this change. This enables locations with generally
low contrast to obtain an increase in contrast [16]. This study has identified the best strat-
egy for enhancing contrast in medical photos. It examines four strategies for equalizing
a histogram of medical images: Histogram equalization (HE), Cumulative Histogram
equalization (CHE), CLAHE, and Quadrant Dynamic Histogram Equalization (QDHE).
It assesses each technique’s reaction using three criteria based on five medical images
parameters: PSNR, MSE, and SD are acronyms for Peak Signal to Noise Ratio (PSNR),
Mean Square Error (MSE), and Standard Deviation (SD) [17]. CLAHE was used to
improve the image’s green channel contrast [18]. A new improved technique based on
fuzzy set theory has been devised for grayscale non-uniform illumination images. The
results showed that the proposed method improved image quality and outperformed
other methods in terms of image contrast and fuzziness measurement without adding to
existing noise in the image [19].

3 Methodology

This study was conducted based on Agile Software Development approach. In system
analysis, agile methodology emphasizes flexibility, continuous improvement, reducing
complexity, and timeliness. Figure 1 illustrates the five phases of this methodology:
requirements, design, development, testing, and deployment.

Agile

Fig. 1. Agile Methodology.

The interface for the system was designed, sketched, and all the necessary data
for the system, such as the information needed in the report, was prepared in the first
phase. The retinal fundus image dataset and details images information were obtained
from the Hospital Univeristi Sains Malaysia (HUSM) Kubang Kerian Kelantan. The
ophthalmologist determines data obtained such as retinal fundus image interpretation and
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DR classification. The system’s function has been designed and implemented, as well as
the system’s interface. The image processing approach is built using MATLAB software.
The system has been tested to ensure that there is no bug. HUSM ophthalmologists test
the system by employing the system in the last step.

3.1 Image Processing

A flow chart of image processing is shown in Fig. 2. First, the fundus camera cap-
tured retinal fundus image and converts RGB to Hue Saturation Value (HSV). Retinex,
CLAHE, and Low-light enhancement are three types of enhancement methods applied
on the converted HSV image. Finally, the visual quality of the enhanced retinal fun-
dus image is measured using the Mean Squared Error (MSE), Peak-Signal Noise Ratio
(PSNR) and Structural Similarity Index Measure (SSIM).

INPUT RGB
FUNDUS IMAGE

RGBTOHSV

ENHANCE IMAGE

MEASURE
PERFORMANCE

Fig. 2. Flow chart of Image Processing.

3.2 Retinal Fundus Image Dataset

The image size is 3008 x 2000 pixels. The retinal fundus image has been classified into
three categories by ophthalmologists: normal, NPDR, and PDR.

3.3 Image Method Enhancement

In this section, each enhancement method is explained. There are three enhancement
method types: Retinex, CLAHE and Low-light enhancement.

Retinex Enhancement. To achieve colour consistency, the retinex approach attempts to
build a model of the human visual system. The brightness is estimated in this technique,
and the output image is created by eliminating the estimated illumination from the
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original image. To attain colour consistency and improve the retinal fundus image, this
study has utilized Multi-Scale Retinex techniques. The formula of Multi-Scale Retinex
is as follows:

N
Rusg =) _ WaRn (M)

N represents the number of scales, R, is the n-th scale’s component from Eq. (1).
The MSR raises several obvious concerns, including the actual number of scales, scale
values, and associated weights (w;,).

CLAHE Enhancement. The technique of Contrast Limited Adaptive Histogram
Equalization (CLAHE) is also used in this study to improve the colour retinal fun-
dus image. The contrast of an image is created by combining the intensity value range
and separating the upper and lower limits pixel values. Equalization of the histogram
spreads the frequency content and modifies the original image’s contrast. The CLAHE
is defined by Eq. (2).

[ow(af) — ow(Sfmin)]
[ow(Dfmax) — Sw(Dfmin)

@)

The input images are separated into a number of sub-images (tiles), and the contrast
transform function is calculated for each tile using the ‘Clip Limit’ contrast factor. The
Exponential, Uniform, or Rayleigh distributions are used to create the contrast transform
function. Where @w is sigmoid function.

Low-Light Enhancement. Low-light imaging employs the use of a camera to anal-
yse the preliminary data and provide an improved RGB output. The low-light image
enhancement is utilized to improve the contrast of an image concentration and perfor-
mance so that details hidden in the shadows can be seen. A low-light enhancement has
been used, and this equation is given in Eq. (3) as follows:

I=RxT+a(l—-T) 3)

R is the scene radiance, the global atmospheric light is a, and the medium trans-
mission is T which describes the part of the light that isn’t scattered. The comparison
of the original and enhanced retinal fundus image using retinex enhancement, CLAHE
enhancement, and low-light enhancement are shown in Fig. 3, 4, and 5 respectively.

3.4 Performance Evaluation

There are three performances in this study which are Mean Squared Error (MSE),
Peak-Signal Noise Ratio (PSNR) and Structural Similarity Index Measure (SSIM). The
equation of MSE, PSNR and SSIM has shown in Eq. (4), (5) and (6).

Yy i) — b, )P
N M xN

MSE “)

where, 17(x, y) is the original image
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ORIGINAL RETINEX

Fig. 3. Image of Retinex Enhancement.

ORIGINAL CLAHE

Fig. 4. Image of CLAHE Enhancement.

ORIGINAL LOW LIGHT

P
—

Fig. 5. Image of Low-Light Enhancement.

I>(x, y) is the enhanced image

R2
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where, R is the maximum pixel value

SSIM (xy) = [1(x, )]* [eCe. ] [sCe. »] ©6)

where, I is luminance

c is the contrast.

s is the structure.

a, B and y are the positive constants.

3.5 Design and Development

Following the first three phases of Agile, this part explains the design and development
of the system. DR Enhancement System (DRES) is developed as a standalone system.
Software prototyping is a common method of displaying software requirements so that
users can provide additional feedback and ideas based on their interactions with the
prototype. The MATLAB R2019 software was used for the development of the DRES
system. Figure 6, 7 and 8 show the interfaces of the system.

|

|
WELCO USERNAME
ENHANCEM ‘ . , Your Usemame
SYSTEM R
etk PASSWORD
RETINOPATHY
BASED ON FUNDUS Your Password
IMAGE 41
[T N s |

B | ommaeon

Fig. 6. Login Page.

4 Result and Evaluation

The technique was verified on 45 retinal images provided by Hospital Universiti Sains
Malaysia (HUSM) with three stages: Normal, NPDR, and PDR. The metrics (MSE,
PSNR, and SSIM) are used in this research to get the best quality metrics. The obtained
image quality has been applied to the above metrics. The retinal images contrast was
improved. The processed image has higher contrast than the original. Furthermore,
the Retinex, CLAHE, and Low-Light enhancements standardized the image’s color.
Tables 1, 2 and 3 display the average value outcomes of the performance for resultant
images.
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Fig. 7. Image Processing Page.
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Fig. 8. Result of Image Processing Page.

Table 1. MSE average outcome

NPDR PDR NORMAL
ORIGINAL 512.1768 526.2727 512.0213
RETINEX 0.007385 0.00736 0.006915
CLAHE 412.4731 414.5039 417.3661
LOW LIGHT 515.4757 530.1767 531.0909

The peak signal-to-noise ratio (PSNR) is an expression of a signal’s maximum pos-
sible value (power) ratio to the strength of distorting noise that influences the quality.
The mean squared error (MSE) compares the original image’s “true” pixel values to our
degraded image. MSE is the squared average of the “errors” between our normal and



104 N. A. M. Sharif et al.

Table 2. PSNR average outcome

NPDR PDR NORMAL
ORIGINAL 21.03817 20.92193 21.03946
RETINEX 21.31665 21.33473 21.60657
CLAHE 21.97791 21.95642 21.92573
LOW LIGHT 21.00849 20.88866 20.87951

Table 3. SSIM average outcome

NPDR PDR NORMAL
ORIGINAL 0.998395 0.997382 0.995934
RETINEX 0.77325 0.773666 0.761428
CLAHE 0.468239 0.474384 0.473613
LOW LIGHT 0.751273 0.716465 0.665399

abnormal images. Error is the difference between the original image’s values and the
degraded image values. The Structural Similarity Index (SSIM) is a perceptual metric
that measures image quality degradation due to processing.

MSE is a complete reference metric; a lower value close to zero indicates a better
image output. While the PSNR value close to and above 60 will indicate a better image.
SSIM is normalized. MSE and PSNR are more difficult to understand than SSIM. MSE
and PSNR are absolute mistakes, but SSIM produces perception and salience-based
errors. If the noise level increases, the output image recovery quality will also deteriorate
[20]. A value close to one for SSIM metric indicates the image does not change much
on the structure.

Therefore, based on MSE metric evaluation in Table 1, comparing between three
enhancement method, Retinex enhancement method produce the best average output
with value of 0.007385, 0.00736, and 0.006915 for the NPDR, PDR and normal retinal
image respectively. While based on PSNR evaluation in Table 2, the result between the
three methods does not have much difference where CLAHE enhancement method have
slightly higher value close to 60 compares to others method. The value is 21.97791
(NPDR), 21.95642 (PDR), and 21.92573 (Normal), respectively. Hence, of the three
methods, Retinex enhancement became the most outstanding method based on the metric
evaluation.

For expert evaluation, a questionnaire is designed using Google Forms to determine
system performance feedback from the end-user. 14 ophthalmologists from HUSM are
evaluating the system. Usability specialists analyzed this system interface and compared
it to acknowledged usability criteria in a heuristic evaluation. The investigation had
listed the possible usability issues. The user manual for system installation, is emailed
to the ophthalmologists. Follow-up of the questionnaire is also done over the phone.
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Table 4 shows the list of statements included in the questionnaires. Figure 9, 10, and 11
summarize the output from the expert evaluation.

Table 4. List of statements for expert evaluation.

No Statement

This system can provide the statistical performance of the output image enhancement

The fundus image abnormalities can be seen clearly and result in good brightness

This technique gives a better image output than the original image

This technique/method is suitable to be used for fundus images

Rl I SN

The technique/method applied to the image synchronized with the theory of the
techniques/methods

Retinex Enhancement

The technique/method applied on the
image synchronized with the theory
of the techniques/methods.

This technique/method is suitable to
be used for fundus image
m 5. Strongly Disagree

This technique gives a better image = 4. Disagree

—_
output than original image _ 3. Neutral
L

=2 Agree
The fundus image abnormalities can
be seen clearly and result in good
brightness

= 1. Strongly Agree

This system can provide the
statistical performance of the output
image enhancement

Fig. 9. Expert evaluation on Retinex Enhancement method.

Based on chart presented in Fig. 9, the expert evaluation on the Retinex enhancement
method show 57%, 79%, 64%, 86% and 71% had agree with the statements from Table 4
respectively. While expert evaluation on the CLAHE enhancement method (Fig. 10), the
percentage of agreed statement lesser than Retinex enhancement evaluation which are
43% (Statement 1), 64% (Statement 2), 50% (Statement 3), 43% (Statement 4), and 64%
(Statement 5). Each statement for CLAHE enhancement method has a small percentage
of experts who disagree with the statement. There are strongly disagree by expert on the
statement for Low-light enhancement method. Even though strongly disagree only 7%
for each statement, it gives the feedback that the method lacked performance from the
expert view.

Figure 12 shows 64%, 64%, 50%, and 50% agree with statement 1, 2, 4, and 6
listed in Table 5 respectively, which are higher among the other agreement. While on
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Clahe Enhancement

The technique/method applied on
the image synchronized with the
theory of the techniques/methods.

This technique/method is suitable
to be used for fundus image
m 5. Strongly Disagree

= 4. Disagree
= 3. Neutral

This technique gives a better image
output than original image

=2 Agree

The fundus image abnormalities

can be seen clearly and result in
good brightness

m 1. Strongly Agree

This system can provide the
statistical performance of the output
image enhancement

il

o
N
IS
(0]
0

10

Fig. 10. Expert evaluation on CLAHE Enhancement method.

Low-light Enhancement

The technique/methed applied on the
image synchronized with the theory of
the techniques/methods.

This technique/method is suitable to
be used for fundus image

m 5. Strongly Disagree
m 4. Disagree

= 3. Neutral
m 2. Agree

This technique gives a better image
output than original image

. - m 1. Strongly Agree
The fundus image abnormalities can

be seen clearly and result in good
brightness

This system can provide the statistical
performance of the output image
enhancement

FINHY

o
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N
w
IS
&)
o
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Fig. 11. Expert evaluation on Low-light Enhancement method.

statement 3 and statement 5 obtained 50% and 64%, a neutral statement and 7% of the
expert disagree with the statement. The expert evaluation output indicates that there is
an area that need to be improved from the system’s performance.



An Automated Enhancement System of Diabetic Retinopathy 107

Table 5. List of statement for overall system performance evaluation.

No. Statement

1. The organization of information on the system screens was clear

2. The interface of this system was pleasant

3. The information is well organized and functions are easy to find

4. The speed of this system is fast

5. This system has all the functions and capabilities I expect it to have
6. Overall, I am satisfied with this system

System Performance

Overall, | am satisfied with this system

This system has all the functions and

capabilities | expect it to have e s

5 =
The speed of this system is fast = 5. Strongly Disagree
_ = 4. Disagree
3. Neutral
The information is well organized and [ -2 A
functions are easy te find T < Agrea

= 1. Strongly Agree

The interfacs of this system was pleasant

R —
The organization of information on the
system screens was clear -_—
0 2 4 <] 8 10

Fig. 12. An overall system performance evaluated by the expert.

5 Conclusion and Future Work

In this paper, image enhancement methods including Retinex, CLAHE and Low-light
were applied to automate enhancing low quality retinal fundus image to support the
diagnosis of DR. The results of the experiments demonstrated that DRES (Al-based
system) can improve retinal fundus images significantly, using Retinex enhancement
method. The results tested in the DRES system showed that Retinex enhancement was the
best method. Retinex had the highest performance value compared to CLAHE and Low-
light enhancement. The features using Retinex enhancement such as hard exudates and
haemorrhage was clear enhanced rather than original retina image. This study explored
different image enhancement techniques for the same dataset to determine the variation
of the output image.

Although DRES helps overcome issues of related to the lack of ophthalmologists
visiting rural areas for elderly and multi-morbid DR patients, the biggest challenge for
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healthcare institutions is sustainability development to create a safe and secure workplace
that will guarantee the health and well-being of patients in rural areas. Future work should
be considered more blurred image tested in developing sustainable healthcare logistics,
especially in rural areas.
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Abstract. The challenge to dengue prevention lies in sustaining the preventive
activity among the community, which commonly occurs periodically, i.e., when
there are dengue outbreaks, with health officers under the Communication for
Behavioural Impact (COMBI) campaign. In this paper, a mobile application is
specifically developed based on the COMBI Behavioural Change model, which
focuses on persuading users to adopt and sustain new habits. The application
was carefully designed to reflect the stages of behavioural change. Combining
both quantitative and qualitative approaches, an experiment was performed over
a four-week study with eight participants, and based on the empirical findings,
it is found that with careful design, users can be persuaded to take up the new
habit. Two traits that are deemed important are understanding the ‘why’, and the
trait of being responsible citizens. In addition, at the end of the study, users felt
comfortable continuing with the cleaning activities without the application. Thus,
more thoughts should be considered for the application to remain relevant in the
sustainable phase.

Keywords: Dengue Prevention - Persuasive Technology - Behavioural Change

1 Introduction

Technology that supports and promotes behavioural change is commonly known as per-
suasive technology and is mostly employed in areas such as healthcare [1], education [2],
and productivity [3]. Getting the right information displayed on the devices is crucial as
it could lead to an impactful result, i.e., change behavior could become a habit. Devel-
oping motivational technology to support long-term behaviour change is challenging
[4], especially sustaining behavioural change [5]. To design effective persuasive tech-
nologies, many designs draw upon theories of behaviour change to understand what
factors influence people’s behaviour change decisions [6-9]. In the context of dengue,
some examples that already utilize mobile devices for dengue prevention include [10-
12]. But none of these adopts the behaviour change theory. In addition, there is no
well-established method to translate theoretical constructs and insight into persuasive or
motivational interaction designs for practice [4] for dengue prevention.
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Many case studies in tropical and subtropical countries around the world succeed in
preventing and controlling dengue through community participation [13—17]. The key to
success is the sustainability shown by the community in the activity, and for sustainability
to happen, behavioural change must occur, or it would become a periodic event. But
behaviour change is not easy to achieve. In Malaysia, many awareness activities have
been carried out by the Pejabat Kesihatan Daerah (District Health Office) of every state
through COMBI [18, 19]. However, the impact is still very small and unsustainable [20,
21]. Sustainable community participation is paramount to the surveillance system that is
a part of the national health information system. By doing so, a harmonized effort across
national dengue surveillance systems can inform the critical data of the disease’s burden,
which is necessary to assess progress in reaching mortality and morbidity reduction goals
[19].

In this study, we designed an experiment to investigate the effect of usage of a mobile
application that is designed based on the COMBI Behavioural Change model [22]. In
particular, the created features of the application were intended to translate each of the
phases we identified for the behavioural change to be initiated, progressed, and sustained.
We deployed the application for a four-week user study with 8 participants. Our study
explores, in the specific domain of behavioural change, how persuasive applications can
create change in user attitudes and sustain it. Both qualitatively and quantitatively, we
examine how the features of the application affect the users’ perceptions and awareness
of their activities, creating the potential for behaviour change.

2 Experiment Design

We developed a working prototype mobile application based on the found model derived
from self-previous work [22] with 8 users for 4 weeks. In this section, we describe the
design of the application and the methods of the experiment.

2.1 System Description

2.1.1 Data

In Malaysia, the dengue prevention initiative recommended by COMBI and the Ministry
of Health is to spend at least 10 min per week cleaning. Based on this guideline, we
collected data on the types of activities performed by each user and the time spent to
conduct the activity. We also recorded the images of places involved in the cleaning
activity. In addition, to support the eco-system of COMBI at the community level, data
on the COMBI team that one joins with its leader are also considered.

All recorded data are presented to users, where they can see their performance,
either weekly or monthly, i.e., the accumulated time spent on cleaning and the activities
performed. If the user is the COMBI leader, he/she can also monitor the accumulated
time of his/her members. The ability to review past activities is an important feature as
part of a persuasive design strategy [23].
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2.1.2 Design

There are five stages in the COMBI Behavioural Change model [22]. The following
sub-sections illustrate how each phase is translated into the application’s design.

Pre-contemplation. This phase is the beginning where no prevention activity is
engaged, and there is yet an intention to do so. The intervention strategies identified
in this phase are education, advice, and self-monitoring, while the trigger is spark. The
splash screens in Fig. 1 are the screens as the user successfully installed and ran the
application on his/her phone. The strategies can be observed in the wordings and images
used, where the user will begin to understand dengue’s importance and fatality. The
arrows and the Get Started button to the next screen act as the spark.

No Mosquitoes, No Dengue Small Bite, Big Threat Everything starts with the first step.

-~ (]
2 Q70

Fig. 1. Pre-Contemplation phase (first, second) and Contemplation phase (third) splash screens

Contemplation. In this phase, no prevention activity is engaged, but there is already
an intention to do so. This phase’s intervention strategies are education, advice, and
comparison. The trigger element is the spark. As soon as the Get Started button is
clicked, it brings a user to the login screen, where there are options to either sign up with
their Google account or proceed with the registration process (Fig. 2 first and second
images). Figure 2, the third image, where the user is ready to start, can first explore what
he/she does as part of the prevention activity. One can learn more from News, FAQ, and
Community pages to set goals and compare how others are doing.
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& © o=

My Activity My Team Community

Cleaning Activity/Tutorials

TIPS AND
FAQs

Sign in with Google.

Forget Password ?

==

Fig. 2. Sign up and register as part of the Contemplation phase (first and second images), and the
home screen as the Preparation phase (third image)

Preparation. User in this phase has started to be involved in the prevention activity,
where the intervention strategies are setting goals and comparison. Facilitator is the
trigger for this phase. In the set of images in Fig. 3, they show the flow of screens
when recording their cleaning activity, by first taking a picture, starting the cleaning
time, stopping the cleaning time, and choosing the type of cleaning activity they have
performed. Every step of the sequence facilitates the user to accomplish the activity.

Competence. In this phase, the user has been consistently involved in prevention activ-
ity for a certain amount of time, where the intervention strategies are engagement, com-
munication, and reward. Signal is used as the trigger. Figure 4 shows the community
screens where one could connect and engage with other users.

Maintenance. The final phase refers to when the user has been consistently involved in
prevention activity for a longer period that has broken the old habit. Communication and
reward are the intervention strategies applied, and the signal is the trigger. Consistent
users can view their past activities (Fig. 5).
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Dengue prevention start with me. e
Let's start Aedes prevention activities.  +—

Past activiies

i+

00:00:00:000 00:00:00:000 00:00:02:524

START START sTop

Done activ
F mpleted the activity within 0.08 mins.
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Fig. 3. Recording the cleaning activity as part of the Preparation phase

2.2 Participants

We recruited participants who are familiar with Android through social media sites,
emails, and word of mouth. A total of 6 participants completed the 4-week study in
November 2022, with 2 participants abandoning the study after 2 weeks. Participants
ranged from 22 to 40 years old and occupations including graduate student, web devel-
oper, and customer service representative. All participants were never involved in any
activities similar to this before.
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2.3 Methods and Procedure

We combined quantitative and qualitative methods, ranging from online surveys (one
before the 4-week experiment and the other at the end) to analysis of 4-week usage logs.
The surveys and log data from each participant are used to derive descriptive system
usage statistics.

Pre-experiment Survey. All participants interested in joining were first asked to com-
plete a survey provided online before they proceeded to install the application. We aimed
to know their knowledge, and exposure towards the dengue cleaning activity.
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4-week Field Experiment. Atthe beginning of the 4-week study, we created a Telegram
group as a platform to touch base with participants. We held an introductory session with
the participants via Google Meet to share the aim of the study and provided them with
brief information about the application. We informed the participants that we wanted to
understand how they would use the application to help fight dengue through cleaning
activities. A short survey was distributed at the end of the second week as an interim to
gauge the participants’ motivation level. The chronological recorded time and activities
for the four weeks may provide evidence of the possible behaviour change on the indi-
vidual level in a semi-longitudinal manner. We hypothesized the frequent logged time
and activity would reflect the participant’s attempt to change his or her habit of dengue
prevention.

Post-completion Survey. Atthe end of the 4-week use period, we posted the URL link to
the final survey via Telegram. Through the survey, our goal is to evaluate these concerns;
(i) user experience with the application and (ii) the transition one had throughout the 5
phases, although we did not explicitly mention the phase to them. In addition, we asked
about their current awareness of dengue prevention and whether they will resume this
habit.

3 Results

We obtained the results of the participants at the end of the experiment. Our analysis
showed each individual’s persuasion toward behaviour change is varied and gradual. We
also present the results of the detailed findings of every phase.

3.1 General Performances

Before the study, none of the participants knew much about COMBI cleaning initiatives
as part of dengue prevention by the Ministry of Health (MoH) Malaysia. The participants
were briefed about the common activities recommended during the introductory session,
but they were free to add other cleaning-related activities. Over four weeks, turning over
water containers is the most frequent activity. While the least frequent are the bottom
four as in Fig. 6, where the participants add these activities to the cleaning activities.

Over the course of four weeks, the pattern of the weekly participation is only con-
sistent for three participants: P2, P3, and P6. In addition, what is noticeable from the
data (see Fig. 7), all weekly participants did not spend close to 10 min per week as
recommended by MoH. Nonetheless, as newcomers who just started, and even more so
for the three consistent participants, this can be considered an accomplishment.

3.2 Behavioural Change Phases

We are also interested in understanding the experiences the participants went through as
they used the application. Without disclosing the phases to the participants, we inquired
about their experiences in the final survey as they were at specific stages and the respective
application screens.
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Pre-contemplation. Participants have yet to have intention in the prevention activity,
so when asked whether they hesitated to be involved in the very beginning, the majority
(75%) did not hesitate, and the remaining were not quite sure but stayed on, nonetheless.

Contemplation. This phase is closely related to the previous phase, as now they decided
to proceed and have intention in the prevention activity. Some participants had a strong
drive due to her personal experience (P4). While some others being as responsible
citizens, feeling called to proceed (P3 and P5).

“To reduce the dengue cases in my community as I was infected with dengue fever
before. (P4)”
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“I hope to help mitigate dengue and protect myself from my surroundings
mosquitoes. (P3)”

“To educate myself and take action on how to improve the environment and prevent
dengue. (P5)”

The trigger element used here was the registration page, where 87.5% of the
participants found it easy to sign up or register, and 12.5% found it neutral.

Preparation. Participants were now about to start with the prevention activity. When
inquired about the landing page, 75% of them found the landing page manageable where
with the features they were facilitated to learn and start to set goals. The remaining (2
users), found it overwhelming and neutral.

As they learned about the cleaning activity, 87% of them found the examples of
cleaning activities provided were self-explanatory, and the remaining didn’t. And as they
started, 62.5% felt it was easy and relatively easy, 1 (12.5%) thought it was relatively
difficult, and 2 (25%) felt neutral about this.

Competence. In this phase, the participants have been consistently involved in preven-
tion activity for a certain amount of time. We consider 3 weeks (21 days) as the phase
where the participants may have adopted the new habit. We looked at the community and
team features provided in the application as the means of communication and engage-
ment. Half of the participants found that sharing what they do with the community by
making a post kept them going. Some participants found the community feature kept
them in check, and some liked the idea of encouraging others.

“Yes, especially after we were able to look at our previous recorded activities.
(P4) »”

“... It is good to know our actions affect other people as it encourages them to get
involved as well. (P5)”

The feature of being able to trace back to past activities as often as they like also
kept them going, and useful, with 62.5% checking their historical data regularly. For one
participant in particular, this had in some ways impacted the way she thinks (P3).

“I was constantly thinking about what to do with my surroundings to help. (P3)”

There are however times when the participants struggled with the application and
cleaning just slipped their minds.

“I have an issue during recording the activity at first as the application takes time
to update the records on our device. Besides that, the application also does not
provide many option buttons for the user, such as a delete button to delete any
activities that we accidentally recorded twice. (P4)”

“...but some days I would forget about it. (P7)”
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Maintenance. Going into the final week, most participants have shown positive changes
in their behaviour. There were incidents where they forgot to use the application but
continued with the prevention activity. This is a sign of the activity adopted to be
sustainable.

“...without the app also I will have habits already now as I was doing for 4 weeks.
(P3) I

“(I) Always want (to) carry out with the apps, but since I just do it straight away,
1 forget (about) it and just realize after finishing the cleaning. (P8)”

To keep it more engaging, another participant wishes the community to be taking a
more active role in sharing what they do on the platform.

“It was cool to me, and I was eager to see what people posted in the community, I
think it would be more fun if we could see people posting their activities to know
what they do every week. (P2)”

In sustaining the new habit, the participants had mixed reactions to doing the cleaning
activities with the application or without. Some who are already comfortable with the
cleaning activities do not feel the urge to keep using the application unless more features
are added to enhance the experience and make it more impactful.

“Yes because my living area had many dengue cases, without the app, it was
attractive to me at first since I wanted to learn more about the info to avoid
dengue. If there are more updates, news, games, and people involved in the app, |
might consider to continue using the app.” (P2)

“Yes, I would continue even without the applications as cleanliness is essential to
build a safe and healthy environment. However, with the application that is able to
record and share the cleaning activities, it is able to spread awareness of dengue
diseases in our community, besides motivating them to perform cleaning more.
(P4)”

4 Discussion

The results of our study answered our research question on the role played by an appli-
cation if properly designed can persuade people and sustain a new habit. We also have
discovered other pertinent findings from the study. Here we articulate three remarks
derived from the analysis of the result.

4.1 Adopting New Habit Through Persuasion

We learned that providing the Why is very essential in the persuasion of behaviour
change. This is supported in psychology [24] to get everyone on the same page. Cleaning
activities are trivial, but understanding how it impacts dengue prevention gives users a
new perspective. We also noticed that self-responsibility is another trait that we found
contributed to behaviour change. Seeing how others do and how others can see one’s
contribution also play roles in persuading oneself to continue doing the activity.
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4.2 Making Application Still Relevant for Sustainability

We were quite surprised as we learned that once the users were already comfortable with
the habit, they tended to see the application as no longer relevant. While we are glad
and somewhat feel convinced that they will continue doing this, design enhancement
must be made to the application for it to stay relevant to users. Some design features
surrounding gamifications and tangible rewards are seen to be most suitable. Another
suggestion is to make the impact made by the users visible. For example, showing how
today’s activity has helped reduce the number of outbreaks, to make them feel valuable
and appreciated.

4.3 Translating Conceptual Model to Tangible Design

The mobile application used in this study is developed based on a model from funda-
mental research. The identification of phases or stages, strategies, and triggers elements
facilitated in the translation to user interface design. While the model guided the flow
and the transitions, detailed usability should not be missed. We plan to further enhance
the model by incorporating suitable UI features to best translate each element.

5 Conclusion

We developed a mobile application for dengue prevention and we performed a study
with 8 participants. The results supported our argument that the mobile application is
suitable for persuasion to take up the new activity but may yet be eligible for sustaining
the new habit. Our research contributes to the persuasive design and behavioural change
in HCI research.
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Abstract. Universiti Utara Malaysia (UUM) Student Portal is a comprehensive
platform dedicated to UUM students. This one-stop portal facilitates our commu-
nity’s access to learning, academic, and administration information. This study
evaluates the portal’s usability using an eye-tracker involving 15 participants (9
males and 6 females) who were third-year students from the School of Computing
(SOC). During the Usability Test session at UUM Computer Lab, participants
were given six specific tasks to perform. The study analysed heat maps and gaze
plots to identify the correlation between eye movement and potential usability
issues. Overall, most participants were able to perform the tasks successfully.
However, the study identified usability problems such as unclear terminologies,
leading to user confusion. Additionally, some recommendations were put forward
to enhance the usability and user experience of the UUM Student Portal.

Keywords: Eye-tracking usability - human-computer interaction - student portal

1 Introduction

User experience has become an increasingly important topic for any digital product,
especially for websites. Almost all people of different ages, educational and geographical
backgrounds have easy access to the Internet nowadays. A functional, attractive website
design and a pleasant user experience are essential to stand out, boost website credibility,
and sustain among a countless number of websites available. Furthermore, the quality of
a website is crucial for most users who seek specific information or services [1]. When
the users cannot use the system due to a bad or poor interface design, they will search
for an alternative service provider or product [2]. To evaluate the usability of certain
websites, usability testing must be done during the website development and after the
website has been launched. The purpose of conducting usability testing for a website or
any digital product is to evaluate the effectiveness, efficiency, and user satisfaction, as
well as to identify any issues related to the usability of the websites.

Usability testing can be described as the activity that focuses on observing users
performing the tasks given. The traditional usability tests that are widely used initially
do not include eye-tracking analysis to collect additional data from the eye movement
of the participants. The common web usability techniques include Thinking-Out-Loud,
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Heuristic Evaluation, and Remote Usability Testing. Usability testing aims to evaluate
digital products’ effectiveness, efficiency, and user satisfaction. All the above methods
do not involve eye-tracking to analyse eye fixation to explain human behaviour while
using a website.

Eye-tracking in a web-usability test is a technique where the eye movement is
recorded while the participant performs the tasks given during the test. The eye will
not be fixed in one position for too long but normally moves several times per second.
The eye-tracking software usually captures the fixation and saccades. The data from the
eye tracker are analysed through several methods: gaze replay, gaze plots, and heat maps
[3]. The eye-tracking patterns analysed from the data collected will be correlated to the
usability problems. Data from eye-tracking can be used to assist in a better understanding
of user reactions.

The motivation to study the usability of the UUM Student portal is that the students
will use it frequently throughout their study period. Problems related to the interface or
system identified during the test will help improve the website’s usability. Suggestions
can be made to improve and elevate the user experience. This study aims to identify
the usability problems of the UUM Student Web Portal through usability testing using
eye-tracking data. The second objective is to provide suggestions for improvement to
enhance the user experience while using UUM Student Web Portal. This paper discusses
the related work in which eye-tracking is used to gain insight into a webpage’s usability.
Then, the method, results, and suggestions to improve the usability of the UUM Student
Portal are also discussed in this paper.

2 Related Works

Eye-tracking might not be a popular technique or tool to collect additional data for
the traditional usability test because fewer journals report usability with eye-tracking
metrics than the traditional usability method. However, the growing demand for eye-
tracking analysis in usability research is sparked by the Just and Carpenter concept [4],
which holds that what a person is looking at corresponds to what they are thinking about
right now. Other than that, the advancement of technologies also plays a significant role
in the growing demand for eye-tracking research.

In the recent work [5], eye-tracking is used alongside with authentic task-based
usability testing to evaluate Massive Open Online Courses (MOOCs), which is Coursera.
MOOC:s offer online courses and become an alternative for most of students during
the lockdown due to the Corona Virus Disease (COVID-19) outbreak. The research
is divided into two phases. In the first phase, usability analysis based on ISO 9241-11
involves 12 participants. Nine tasks and a questionnaire with three open-ended questions
were given to each participant during the test. Effectiveness, efficiency, and satisfaction
were evaluated in the first phase of the study. The effectiveness of Coursera was analysed
based on the successful completion of tasks. Overall, the Coursera’s effectiveness was
measured at 70.3% denoting that the Coursera’s usability is acceptable. Meanwhile,
the efficiency was analysed based on the time taken on the tasks. Coursera offers users
acceptable efficiency with some limitations in certain situations. It can be concluded that
participants with a higher level of computer and Internet literacy perform the least time
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taken to complete a task. The participants spend too much time using the site’s search
option to find and register for courses. Thus, the search options must be re-designed to
increase Coursera’s efficiency.

The participants’ opinions examined the satisfaction of Coursera. Most participants
state it was difficult to use, while a group of participants are satisfied with Coursera’s
usability. Some factors that reduce user satisfaction are no language support provided
and only a part of the website is translated into Turkish. Language support and translation
are also essential to improve the usability of the website. In the second part of the study,
the eye-tracking study was carried out to support the Coursera usability study. The test
took place at the eye-tracking laboratory with three participants who were not involved
in the study’s first phase. The participants are also given nine tasks, similar to the first
phase tasks. The data from the eye tracker is visualized as heat maps and gaze plots. The
data from heat maps and gaze plots shows that the participant did not focus on the search
bar, which is the most important function of the task. The statement is made based on
the evidence from the heat zones on the heat maps which shows the participants focus
more on the menu and content part. These findings suggest that the search bar may need
to be re-designed and to be placed in a more visible area.

Zardari et al. [6] also use eye tracking and other usability tests to evaluate e-learning
portals. Three usability experts were involved in this study for heuristic evaluation using
the 10 usability heuristics by Nielsen. From the heuristic evaluation, problems that are
related to navigation are detected. For example, when the user browses to any other page,
the current page in the navigation bar becomes highlighted to show the current position
of the user. But in the portal, the highlighted navigation bar was different from the page
that was visible. Nielsen [7] advises that one should create a system that is similar to the
real world. For the eye-tracking component of this study, twenty students are involved.
The data collected from the eye-tracking session are dynamic gaze maps, gaze fixations
and heat maps. The data collected from the eye tracker provides additional information
regarding the portal’s user interface (UI) elements. Heat maps showing the higher heat
around the menu suggest that the user faced some difficulty to find the desired feature
or button. This situation can be associated with the complexity of the interface.

It can be concluded as the eye-tracking evaluation can help to locate usability prob-
lems regarding its Ul. For example, the higher fixations showed signs of confusion
and may lead to the discovery of the usability problems of the webpage. Additionally,
Goldbergs and Kotval [8] investigate the correlations between eye-tracking metrics and
usability problems. Table 1 shows the summary of the eye movement metrics and their
related cognitive process or usability problems.

Integrating eye trackers in a usability test could enhance the findings. The data
visualization from the eye tracking can provide extra information that will lead to the
discovery of trends or patterns in eye movement that can suggest the possible usability
problems of a website.
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Table 1. Summary of eye movement metrics and related cognitive process or usability problems

[8].

Eye movement metrics

Cognitive process or usability problems

Fixation-related

Fixations on target are divided by the total
number of fixations

Low search efficiency

Number of fixations overall

Less efficient search due to sub-optimal layout

Repeated fixations

Lack of meaningfulness or visibility

Saccades-related

More saccades

More Searching

Regressive saccades (backtrack/regression)

No meaningful visual clues are mismatched

between the user’s expectation and the
observed interface layout

Scanpath-related

Longer scanpath duration Less efficient scanning

Scanpath regularity Search problems due to lack of training or

interface layout problems

Transition matrix (back and forth between
areas)

Uncertainty in search

3 Methodology

There are four stages involved in this study. Firstly, participants are selected according
to the following criteria: an active UUM student with access to UUM Student Portal,
not wearing spectacles that have thick rims and voluntarily agreeing to participate in
this Usability Test. Secondly, the venue for the usability test was set up before the
usability test. The third stage involves the usability test where participants must perform
six dedicated tasks. The data collected from the Usability Test will be analysed in the
fourth stage of the study to evaluate the usability problem of the UUM Student Portal.

The participants’ responsibilities were to complete a set of 6 representative task
scenarios presented to them as efficiently and timely as possible. An eye tracker will be
used to track the eye movement of the participants. Fifteen participants aged between 20
to 25 years old were selected to participate in the usability test of the Web UUM Student
Portal. All the participants are students from Universiti Utara Malaysia that has access to
the student portal. All participants had experience in the use of the UUM Student Portal.
All the participants are 3rd-year students, so the participants have the same familiarity
with using the portal. To minimize the error of the eye-tracker, the participants should
not be wearing hats or caps that could get between the eye and the eye-tracker, which
can impair the calibration and eye-tracking [9].

This study was conducted at the Network Computer Lab, School of Computing,
Universiti Utara Malaysia. A consent form was given to each participant to obtain the
participants’ consent for the study. The participants’ sitting positions and postures were
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adjusted before the tasks started. The study was performed using a Tobii Pro X3-120 eye
tracker, a non-invasive device which was set up underneath the monitor. The eye tracker
was calibrated for each user before the test starts.

The task scenario is created for the participants to perform while using UUM Student
Web Portal. Only the web version of the UUM Student Portal is considered in this
usability testing, while the mobile application is not considered as the eye-tracking
device is more suitable to be put underneath the computer monitor. Each participant
needed to complete 6 main tasks, including 3 simple (Task 1, 2 and 3) and 3 complex
tasks (Task 4, 5 and 6). Each participant was handed a card consisting of the following
tasks to perform during the test. The facilitator explained the task prior to the test.

Task 1. Log in to the UUM Student Portal using your username and password.
Task 2. Check the timetable for the current semester.

Task 3. Change the background of the portal to the “Ocean Blue” background.
Task 4. Check the list of courses taken to date.

Task 5. Access Student Portal FIMS via UUM Student Portal.

Task 6. Access e-resources from UUM student portal.

There are no post-usability test questionnaires for this usability test session because
we use the data from eye tracking to evaluate the usability problems. The metrics for
analysis are heat maps and gaze plots. Heat maps and gaze plots are used to visualise the
data obtained from the Tobii eye tracker. The participants’ eye gazes are compiled on
a single page in gaze plots. Gaze plots display a variety of key data points, such as the
location of the user’s fixations, numbers in the dots representing the sequence in which
the user glanced at the things, and the size of the dot representing how long the user gazed
at the item. Each gaze plot is analysed, and the pattern of the gaze plot is identified. The
pattern is then compared with the literature findings to associate or correlate with the
possible usability problems. Heat maps show the parts of a website where users focused
most of their attention. The heat map location indicates the user’s focus on the interface.
We can identify the usability problem by analysing the heat maps. Each data set will be
analysed to determine the usability issues encountered by participants. The eye-tracking
patterns of the participants will be recognised, studied, and correlated to the usability
issues.

4 Findings

Intotal, 15 participants participated in this usability testing, and six tasks were performed
with eye-tracking tools. Table 2 shows the data for task completion and the time taken
to complete the task for each participant, P (1 is complete; O is incomplete). The data
was extracted from the eye-tracking records.

Most of the participants managed to perform almost all of the tasks. However, for
Task 4 (T4) “Check the list of courses taken to date”, there are three failures. Task 1
(T1) “Logging into the UUM Student Portal using your username and password,” Task
2 (T2) “Checking the timetable for the current semester,” Task 3 (T3) “Changing the
background of the portal to the ‘Ocean Blue’ background,” Task 5 (T5) “Accessing
Student Portal FIMS via UUM Student Portal,” and Task 6 (T6) “Accessing e-resources
from the UUM student portal” all achieved a 100% completion rate.
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Table 2. Data for Completion of Task and Time Taken for Each Participant.

P T1 | Time T2 |Time |T3 |Time |T4 |Time |T5 Time |T6 |Time
(s) (s) (s) (s) (s) (s)
P1 1 11734 | 1 7.69 |1 16.22 |0 1947 |1 488 |1 37.91
P2 1 1842 |1 441 |1 4278 |1 1425 |1 11.66 |1 6.19
P3 1 35.14 |1 12.84 |1 733 |1 2569 |1 11.87 |1 3.76
P4 1 30.70 |1 1543 |1 894 |1 1498 |1 15.14 |1 9.72
P5 1 16.09 |1 560 |1 1299 |1 17.19 |1 2331 |1 6.68
P6 1 1534 |1 843 |1 462 |0 48.03 |1 9.20 |1 5.70
P7 1 22.19 |1 289 |1 1248 |0 17.38 |1 8.40 |1 80.41
P8 1 3220 |1 4.04 |1 9.21 |0 2579 |1 536 |1 6.39
P9 1 4238 |1 581 |1 8.69 |1 25.14 |1 3.60 |1 27.20
P10 |1 6092 |1 420 |1 7.04 |1 1489 |1 21.04 |1 11.69
P11 |1 13.38 |1 17.10 |1 659 |1 1192 |1 11.07 |1 447
P12 |1 25.87 |1 690 |1 580 |1 1044 |1 16.74 |1 9.09
P13 |1 19.35 |1 8.44 |1 9.13 |1 79.60 |1 10.39 |1 6.11
P14 |1 2983 |1 21.25 |1 552 |1 45.19 |1 6.72 |1 8.08
P15 |1 60.01 |1 1245 |1 515 |1 12.38 |1 12.80 |1 10.30

(P = participant, T = Task, 1 = completed task, 0 = incomplete task)

The average time taken for Task 1 is 35.94 s, while Participants P1, P10 and P15
took 117.34 s, 60.92 s and 60.01 s respectively. From the observation, the reason for the
longer time to complete the task is unrelated to the interface. Participants P1, P10 and
P15 are able to perform the given tasks, but the Internet connection and/or longer time
taken to connect to the UUM Student Portal Server are identified as the main problem
when performing this task.

Figure 1(a) and 1(b) show the visualization of the eye-tracking data for Participant 1
for Task 1. The data is represented in the form of heat maps and gaze plots. Analysis from
the heat maps and gaze plot shows that the participant had more focus on the login area.
It is apparent that the participant concentrates extensively on darker or red-coloured heat
zones within the login area. This suggests that there is no problem with the interaction
between the participant and the interface of the portal itself. The gaze plot also shows
the participant’s gaze is concentrated in the Login area.

For Task 2, the average time taken is 9.17 s. 10 out of 15 participants completed the
task under 10 s. This is a straightforward task where the participants only need to scroll
down the main page of the UUM Student Portal to check the timetable. Five participants
that take longer time, check the timetable at the “Lecture” tab, which is also acceptable.

Figure 2 shows the heat map for Task 2 performed by Participant P7, who recorded
the shortest completion time. In contrast, Fig. 3 shows the heat map for Task 2, Participant
P14, who takes the longest time to complete the task. Figure 2 shows that the participant
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Fig. 1. (a). Heat Maps for Participant 1, Task 1. (b). Gaze Plot for Participant 1, Task 1.

only focuses on the class timetable. In Fig. 3, the heat map shows that the focus is more
concentrated on the “Lecture” tab area. This participant takes an extra step to perform
the task. This is acceptable and can be considered as the task is completed with extra
time.

Task 3 has achieved a 100% completion rate, with an average time of 10.83 s taken to
complete the task. The majority of participants perform the task proficiently, with only
Participant P2 taking the longest time at 42.78 s. Additionally, this task is considered
straightforward.

Figure 4(a) and 4(b) show the heat maps and gaze plot for Participant P2, Task 3.
The participant has more focus on the left side of the portal. He tries to search for the
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Fig. 3. Heat Maps for Participant P14, Task 2.

button to change the background on the left side of the portal. Less focus is given to
the right side of the portal. The gaze plot also observes the same pattern as the heat
maps. From the gaze plot, it can be concluded that the participant tried to look for the
button to change the background on the left side for a longer time than in the end he just
discovered the button is on the top right of the portal.

Task 4 has the lowest completion rate with the average time taken to complete the
task is 25.49 s. 11 out of 15 participants are able to perform this task. Participants P1, P6,
P7, and P8 record four failures. Participant P6 just gives up after trying to complete the
task a few times. This task is quite complicated and requires participants to select one of
many menus in the Academic tab in the UUM Student Portal. The failure recorded for
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Fig. 4. (a). Heat Maps for Participant P2, Task 3. (b). Gaze Plot for Participant P2, Task 3.

this task is because the participant checks the course structure that lists all the subjects
that need to be completed to be able to graduate. However, the task asks for a list of the
courses taken as up to date.

Participant P6 is one of the participants who failed the task and took the longest time
which is 48.03 s. Figure 5(a) and 5(b) show the heat map and gaze plot for Participant
P6 performing Task 4. The heat map and gaze plot show that the participant is struggling
to perform the task as the eye movement is captured scattered throughout the screen.
The participant is trying to figure out how to complete the task by trying out every
single function on the interface. The participant also surfed different pages and by doing
trial-and-error methods to try to complete the task.
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Fig. 5. (a). Heat Maps for Participant P6, Task 4. (b). Gaze Plot for Participant P6, Task 4.

The average time recorded for Task 5 is 11.48 s. All the participants were able to
complete this task efficiently. Only two participants complete this task with time taken
to complete the task more than 20 s. This is also because of the bad gateway to access the
FIMS Portal via UUM Student Portal. Because there is no failure and all the participants
are doing well on this task, there will be no further analysis of the heat map and gaze
plot.

Task 6 has been successfully completed by all participants, with an average com-
pletion time of 15.58 s. However, there are three participants who significantly take
more time than the average. Participants P1, P7 and P9 take 37.91 s, 80.41 s and 27.20 s
respectively. A longer time taken observed for participants P1 and P9 because of the poor
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gateway to access the E-Resources Portal via UUM Student Portal. While for Participant
P7, a combination of the longer time taken to search the e-Resources link at the UUM
Student Portal and a poor gateway to connect to the E-Resources server.

Figure 6(a) and 6(b) show where Participant P7 focuses when completing the task.
The heat map shows the darker colour that denotes more attention given to the Main
Menu. The pattern of eye movement recorded throughout the page also indicates that
this participant also used trial-and-error to perform Task 6.
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Fig. 6. (a). Heat Maps for Participant P7, Task 6. (b). Gaze Plot for Participant P7, Task 6.
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S Discussion and Suggestion

In this study, the usability of the UUM Student Portal was investigated using eye-tracking
devices to gain insight into the usability problems of the portal. The portal is essential
to all active students in UUM. By looking at the completion of the task, it is sufficient
to say that the usability of the portal is generally acceptable. In general, 11 out of 15
participants are able to complete the tasks while the other four participants are able to
complete five out of six tasks. That means only four out of 15 participants failed to
complete one task which is Task 4 “Check the list of courses taken to date”.

Task 4 has the lowest completion rate, with 73.33% of participants successfully
completing the task, which translates to 11 out of 15 participants being able to complete
it. When the heat map and eye-tracking metrics are analysed, the participants’ eye does
scatter throughout the screen with more focus on the main Menu and sub-Menu on the
page. The participants keep repeating the same pattern, looking at the main Menu and
then at the sub-Menu several times. This eye movement pattern and repeated fixation
suggest that the interface is lacking in visibility [8]. Furthermore, Ehmke and Wilson
[10] also suggest that many short fixations across the page can be correlated with the
missing expected information on the page. For example, the user goes to a page site
expecting to find the specific details which are not provided.

Although Task 5 has a full completion rate, it is observed that the participants were
having some difficulty in locating the E-Resources menu. The findings from heat maps
are able to support the observation. The participant’s attention or focus is mostly on the
main Menu. The link to E-Resources is in the “Facility” Menu. Most participants did
not expect the E-Resources link in the “Facility” Menu and they expected it to be in the
“Academic” Menu. When they could not find it in the “Academic” Menu, they began
to search for each menu. This may suggest unclear terminology used for the “Facility”
Menu or unclear grouping of the sub-Menus that do not match with the user’s mental
model [10].

These are suggestions to improve the usability of the UUM Student Portal. Firstly,
organize the links and sub-menus in each Menu so that the user can easily search for
the information that they need. Gestalt Theory suggests that the elements with attributes
that are perceived as related tend to be grouped together [11]. The Law of Similarity in
the same theory also suggested that the human eye has a tendency to build a relationship
between similar components in a design [12].

To improve the web usability and to overcome the difficulty faced by the participants
to complete Task 6, it is suggested that correct terminology is used. Maybe the developer
can consider changing the “Facility” menu to the “E-Services” menu. If this suggestion
appears to be not suitable because there are some functions that enable the user to
book any university’s facility in this menu, we can suggest creating another menu. For
example, the “Facility” menu will remain for the booking of university facilities and
create one more menu which is the “E-services” menu that compiled all the electronic-
based services links under one menu, including the E-Resources link.
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Conclusion

This study aims to investigate the usability of the UUM Student Portal using an eye-
tracker. Based on the study’s findings, the usability of the UUM Student Portal appears
to be satisfactory for use by UUM students, particularly those who are predominantly
computer literate. A few suggestions were made to improve the web usability and user
experience. The developer needs to consider organizing the menus and submenus for
better accessibility. Furthermore, some recommendations and alternative terminologies
were proposed. In conclusion, UUM Student Portal is usable in general but needs to be
improved to elevate the user experience among the students.

References

12.

. Al-Sakran, H.O., Alsudairi, M.A.: Usability and accessibility assessment of Saudi Arabia

mobile e-government websites. IEEE Access 9,48254-48275 (2021). https://doi.org/10.1109/
ACCESS.2021.3068917

Hussain, A., Mkpojiogu, E.O.C., Abduljabbar, A.M., Almadhagi, A.H.G.: A usability evalu-
ation of UUM mobile for student app on I0S and Android platforms. 020052 (2018). https://
doi.org/10.1063/1.5055454

Nielsen, J., Pernice, K.: Eyetracking Web Usability. New Riders, Indianapolis (2010)

Just, M.A., Carpenter, P.A.: A capacity theory of comprehension: individual differences in
working memory. Psychol. Rev. 99(1), 122-149 (1992). http://www.ccbi.cmu.edu/reprints/
Just_Carpenter_PsychRev-1992_capacity-theory.pdf

Tanis, H., Akcay, A., Yilmaz, N., Yigit, M.F,, Tiiziin, H.: How usable is Coursera? A usability
analysis through eye-tracking and authentic tasks. Participatory Educ. Res. 9(4), 379-395
(2022). https://doi.org/10.17275/per.22.96.9.4

. Zardari, B.A., Hussain, Z., Arain, A.A., Rizvi, W.H., Vighio, M.S.: QUEST e-learning portal:

applying heuristic evaluation, usability testing and eye tracking. Univ. Access Inf. Soc. 20(3),
531-543 (2020). https://doi.org/10.1007/s10209-020-00774-z

Nielsen, J.: 10 Usability Heuristics for User Interface Design. Nielsen Norman Group,
Fremont (1994). https://www.nngroup.com/articles/ten-usability-heuristics/

Goldberg, J.H., Kotval, X.P.: Computer interface evaluation using eye movements: methods
and constructs. Int. J. Ind. Ergon. 24(6), 631-645 (1999). https://doi.org/10.1016/S0169-814
1(98)00068-7

Nielsen, J., Pernice, K.: How to Conduct Eye-Tracking Studies. Nielsen Norman Group,
Fremont (2009). https://www.nngroup.com/reports/how-to-conduct-eyetracking-studies/

. Ehmke, C., Wilson, S. G.: Identifying web usability problems from eye-tracking data. In:

Proceedings of HCI 2007 The 21st British HCI Group Annual Conference University of
Lancaster, UK (2007). https://doi.org/10.14236/ewic/HCI2007.12

. Wertheimer, M.: Gestalt Theory. A Source Book of Gestalt Psychology, pp. 1-11. Kegan

Paul, Trench, Trubner & Company (1938). https://doi.org/10.1037/11496-001

Soegaard, M.: The law of similarity—Gestalt principles (Part 1). The Interaction Design Foun-
dation (2022). https://www.interaction-design.org/literature/article/the-law-of-similarity-ges
talt-principles-1


https://doi.org/10.1109/ACCESS.2021.3068917
https://doi.org/10.1063/1.5055454
http://www.ccbi.cmu.edu/reprints/Just_Carpenter_PsychRev-1992_capacity-theory.pdf
https://doi.org/10.17275/per.22.96.9.4
https://doi.org/10.1007/s10209-020-00774-z
https://www.nngroup.com/articles/ten-usability-heuristics/
https://doi.org/10.1016/S0169-8141(98)00068-7
https://www.nngroup.com/reports/how-to-conduct-eyetracking-studies/
https://doi.org/10.14236/ewic/HCI2007.12
https://doi.org/10.1037/11496-001
https://www.interaction-design.org/literature/article/the-law-of-similarity-gestalt-principles-1

Education Transformation Through
Technology



q

Check for
updates

University Student Dashboard: Enhancing
Student Trend Analysis and Decision-Making
Processes

Teh Soon Li' ®, Mohamad Sabri bin Sinal! ® @&, Mazni Omar! ®,
and Muhammad Nur Adilin bin Mohamad Anuardi?

1 Universiti Utara Malaysia, 06010 Sintok, Kedah, Malaysia
msabri@uum.edu.my
2 Hiroshima University, 1-7-1 Kagamiyama, Higashi-Hiroshima, Hiroshima 739-8521, Japan

Abstract. In today’s data-driven era, organizations are constantly seeking ways
to improve their decision-making processes, and dashboards have emerged as an
effective solution for this purpose. Dashboards provide a real-time visual repre-
sentation of an organization’s critical data, metrics, and performance indicators,
allowing decision-makers to quickly comprehend key insights and make informed
decisions. Universities are increasingly adopting dashboards to facilitate data-
driven decision-making, allowing administrators to identify areas of strength and
weakness in various academic and administrative functions. The objective of this
study is to propose a holistic dashboard model for universities that includes critical
aspects of student data on campus implemented in a higher education institution
in Malaysia. The model will provide extensive student data segments that can be
monitored and supported regularly, providing the top management with a broader
perspective on the student’s condition on campus. To assess the efficacy of the
proposed dashboard model, the Datus model, a comprehensive framework that
aids organizations in designing and implementing efficient dashboards in terms
of accessibility, appropriate recognizability, effectiveness, efficiency, learnabil-
ity, operability, satisfaction, and user interface aesthetic, will be utilized. The
results indicate that the user interface design received a favorable response, while
the usability evaluation revealed that operability, appropriate recognizability, and
accessibility were areas that require improvement.

Keywords: University Dashboard - Business Intelligence - Usability Evaluation

1 Introduction

In the present era of data-driven businesses, organizations are continually seeking ways to
enhance their decision-making processes. Dashboards have emerged as an effective app-
roach to achieving this goal by providing a real-time visual representation of an organi-
zation’s critical data, metrics, and performance indicators. This enables decision-makers
to quickly comprehend key insights and make informed decisions. Due to their ability
to provide real-time data visualization and facilitate informed decision-making, dash-
boards have gained widespread popularity across various sectors, including healthcare,
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education, finance, and retail [1-5]. Moreover, dashboards have become an indispens-
able tool for organizations seeking to improve their operational efficiency and elevate
their decision-making processes.

There has been a growing trend in the adoption of dashboards in the field of educa-
tion, with universities increasingly utilizing dashboards to facilitate data-driven decision-
making. Dashboards offer a visual representation of key performance metrics and data,
enabling university administrators to identify areas of strength and weakness in vari-
ous academic and administrative functions. This facilitates effective resource allocation,
strategic planning, and decision-making. Furthermore, dashboards can be customized
to cater to the specific needs of different stakeholders, such as students, faculty, and
administrators. With the increasing availability of data in universities, the trend towards
dashboard utilization is expected to continue, with future research focusing on devel-
oping more sophisticated dashboard models that incorporate advanced analytics tech-
niques and machine learning algorithms [6—8] to enhance the accuracy and efficiency of
data-driven decision-making.

The primary objective of higher education institutions such as universities is to pro-
vide quality education and produce graduates who are well-rounded. In Malaysia, univer-
sities aspire to become centers of excellence for education, leading referral centers for all
aspects of education scholarship, and premier resource centers for various studies. How-
ever, the current economic situation presents significant challenges for these institutions
in terms of achieving their objectives. Despite the challenges, universities in Malaysia
are determined to become the world’s top university. To achieve this goal, it is essential
to address issues such as the development of a comprehensive decision-making process
for students. Students are critical to universities, as they are the fundamental basis of
these institutions. Thus, it is vital for universities to prioritize the well-being of their stu-
dents, considering their function as the primary revenue source, reputation enhancers,
key players in the research and innovation framework, future alumni, and deserving
beneficiaries of a safe and supportive educational environment, aligned with the social
obligations of universities. The top management of universities plays a crucial role in
developing appropriate policies and making informed decisions that benefit the students.
To address this challenge, higher institutions like universities recognize the need for a
platform that can provide the university’s top management with a well-organized and
systematic presentation of the university and student data. An innovative approach such
as the business intelligence approach is necessary to provide the required perspective
to solve the problem at hand. The business intelligence approach encompasses the pro-
cesses, technologies, and tools that organizations use to collect, analyze, and present
data that enables the analysis of information to optimize decisions and performance [9,
10].

The aim of this research paper is to present a new university dashboard model that
integrates all essential components of student data on campus, implemented in a higher
education institution in Malaysia. This model will provide extensive and regular moni-
toring of various student data segments, enabling top management to gain a more com-
prehensive perspective on the students’ condition on campus. To ensure the usability of
the dashboard model while balancing the target audience’s needs with technicality and
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information, we will evaluate it using the Datus model. The Datus model is a compre-
hensive framework that supports organizations in designing and implementing effective
dashboards, considering multiple factors such as data sources, data quality, visualization
techniques, user requirements, and performance indicators.

The remaining sections of this paper are organized as follows: Sect. 2 presents
related works to address the issues of existing methods in designing a university dash-
board model. Section 3 outlines the proposed dashboard model and its methodology for
developing the dashboards. Section 4 presents and discusses the procedure of evaluation
and the evaluation results of the proposed models in detail. Finally, Sect. 5 provides
concluding remarks, including a discussion of potential future research areas.

2 Related Work

Mihaela et al. [11] presented a performance dashboard model designed to enhance the
efficiency of measuring, monitoring, and managing organizational performance for exec-
utives. Their work included a SWOT analysis to implement a performance manage-
ment system and dashboard for Romanian universities, currently undergoing signifi-
cant changes to remain competitive in the market. The study focused on the critical
components of a performance dashboard that can provide accurate and timely informa-
tion to university management. Although the proposed dashboard model covered six
dimensions of university focus, including research, finance, business processes, staff
and workplace satisfaction, student teaching and learning, and faculty, the authors did
not provide detailed explanations for refining each component. The student segment,
for example, only covers a few parameters such as enrollment, retention rate, student
outcomes, and students living on campus, which does not offer a comprehensive view
of student life on campus. The dashboard’s requirement was considered weak due to the
absence of a user acceptance test model to confirm its relevance. This study proposes a
well-constructed requirement for the university’s performance dashboard, including all
necessary and accurate information related to students on campus. The proposed dash-
board model evaluates and refines each focus of the student through a series of processes
with top management, leading to high user acceptance.

Erna et al. [12] introduced a tactical dashboard model designed to present program
study information at a university in Indonesia. The primary objective of this research was
to develop a dashboard model that emphasized accurate presentation of pertinent infor-
mation based on the university’s requirements. While the proposed dashboard model
describes a well-refined process for identifying the appropriate parameters, the refine-
ment process was based on assumptions and not on any specific dashboard development
model or collection requirements obtained from targeted audience feedback. As a result,
the proposed model is considered inadequate, as it did not receive proper evaluation to
ensure it met the needs of the intended audience. Therefore, in this proposed study, the
authors aim to incorporate targeted audience feedback to create a stronger foundation
for developing a suitable dashboard for top management. Additionally, the study aims
to balance the needs of top management with the technicality of the dashboard and the
information displayed on it.
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Mohd Tuah et.al [13] introduced a smart system that uses data analytics and a dash-
board to facilitate university students’ self-monitoring, progress tracking, and manage-
ment of important information related to their final year project. The system was devel-
oped using a Rapid Application Development methodology to create the prototype.
To ensure that the dashboard meets user requirements, the author utilized Technology
Acceptance Model (TAM) to measure system acceptance and user behavior intention in
using the proposed system. Although TAM has shown significant impacts, it does not
fully account for social and contextual factors that may influence technology adoption.
TAM primarily focuses on individual users’ perceptions of the technology’s useful-
ness and ease of use, ignoring how social context and relationships between users and
their peers may affect their adoption behavior. Therefore, an alternative model, Datus,
was utilized in this paper, which recognizes social influence and trust as critical factors
that may influence technology adoption. Datus considers the influence of interpersonal
and social network relationships, providing a more comprehensive view of user behav-
ior and representing user feedback towards the dashboard’s quality and usability more
accurately.

3 Methodology

This section outlines the proposed dashboard model development process, which
employs Agile methodology to achieve research objectives. The Agile methodology
was chosen for this research project due to its suitability in addressing the challenges of
changing requirements from stakeholders. The ability for universities to adapt quickly to
the uncertainties and fast-paced changes in business is crucial for improving efficiency
and meeting stakeholder expectations [14].
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|Requirement Analysis Iterations, Demo and

Iterations, Demo and Production &
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Fig. 1. Agile software development methodology

The Agile methodology employed in this research involved five stages: brainstorm-
ing, design, development, quality assurance, and deployment. These stages are illustrated
in Fig. 1, and their particulars are as follows:

Brainstorm: In the requirement gathering phase, the university’s top management was
involved in three iterations of the process. Meetings were held with various stakeholders
to identify the necessary information for the dashboard. The framework draft was sub-
jected to an initial iteration, followed by gathering feedback from the strategic and corpo-
rate planning division staff member from a higher education institution, and then under-
went subsequent revisions. Further feedback was obtained to create the final framework,
which formed the basis for the storyboard design.
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Design: In the design phase, a low-fidelity prototype for the dashboard was created.
The team conducted several iterations to enhance the dashboard’s effectiveness in dis-
playing relevant information. The dashboard’s elements and content were scrutinized
and justified based on feedback from the target audience.

Development: During this phase, the development of the dashboard has been done using
the MicroStrategy platform. The process will include multiple iterations of development
and revision, incorporating feedback from the target audience to ensure an optimal user
experience. The previously created storyboard will guide the development process, with
work continuing the MicroStrategy dossier until its completion. The placement of each
visualization in the dashboard will be carefully designed based on the storyboard.

Quality Assurance: In the testing phase, numerous iterations and demos have been
conducted to ensure optimal user experience. Extensive testing will be performed to
validate each layer of the dashboard, verifying that it is error-free and displays the
required information accurately. Users have been provided with a questionnaire and
task list to evaluate the dashboard’s usability. Any feedback or findings provided by the
users will be analyzed, and feasible enhancements will be implemented. Suggestions
that are difficult to implement will be noted as future work.

Deployment: In this phase, after the dashboard has undergone thorough stress testing, it
will be uploaded to the online library and prepared for deployment. Regular maintenance
will be carried out to ensure the dashboard operates seamlessly and remains free of errors.

3.1 The Proposed University Student Dashboard Model

This section provides a detailed explanation of the components of the proposed univer-
sity student dashboard model. The dashboard comprises eight components, including
enrollment, intake, achievement, entrepreneurship, demographics, graduate employabil-
ity, mobility program, and alumni, as shown in Fig. 2. The dashboard model is structured
into three levels, namely level 0, level 1, and level 2. An illustration of the proposed dash-
board prototype is presented in Fig. 3 and Fig. 4. The content presented in the dashboard
is solely for illustrative purposes, as it is based on dummy data that does not reflect actual
real-world conditions.

T T T T T T |
S = e = E E )

Fig. 2. University Student Dashboard Framework
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Fig. 4. University student dashboard level 1 for enrollment

4 Evaluation and Results

4.1 Evaluation Strategy

This section describes the evaluation procedure for a study aimed at assessing the usabil-
ity of a proposed dashboard model. To achieve this, the Dashboard Assessment Usability
Model (DATUS), developed by Antunes [15], is employed. DATUS is chosen for its abil-
ity to efficiently identify usability issues and enhance the user interface. The model is
formulated through an analysis of six existing questionnaires and a customized ques-
tionnaire is created for dashboard usability testing. The DATUS questionnaire consists
of eight dimensions, including effectiveness, efficiency, satisfaction, learnability, acces-
sibility, appropriate recognizability, user interface aesthetics, and operability. The study
applies DATUS, and the results of the mapping and analysis of DATUS questions based
on the eight dimensions are presented in Tables 1, and 2, respectively.

To ensure an accurate representation of the broader outcomes and requirements
of the university dashboard in the study, the participation of 11 staff members from
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Table 1. DATUS Questionnaires
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Questions

Strongly Disagree

Strongly Agree

1 2

5

Overall, I am satisfied with
how easy it is to use this
dashboard

It was simple to use this
dashboard

I can effectively complete my
work using this dashboard

I am able to complete my
goals (tasks) quickly using
this dashboard

I am able to efficiently
complete my goals (tasks)
using this dashboard

I feel comfortable using this
dashboard

It was easy to learn to use this
dashboard

I believe I became productive
quickly using this dashboard

Whenever I make a mistake
using the dashboard, I recover
easily and quickly

10

The information (on-screen
messages) provided with this
dashboard is clear

11

It was easy to find the
information I needed

12

The information displayed in
the dashboard is easy to
understand

The information displayed in
the dashboard is effective in
helping me complete the tasks
and scenarios

14

The organization of the
information on the dashboard
is clear

(continued)
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Table 1. (continued)

No | Questions Strongly Disagree Strongly Agree
1 2 |3 |4 |5

15 The interface of this
dashboard is pleasant

16 I like using the interface of
this dashboard

17 This dashboard has all the
functions and capabilities I
expect it to have

18 Overall, I am satisfied with
this dashboard

19 Data on the dashboard is easy
to read

20 Visual encoding of data is
consistent throughout the
dashboard

Table 2. Mapping of DATUS questionnaires with the dimension

Dimensions Questions

Satisfaction Items 1, 6, 16 and 18
Effectiveness Items 3 and 13
Efficiency Items 4 and 5
Operability Items 2, 9, 11, 14 and 20
Learnability Items 7, 8, 10, 12

User interface aesthetics Item 15

Appropriate recognizability Item 17

Accessibility Item 19

the Strategic and Corporate Planning Division of a higher education institution was
selected. This department plays a crucial role in the university’s decision-making process
as they manage and analyze essential university data, which informs the formulation,
modification, or removal of policies aimed at enhancing stakeholder satisfaction and is
presented to top management for consideration.

Each participant will be given a questionnaire and a set of tasks to perform based on
the information presented in the dashboard. Participants will be encouraged to explore
the dashboard to complete the tasks listed in Table 3 and Table 4. The testing session for
each participant will be recorded and evaluated based on three factors: (1) the number of
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goals accurately achieved, (2) the number of errors, and (3) the time taken to complete
a task. The first evaluation establishes the importance of achieving accurate outcomes
for each task by determining the correct goal attainment based on the number of accu-
rately answered goals or tasks. The second evaluation quantifies errors by computing
the average number of incorrect outcomes executed by the participants during task or
goal completion. Lastly, the third evaluation measures task completion time.

Table 3. List of tasks

Task Id Task Description

1 The total number of students enrolled in UUM Sintok

2 The number of students with the enrollment channel of open channel

3 The number of students that graduate on time in 2019

4 The number of students that dropout in 2021

5 The number of postgraduate intake in 2020

6 The number of students in the b40 category in 2018

7 The number of undergraduates in SEFB

8 The number of students won in sport competition

9 The number of students won in debate, advocacy, and oratory competition at the
international level

10 The number of students with university job in semester 1

11 The number of students with diploma as their entry qualification

12 The number of students with B40 status in Pahang

13 The number of rooms available in “Inasis TM”

14 The percentage of graduate employability in STHEM

15 The percentage of graduate employability in less than 12 months in SBM

16 The number of students that went for outbound mobility in the b40 category

17 The number of students that have mobility programs in Europe

18 The number of alumni in 2019

19 The number of female alumni in 2021

20 The number of alumni that has the position of senior executive in the
non-government sector

4.1.1 The Calculation of the List of Task

In this section, a detailed breakdown of the assessment approach, including the
presentation of relevant evaluation formulas, is discussed and shown in Table 5.

Once the tasks listed in Table 3 are completed, the participants will be asked to fill
out the DATUS questionnaire, as shown in Table 1. The questionnaire will use a Likert
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Table 4. Open-ended questions

No Questions
1 Is there any information you would like to see that has not been considered on the
dashboard?
2 Do you have any other comments or suggestions you want to share with us?
Table 5. Calculation of The List of Task
Items Calculation
Number of goals answered correctly X = Totalnumberofcorrectoutcomes
NumberofTasks
Number of errors __ Totalnumberofincorrectoutcomes
y= NumberofTasks
Time taken to complete a task Seconds

scale ranging from 1 (strongly disagree) to 5 (strongly agree) to assess the dashboard’s
quantitative usability aspects. Additionally, two open-ended questions will be provided
to obtain feedback and suggestions for enhancing the dashboard, as described in Table 4.
The qualitative aspect of the evaluation will involve analyzing the feedback provided.
The usability testing session will be conducted on-site with the respondents.

4.2 Results

This section presents a comprehensive discussion of the study’s findings. The first test’s
results, measuring the number of correctly answered goals, will be discussed, followed
by the second test’s findings, measuring the number of errors. The third test’s evaluation
of the time taken to complete each task will also be presented. Additionally, the DATUS
Satisfaction Questionnaire Analysis will be conducted to validate whether the findings
align with the anticipated outcome. Further details of the discussion are provided in the
following subsection.

4.2.1 The Number of Goals Answered Correctly

This section provides an evaluation of the first test, which analyzed data collected from
11 participants. The results showed that 82% (9/11) of the participants successfully
completed all goals with the correct outcome. One participant (6%) completed 95%
(19/20) of the goals correctly, while another participant (6%) completed 90% (18/20) of
the goals correctly. These findings suggest that the majority of participants understood
the tasks and were able to navigate the dashboard effectively to find the correct answers.
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4.2.2 The Number of Errors

This section focuses on the assessment of the second evaluation test. The results showed
that majority of the participants, accounting for 82% (9/11), did not make any errors
during the evaluation. However, 18% (2/11) of participants made one or two mistakes,
with each category accounting for 6% (1/11) of the total number of participants. It
is possible that this could be attributed to the Corporate Planning Division members’
familiarity with working with data.

Table 6. Number of wrong outcomes per task

Task Id 112/3/4/5/6[7/8/9]10|111213 |14 |15|16 /17 |18|19 |20
Wrong answers (O |O0|1/0/0/0O/O0O/0O/1/0 (O |O |O |O 1 [O |O O O |O

According to the data presented in Table 6, each task is identified by a unique task
ID, while the number of wrong answers indicates the total count of incorrect responses
provided by the participants. In total, the 11 participants answered 220 questions, which
comprised a list of 20 tasks. Based on the analysis, the current study achieved a signif-
icantly lower error rate (1.36%) than the previous study conducted by Antunes, which
reported an error rate of 5.2% [15]. This suggests that the proposed dashboard model
developed in this study is more effective in conveying information to users compared to
the dashboard model used in Antunes’ study. Additionally, it is important to note that the
error rate of 1.36% is well within an acceptable range for this type of study, indicating
that the proposed dashboard model is both accurate and effective in meeting the needs
of its intended audience. The specific tasks that had a single incorrect response each
were tasks 3, 9, and 15. To determine the root cause of the inaccuracies observed, a more
comprehensive inquiry is imperative. This could involve a detailed examination of the
test recordings of the participants, in addition to providing additional explanations to
support the findings.

4.2.3 Time Taken to Complete a Task

This section presents the findings of the third test evaluation, which assesses the time
taken by participants to complete each task. Figure 5 displays the relationship between
task ID and time taken, with task ID on the x-axis and time taken in seconds on the y-axis.
Task 14 had the longest average completion time of 38 s, followed by tasks 3 and 7 with
an average time of 37 s each. These tasks required participants to navigate to a deeper
level to access relevant information. Tasks 1 to 14 exhibited a fluctuating trend, with the
average completion time increasing until it peaked at Task 14, indicating participants
were trying to familiarize themselves with the dashboard’s layout. However, Tasks 15
to 20 had an average completion time of no more than 30 s, suggesting participants
had become more familiar with the dashboard’s layout and placement. Task 1 had the
shortest average completion time of 20 s. The proposed study can be considered better
than Antunes’ study in terms of completion time, as it achieved an average time of
28 s per task, which is only one second longer than Antunes’ study. However, it should
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be noted that the proposed study has additional features and functionalities that were
not present in Antunes’ study, such as the incorporation of user feedback to improve
the dashboard’s usability. Therefore, despite the slightly longer completion time, the
proposed study provides more comprehensive and user-centric insights, making it a
more robust and effective approach to dashboard development.

Average time taken per task

35 37
40 > 27 55 30 28 28 29

37 38
32 27 28
20 22 21 21 24 24
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0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Task Id

Time Taken (seconds)

Fig. 5. The average time taken per task

4.2.4 DATUS Satisfaction Questionnaire Analysis

The Dashboard Assessment Usability Model (DATUS) Satisfaction Questionnaire is
utilized to evaluate participants’ satisfaction with the usability of the dashboard. Table 7
presents the mean, median, and standard deviation of each task ID mapped to the dash-
board’s usability dimensions, including accessibility, appropriate recognizability, effec-
tiveness, efficiency, learnability, operability, satisfaction, and user interface aesthetics.
Based on the results of the DATUS Satisfaction Questionnaire, the current study achieved
a slightly lower mean score (90.38) and median score (92) compared to the scores
achieved in Antunes’ study, which reported a mean score of 92.73 and a median score
of 99 [15]. However, it is important to note that the scores achieved in the current study
are still well within an acceptable range and indicate a high level of user satisfaction
with the proposed dashboard model. Furthermore, it is worth noting that the proposed
dashboard model developed in this study encompasses all crucial aspects of student
data on campus in a single dashboard, which may provide users with a more efficient
and effective means of accessing information compared to the dashboard model used in
Antunes’ study. Overall, the findings of this study suggest that the proposed dashboard
model is effective in meeting the needs of its intended audience and can potentially
improve user satisfaction with the dashboard interface. Table 8 provides a summary
of the analysis conducted in Table 7, which presents the analysis results based on the
usability dimensions.

Based on the results presented in Table 8, user interface aesthetics emerged as the
usability dimension with the highest average score of 4.82, followed by effectiveness
and satisfaction, with scores of 4.59 and 4.57, respectively. Meanwhile, efficiency was
ranked fourth highest, with a score of 4.5. On the other hand, four usability dimensions,
namely learnability, operability, appropriate recognizability, and accessibility, had an
average score lower than 4.5, specifically 4.48, 4.47, 4.45, and 4.3, respectively. These
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Table 7. DATUS satisfaction questionnaire analysis based on task id
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Dimension Task id Mean Median Standard Deviation
Accessibility 19 4.36 4 0.505
Appropriate recognizability 7 4.45 5 0.522
Effectiveness 3 4.55 5 0.522
13 4.64 5 0.505
Efficiency 4 4.55 5 0.522
4.45 4 0.522
Learnability 7 4.45 4 0.522
4.73 5 0.467
10 4.27 4 0.467
12 4.46 4 0.522
Operability 2 4.27 4 0.467
9 4.64 5 0.505
11 4.36 4 0.505
14 4.55 5 0.522
20 4.55 5 0.522
Satisfaction 1 4.27 4 0.467
6 4.55 5 0.522
16 4.82 5 0.405
18 4.64 5 0.505
User Interface Aesthetic 15 4.82 5 0.405
Score 90.38 92 -

Table 8. DATUS satisfaction questionnaire analysis summary based on usability dimension

Dimensions Mean Median Standard Deviation
Accessibility 4.36 4 0.505

Appropriate recognizability 4.45 5 0.522
Effectiveness 4.59 5 0.503

Efficiency 4.5 5 0.502

Learnability 4.48 5 0.5

Operability 4.47 5 0.499

Satisfaction 4.57 5 0.478

User Interface Aesthetic 4.82 5 0.405
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lower scores suggest that these dimensions have potential for improvement. The lower
average score for accessibility could be attributed to the presence of elements such as
tabs and sliders, which made it difficult for some participants to locate and access certain
information. To enhance accessibility, careful attention is required during the dashboard
design process.

There are two open-ended questions that are optional for the participants of this
usability evaluation which are “Is there any information you would like to see that has
not been considered on the dashboard?” and “Do you have any other comments or
suggestions you want to share with us?”. All the participants do not have a comment for
the question “Is there any information you would like to see that has not been considered
on the dashboard?”. The suggestions gained from the participants are shown in Table 9.
These suggestions will be analyzed and considered in future work.

Table 9. Suggestions from participants for the open-ended questions

Suggestions

Bigger font for the items in the dashboard

Placing the view details button below the visualization

5 Conclusion and Future Work

In conclusion, the University Student Dashboard model has the potential to greatly
benefit the university’s top management by providing a reliable platform for monitoring
key performance indicators and making data-driven decisions. The careful design of
the information visualization enables the dashboard to serve as a great enabler for top
management to have an overview of the university’s operations. While the user interface
design was well received, the usability evaluation identified operability, appropriate
recognizability, and accessibility as areas needing improvement.

Future works could include the introduction of a machine learning algorithm for pre-
dictive capabilities and anomaly detection to identify rare occurrences in the university,
ultimately saving resources. These enhancements would further increase the dashboard’s
value for top management in long-term planning. Overall, the University Student Dash-
board model presents an effective tool for improving the university’s decision-making
processes and optimizing its operations.
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Abstract. This study evaluated the effectiveness of a malware awareness program
designed to enhance college students’ knowledge of malware prevention strategies
and promote responsible online behavior. The program group discussions and pre-
sentations are designed to address misconceptions and improve students’ under-
standing of malware prevention, including identifying security attacks, under-
standing malware spreading mechanisms, and avoiding risky online behavior. A
study was conducted following the pre-test and post-test assessments to mea-
sure the program’s impact on students’ knowledge levels. The results revealed
significant improvements in post-test scores indicating the program’s success in
achieving its objectives. The observed enhancements in students’ knowledge can
be attributed to the program’s focus on delivery techniques, which have been
proven effective in enhancing knowledge retention and promoting learning. The
implications of this study underscore the value of providing targeted and engaging
cybersecurity education to college students. By incorporating malware awareness
programs into the educational system, institutions can foster a more secure digital
environment and promote a culture of cyber-resilience among future profession-
als. Furthermore, the program’s success suggests that similar interventions may
be beneficial in other areas of cybersecurity, encouraging ongoing research and
development of educational initiatives that address the diverse range of threats in
today’s interconnected world.

Keywords: Security - cybersecurity awareness - malware attacks - prevention -
Higher education

1 Introduction

The human element is often considered the weakest link in cybersecurity, making it
crucial to prioritize cybersecurity awareness (CSA) in higher education to protect stu-
dents from cyberattacks [1]. With technology playing an increasingly significant role
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in our lives, it is essential to educate Internet users from a young age about Internet
safety issues [2]. By fostering a solid cybersecurity knowledge and practices founda-
tion, young people can better navigate the digital world and reduce their vulnerability to
potential threats. In addition, Information Technology (IT)-related organizations partic-
ularly need robust cybersecurity awareness [3]. Employees in these organizations should
be equipped with the necessary skills and knowledge to identify, prevent, and respond
to cyber threats effectively. By implementing comprehensive CSA programs in educa-
tional institutions and IT-related organizations, it can foster a culture of security and
vigilance that empowers individuals to protect their digital assets actively. Investing in
cybersecurity education and awareness benefits individuals and strengthens the overall
security posture of organizations and the broader digital ecosystem.

Malware awareness is paramount among higher education students, as cybercrim-
inals often target them due to their limited experience and knowledge in dealing with
digital threats [4]. In addition, the prevalence of malware attacks on college and university
networks has been steadily increasing, with institutions reporting numerous incidents
involving ransomware, phishing, and other forms of malicious software [5]. Given the
vast amount of sensitive information stored in educational institutions, students must be
well-informed about the risks and types of malware and how to protect themselves [2].
Therefore, educational institutions are critical in equipping students with the necessary
skills to identify and avoid malware threats [6]. By incorporating malware awareness
into their cybersecurity curriculum, higher education institutions can ensure that students
develop a solid understanding of the primary attack vectors and the proactive steps they
can take to secure their devices and data [4]. Furthermore, regular training sessions and
workshops can help students stay up-to-date with the latest malware trends and defense
strategies [7].

The lack of malware awareness among students can have severe consequences for
individuals and higher learning institutions [8]. On a personal level, students unaware
of malware prevention strategies risk exposing sensitive data, such as academic records
and financial information, to cyber criminals [6]. Malware attacks can lead to identity
theft, financial loss, and damaged reputations, affecting students’ prospects and well-
being. Higher learning institutions also suffer from the consequences of inadequate mal-
ware awareness [9]. Generally, cyberattacks can compromise institutional data, disrupt
academic activities, and erode the institution’s credibility.

Furthermore, the financial costs of recovering from a cyberattack can be immense,
diverting resources from essential academic programs [7]. Given these potential con-
sequences, this study aims to investigate and develop suitable and relevant malware
awareness programs for higher-education students. Although organizations conducted
awareness programs, limited studies were conducted on the effectiveness of the mate-
rials and the methods of conducting these programs. While the importance of malware
awareness is recognized, there is a need for more comprehensive research that evalu-
ates the specific materials, resources, and instructional approaches employed in these
programs.

On the other hand, equipping the students with the knowledge to recognize and
prevent cyber threats can foster a more secure digital environment, safeguard personal
and institutional data, and promote academic success [10]. Investing in the research and
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implementation of robust malware awareness initiatives will ultimately benefit students
and higher learning institutions in the long run. Specifically, this study is significant as
it assesses the effectiveness of a specific intervention, namely the malware awareness
program, through a pilot evaluation. This evaluation helps determine the program’s
impact on students’ knowledge, attitudes, and behaviors related to malware threats,
providing valuable insights for improving similar initiatives.

2 Related Studies

2.1 Malware

Malware, short for malicious software, is a term that encompasses a wide range of
software programs intentionally designed to cause harm to computer systems, networks,
and users. A clear definition of malware remains an open challenge in computer virology,
as various studies have comprehensively attempted to understand the concept [8, 9]. For
example, Saeed, Selamat, and Abuagoub [11] defined malware as software created to
harm a computer in some way, be it by slowing it down, monitoring its activities, stealing
personal information, or gaining unauthorized access to secure areas. These threats pose
significant risks to computer systems and the sensitive data they contain. Cisco [12]
also defined malware as any malicious program created by cybercriminals, or hackers,
intending to steal information from, disrupt, or even destroy computers and computer
networks. According to Cisco, there are seven common distinct categories of malware:

1. Virus: A type of malware that attaches itself to legitimate programs and files, spreading
from one file to another, often causing damage to system files and data.

2. Worms: Self-replicating malware that spreads through networks can consume system
resources, potentially causing system crashes.

3. Trojan virus: Malware disguised as a legitimate program, gaining access to a user’s
system to steal information or create a backdoor for further attacks.

4. Spyware: Software designed to monitor and collect information about a user’s
activities, often without the user’s knowledge or consent.

5. Adware: Malware that delivers unwanted advertisements or redirects user searches
to advertising websites, potentially exposing users to additional threats.

6. Ransomware: A type of malware that encrypts a user’s data or restricts access to their
system, demanding payment in exchange for the decryption key or restored access.

7. Fileless malware: A sophisticated form of malware that resides in a computer’s
memory or other temporary storage, making it difficult to detect and remove.

Each category represents a unique threat to computer users and networks, requiring
a multifaceted approach to prevention and mitigation [13]. As the tools and techniques
employed by cybercriminals continue to evolve, individuals and organizations must
remain vigilant in protecting their systems and data from the ever-growing threat of
malware. To counter these threats, a combination of user education, robust security
protocols, and up-to-date antivirus and anti-malware software can help minimize the
risk of infection and mitigate the damage caused by malware attacks. In addition, by
understanding the various types of malware and their potential impact, users can make
informed decisions about their online activities and the security measures they employ
to protect their digital assets.
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2.2 Malware Prevention

In recent eras, victims who have been infected with malware or have never been infected
have sought further preventative measures. The majority of malware attack reports in
2017 were ransomware. According to statistics collected by researchers, the victims
may have been infected with ransomware when they used the website’s services [14]. A
few solutions are available to prevent malware attacks, including installing and updating
antivirus. Installing antivirus software and keeping it up-to-date helps protect a computer
from viruses and other malware (malicious software). For example, Microsoft Defender
is free antivirus software that comes with Windows and is kept up to date automatically
through Windows Update. Students can also choose to install antivirus products made
by other companies on their computer devices.

Using a complex password and constantly using the most up-to-date browser and
operating system (OS) versions is essential to protect oneself from malware attacks.
Students should immediately use complex passwords on whatever device or applica-
tion they use. These passwords should have a mix of uppercase and lowercase letters,
numbers, and symbols and be at least eight characters. It is not enough for students to
maintain their antivirus software up to date; they must also guarantee that their OS and
browser are always up to current. The research carried out by Jones [15] claimed that
clicking on spam messages or suspicious links could expose users to malware attacks.
Once the user has clicked on a phishing link [16], the attacker will instantly acquire
some basic data, such as users’ device statistics, approximate location, and whatever
other information they may have voluntarily provided. Thus, all students must avoid
opening spam emails and not click on suspicious links sent by the unknown sender to
avoid experiencing malware attacks.

Students also must be cautious of suspicious files and abstain from downloading
them, especially from dubious sources [15]. It is a good practice for the student to
check the SSL certificate of the website, such as ‘HTTPS’ and scan the file before
downloading it. Another prevention to the malware attack that can be done is to set a
proper firewall in the system and never execute untrustworthy programs on the device
[17]. A firewall is an additional layer of protection that delivers more robust security
to the devices and network. A firewall works as a barrier between the internet and
the computer system, blocking unauthorized access or harmful content from entering
the network. Furthermore, users should avoid running untrustworthy programs on their
devices, as these may contain hidden malware that can compromise system security [17].
Instead, students should only download and run software from reputable sources and
pay attention to warning signs, such as substantial file sizes or unexpected permissions
requests. Regularly backing up essential data is another crucial step in protecting oneself
against malware attacks. In a ransomware attack, having a recent backup of essential
files can significantly reduce the attack’s impact and help users recover their data without
paying the ransom. It is recommended that students use a combination of local and
cloud-based backup solutions to ensure multiple copies of their data are always available.

An awareness program targeting higher education students is crucial in equipping
them with the knowledge to protect themselves from malware attacks. Students often
use various digital platforms and devices for research, collaboration, and communica-
tion, making them vulnerable to cyber threats. By implementing an awareness program,
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institutions can educate students on the latest malware strains, phishing techniques, and
other cyber risks, empowering them to recognize and avoid potential dangers. Addition-
ally, such programs can provide practical guidance on essential security measures, like
using complex passwords, updating antivirus software, and enabling two-factor authen-
tication. This education benefits the individual and promotes a culture of cybersecurity
within the academic community, ultimately reducing the potential for large-scale attacks.
Cybersecurity awareness programs equip higher education students with the knowledge
and skills to thwart malware attacks, safeguard their data, and contribute to a more secure
digital environment.

3 Methodology

3.1 Study Design

The study design for the malware awareness program aimed at higher learning institu-
tion students involved a comprehensive, step-by-step approach to ensure its effectiveness.
First, the target group of users within higher learning institutions was identified, focusing
primarily on students as they frequently use digital platforms for academic purposes.
Next, relevant content for the malware awareness program was identified, addressing the
most pressing cyber threats and best practices to mitigate them. The program’s material
was then designed to cater to the student’s needs and keep them engaged throughout the
process. Finally, pre-test and post-test questions were prepared based on the material
to evaluate the participants’ knowledge before and after attending the program. Subse-
quently, content validation was conducted for the pre-test and post-test questions and
the materials, ensuring their accuracy and relevance.

Planning for the schedule and protocol of the awareness program was the next step,
considering the student’s availability and the optimal duration for effective learning.
Next, a rehearsal was conducted to identify potential issues or improvement areas before
the program. Participants were invited and recruited, ensuring a diverse and representa-
tive student population sample. Finally, the awareness program was conducted, engag-
ing students in awareness activities, including a poster demonstration and discussions
to increase their understanding of malware threats and prevention strategies. Following
the program, the pre-test and post-test results were analyzed, along with the respon-
dents’ open-ended feedback, to measure the program’s effectiveness and identify areas
for improvement. A comprehensive report was prepared, summarizing the program’s
outcomes and highlighting key findings from the analysis. Finally, a post-mortem was
conducted on the awareness program, discussing the successes, challenges, and lessons
learned to inform and enhance future iterations of the program. This study design ensures
arobust and effective malware awareness program that equips higher education students
with the essential knowledge and skills to protect themselves from cyber threats.

3.2 Materials

The materials for the awareness program were carefully designed to effectively deliver
crucial cybersecurity information to students, empowering them to protect themselves
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from malware attacks. The primary educational material used was a visually engaging
and easily digestible poster that captured students’ attention and concisely conveyed the
essential information. The poster outlined ten key measures that students can implement
to safeguard their devices and personal information from malware attacks as a valuable
reference for students to consult and apply daily. In addition, digital tools such as Google
Meet and Google Forms were employed to ensure the seamless delivery of the aware-
ness program and facilitate student interaction. Google Meet provided a user-friendly
platform for conducting the pilot test with students, enabling real-time collaboration and
discussion on the material. Meanwhile, Google Forms offered a convenient method for
collecting students’ feedback and evaluating their understanding of the malware protec-
tion measures outlined in the poster. Leveraging these digital tools not only enhanced the
accessibility and interactivity of the awareness program but also allowed for greater flexi-
bility in reaching students across different locations and schedules. Figure 1 demonstrates
the poster.

WAYS TO PREVENT
' MALWARE ATTACKS:

A 1S YOUR DEVICE iNFECTED?.

Fig. 1. The poster as the main material used for the awareness program

The awareness program incorporated pre-test questions focusing on malware, con-
sisting of ten multiple-choice items and four demographic queries. This pre-test evalu-
ated respondents’ prior knowledge and understanding of malware-related topics while
capturing essential demographic information. The same pre-test questionnaire was later
repurposed as a post-test assessment following the educational session. This approach
allowed for a direct comparison of respondents’ knowledge and understanding before
and after exposure to the awareness program, effectively highlighting the impact and
effectiveness of the educational content provided Table 1 lists the questions.
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Table 1. The pre-test and post-test questions

Num

Questions

Answers

D

Security attacks include

a) Malware
b) Antivirus
¢) Computer system
d) Firewall

2)

A/An is a computer
program that spreads by inserting copies of
itself into other executable codes or
documents

a) Computer Virus
b) Antivirus

¢) Computer system
d) Firewall

3)

How is malware distributed?

a) Through spam email attachment that
contains a suspicious link

b) Download files or documents from
unreliable resources

¢) Running source codes that cannot be
trusted

d) Installing licensed Adobe and
Microsoft Office software on a personal
computer

4)

One of the ways to avoid malware attacks
is not to visit sites with a lot of clickbait

a) Yes
b) No
c) May be

5)

Installing and keep updating software on
the computer helps to avoid malware
attacks

a) Yes
b) No
c) May be

6)

Which of the following is not the
prevention of malware attacks?

a) Clicking on links to suspicious websites
in emails, messaging apps, or social
network posts

b) Install and update antivirus

¢) Avoid using open Wi-Fi network

d) Avoid downloading files from
unreliable resources

7

What is an antivirus?

a) Computer software used to prevent,
detect and remove malicious software

b) Software used to duplicate viruses

c) A bigger and more dangerous virus

8)

Worms can spread and harm independently

a) True
b) False

(continued)
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Table 1. (continued)

Num | Questions Answers

9) Malware is used to describe all types of a) Malicious and software
bad software. Malware is a combination of | b) Magnificient and software
what two words? ¢) Normal and adware

10) | Downloading files from unreliable sources | a) Yes
can be exposed to malware attacks b) No
c) May be

3.3 Respondents

The awareness program was done on thirteen respondents, all of whom were students
from Kedah Matriculation College in Malaysia with a background in accounting. These
participants provided valuable insights into the effectiveness of the malware aware-
ness program for a specific demographic of young learners. The age distribution among
participants was relatively homogenous, with approximately 100 per cent of respon-
dents falling within the 17 to 18 age range, which is typical for matriculation college
students. Regarding gender representation, the group of respondents was relatively bal-
anced. Female participants comprised 50 per cent of the respondent pool, while 40 per
cent identified as male. The remaining respondents chose not to disclose their gender,
respecting their individual preferences and maintaining an inclusive environment for all
participants. This diverse representation of gender identities within the respondent group
contributed to a richer understanding of the malware awareness program’s impact across
different student perspectives. In addition, the participants’ composition has allowed for
a comprehensive evaluation of the awareness program’s effectiveness in educating and
empowering students to protect themselves against malware attacks. The findings from
this diverse group of respondents will inform future iterations of the program, ensuring
that it remains relevant, engaging, and accessible to all students within higher learning
institutions.

3.4 Procedure

The security awareness program, which emphasized the prevention of malware attacks,
was thoughtfully designed and delivered to students utilizing the Google Meet platform.
Its primary objective was to educate students on effective strategies to safeguard them-
selves against malware attacks, equipping them with the knowledge and tools to navigate
the digital world securely. A facilitator led the session and was assisted by a technical
support person. Before presenting the visually engaging poster as the core awareness
material, students were asked to complete a pre-test questionnaire of ten questions—
this preliminary assessment aimed to gauge their baseline understanding of malware
attacks and prevention techniques. The pilot test questionnaires were distributed using
the Google Form platform, with students allotted three to five minutes for completion.
After finishing the pre-test questionnaire, the program distributed the informative poster
outlining ten actionable measures to ward off malware attacks. The presentation took
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approximately ten to twelve minutes, ensuring a concise and focused material delivery.
Subsequently, a ‘Question and Answer’ (Q&A) session was conducted, fostering open
dialogue and addressing students’ concerns or queries. Finally, post-test questionnaires
containing identical questions to the pre-test were administered to the students after the
Q&A session. The post-test evaluated the student’s knowledge and understanding of
malware prevention strategies due to exposing them to the malware awareness material.
They were also encouraged to provide open-ended comments on the awareness program.
This valuable feedback would inform the program’s continual refinement and improve-
ment for future iterations. Figure 2 illustrates the procedure for the malware awareness
program.

Materials for the
Awareness Pro-
gramme

| prewest |—>

—_— Post-test

©~0
o
—O=

Students at higher
learning institution

Fig. 2. The procedure of the awareness program

4 Results and Discussions

4.1 Demographic Information

An advertisement was distributed through Whatsapp for selected classes of the college.
As aresult, 20 students voluntarily joined the Whatsapp group. They answered the pre-
test questions, but only thirteen answered the post-test questions. The respondents are
between the ages of 17 and 1. While for the gender of respondents, half of the respondents
were female, 40%of respondents identified were male, and the rest preferred not to reveal
their gender. Most respondents used the Android OS as their mobile OS, and only 40%
used the 10S operating system. In addition, 70% of the respondents utilized Windows
on their personal computers, and the rest used Linux OS, MacOS OS, and others.

4.2 The Effectiveness of the Malware Awareness Program

The pre-test and post-test assessments of the malware awareness program demonstrated
significant improvements in students’ knowledge of malware prevention strategies, as
shown in Table 2. For example, a 13.6% improvement was observed with the 65% pre-
test score and 78.6% post-test score related to the student’s knowledge of the types of



Fostering Cyber-Resilience in Higher Education 163

security attacks. The result indicates that students better understood security attacks
after participating in the program. In addition, a substantial improvement of 22.1%
was observed, highlighting the increased awareness of how malware spreads among
students. Regarding malware distribution methods, individual improvements for each
answer choice were A: 8.6%, B: -1.4%, and C: 11.4%. The negative improvement for
option B suggests that some misconceptions might persist. Finally, a 10.7% improvement
was observed in avoiding risky online behavior, with the pre-test score at 75% and the
post-test score at 85.7%. The result showcases the program’s effectiveness in teaching
students how to evade malware attacks.

When addressing the importance of software updates, a modest 4.3% improvement
was observed, with the pre-test score at 60% and the post-test score at 64.3%. It indi-
cates that students gained some further understanding of the role of software updates
in preventing malware attacks. Further, a significant 45.7% improvement was observed
in clarifying misconceptions around malware prevention techniques, with the pre-test
score at 40% and the post-test score at 85.7%. Regarding antivirus software and its role
in malware prevention, the program demonstrated a 7.9% improvement, with the pre-test
score at 85% and the post-test score at 92.9%. A slight 1.4% improvement was observed
in how worms operate, with the pre-test score at 70% and the post-test score at 71.4%.
The result suggests that students already had a basic understanding of this aspect. A 5.7%
improvement was also observed in the student knowledge about the term “malware”,
with 80% pre-test and 85.7% post-test scores. It indicates that students gained a clearer
understanding of the term. Lastly, in teaching students about the risks associated with
downloading files from untrustworthy sources, a significant 25.7% improvement was
observed, with the pre-test score at 60% and the post-test score at 85.7%.

Table 2. The overall score for each of the pre-test and post-test questions

Num | Questions Pre-test (%) | Post-test (%) | % of improvement
1) Security attacks include 65 78.6 13.6
2) A/An is a 35 57.1 22.1

computer program that spreads
by inserting copies of itself into
other executable codes or

documents
3) How is malware distributed? A-70 A-78.6 A-8.6
B - 80 B-78.6 B-(1.4)
C-60 C-714 C-114
4) One of the ways to avoid 75 85.7 10.7

malware attacks is not to visit
sites that have a lot of clickbait

(continued)
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Table 2. (continued)

Num | Questions Pre-test (%) | Post-test (%) | % of improvement

5) Installing and keep updating 60 64.3 4.3
software on the computer helps
to avoid malware attacks

6) Which of the following is not | 40 85.7 45.7
the prevention of malware
attacks?

7) What is an antivirus? 85 92.9 7.9

8) Worms can spread and harm 70 71.4 1.4
independently

9) Malware is used to describe all | 80 85.7 5.7

types of bad software. Malware
is a combination of what two
words?

10) Downloading files from 60 85.7 25.7
unreliable sources can be
exposed to malware attacks

The malware awareness program demonstrated remarkable improvements in college
students’ understanding of malware prevention strategies, as evidenced by the results
of the pre-test and post-test assessments. A comparative analysis of the means and
standard deviations revealed a significant increase in knowledge acquisition among the
respondents. On average, the pre-test scores were 65%, with a standard deviation of
16.83, indicating a relatively diverse range of understanding among students before
the program. In contrast, the post-test scores witnessed a substantial increase, with a
mean of 78.57% and a standard deviation of 11.18, pointing towards a more uniform
level of comprehension among participants. This improvement of 13.57% in the mean
scores highlights the effectiveness of the malware awareness program in enhancing
students’ knowledge and skills in malware prevention. Furthermore, the reduction in
standard deviation by 5.65 further suggests that the program successfully narrowed the
knowledge gap among respondents, fostering a more consistent understanding across
the board. Table 3 lists the statistics.

Table 3. The means and standard deviation of the pre-test and post-test questions

Statistics Pre-test (%) Post-test (%) Improvement
Means 65 78.57 13.57
Standard deviation 16.83 11.18 5.65
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The results of the pre-test and post-test assessments of the malware awareness pro-
gram provide valuable insights into the program’s effectiveness in enhancing knowl-
edge of malware prevention strategies among higher learning institution students. The
results show that the program has successfully improved students’ knowledge of vari-
ous aspects of malware prevention. In addition, the improvements in the scores across
the ten questions indicate that the program has effectively addressed misconceptions
and enhanced knowledge in areas such as identifying security attacks, understanding
malware-spreading mechanisms, and avoiding risky online behavior. The effectiveness
of the malware awareness program can be measured by the significant improvements
in the post-test scores compared to the pre-test scores. The results highlight the pro-
gram’s success in achieving its objectives and providing students with the necessary
knowledge and skills to protect themselves from malware attacks. The program’s suc-
cess can also be attributed to its focus on delivery techniques, such as group discussions
and presentations. These techniques have been proven effective in enhancing knowl-
edge retention and promoting active learning [18]. Overall, the results of the pre-test
and post-test assessments demonstrate the effectiveness of the malware awareness pro-
gram in improving college students’ knowledge of malware prevention strategies. Again,
the program’s success can be attributed to its engaging delivery techniques, which have
enhanced knowledge retention and promoted active learning. In conclusion, the malware
awareness program has enriched college students’ ability to recognize and combat mal-
ware threats. Furthermore, by addressing the students’ diverse levels of understanding,
the program has successfully cultivated a more secure and informed digital environment
for its participants.

5 Conclusion

In conclusion, the malware awareness program has successfully improved college stu-
dents’ understanding of malware prevention strategies. The significant improvements
in the post-test scores compared to the pre-test scores highlight the program’s efficacy
in addressing misconceptions and enhancing knowledge in various aspects of malware
prevention. The results also emphasize the importance of engaging delivery techniques,
such as group discussions, case studies, and interactive presentations, which have been
proven effective in enhancing knowledge retention and promoting active learning. How-
ever, while the malware awareness program has achieved notable success, there is room
for future improvements to ensure that students are well-equipped to protect themselves
from the ever-evolving landscape of cyber threats. One area of potential future work
could be the development of more advanced and adaptive learning modules that consider
the students’ existing knowledge and tailor the content accordingly. It would provide a
more personalized learning experience and could help improve students’ understanding
of malware prevention strategies.

Additionally, hands-on activities, such as simulated malware attacks or practical exer-
cises in identifying and mitigating security vulnerabilities [19], could further enhance
students’ skills and reinforce the knowledge gained from the program. It may also be
beneficial to explore integrating the malware awareness program into the core curricu-
Ium of college courses, ensuring that all students have access to this essential knowledge
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as part of their education. Lastly, continuous evaluation and updating of the program’s
content are crucial to ensure that it remains relevant and effective in addressing the
latest trends and developments in the field of cybersecurity [20]. By building upon the
successes of the current malware awareness program and implementing these suggested
improvements, future iterations of the program can continue to educate and empower
college students to protect themselves against malware threats effectively. It, in turn,
will contribute to a more secure digital environment and a greater understanding of the
importance of cybersecurity in today’s interconnected world.
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Abstract. The effectiveness of feedback provision in an Intelligent Tutoring Sys-
tem (ITS) is a crucial aspect to be considered when developing a tutoring system.
The system is proven beneficial if it can act like a one-to-one human tutor, which
provides feedback based on student learning aptitude and performance. Many
researchers have developed ITSs with the intention of assisting students in teach-
ing programming concepts, algorithms, and writing computer programs. However,
there have been very few studies that have focused on reviewing these works. The
studies are merely concerned with reviewing the characteristic, application, evalu-
ation, and supplementary features of ITSs across different educational fields from
2007 until 2017. As aresult, a comparative evaluation was conducted with the goal
of analyzing the feedback provided by existing works in ITSs as well as the tech-
niques used to develop a student model. The results of this study have indicated
that Constraint-Based modeling, Model Tracing, Natural Language processing,
and Deep Learning with delayed feedback are the most appropriate feedback for
students learning to code. Bayesian Network is the most commonly used tech-
nique by researchers with immediate and delayed feedback to help students learn
programming concepts and algorithms better.

Keywords: Intelligent Tutoring System (ITS) - Feedback and Hints provision -
Modeling Technique

1 Background

Computer programming is not easy to learn or master [6, 30]. This circumstance resulted
in low student achievement in computer programming courses, and many beginners
struggled to learn programming and develop the necessary problem-solving skills near
the end of the learning process [25]. Therefore, many educators pay great attention to cul-
tivating students’ programming abilities by creating beneficial tools to support learning
programming, setting up many courses related to programming [49], and also researching
effective strategies for learning and teaching programming. Many researchers have veri-
fied Intelligent Tutoring System (ITS) effectiveness for sustainable students and teachers
in teaching and learning programming [44, 51]. It could complement conventional class-
room teaching, efficiently supporting the learning process, making the learning practice
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very pleasing, cultivating distance learning, and prolonging the learning process, and
allowing learners to learn personally at their own pace, anytime and anywhere, based on
their own progress [2]. However, learning and teaching without appropriate feedback is
insufficient to enhance students’ skills in programming.

The effectiveness of feedback provision in ITSs is a crucial aspect to consider when
developing a tutoring system. The system’s capabilities depend not only heavily on its
architecture; however, the timing and style of the system’s feedback significantly impact
its effectiveness. The feedback is also considered effective if it is error-specific and
supports students’ needs based on their abilities and knowledge gaps [39]. The system
is proven beneficial if it can act like a one-to-one human tutor, which provides feed-
back based on student learning aptitude and performance [9, 46]. The results indicate
that private tutors help 98% of students in the learning process, and average student
achievement was higher than two standard deviations from the conventional approach
[9]. Although Intelligent Tutoring Systems can support students learning programming
with the biggest advantage of teaching students according to their ability, providing per-
sonalized guidance for different students, and improving students’ independent learning
ability and learning efficiency, the system seems appropriate for experienced students
[49]. This shows that the requirement to make improvements in providing personalized
feedback is still demanding to help novice users learn programming. Also, Perikos et al.
[39] have highlighted the importance of modeling techniques to generate effective and
efficient feedback generation and hints to support students learning since they are able
to model students’ metacognitive learning behavior.

Thus far, only two studies [14, 36] have focused on reviewing existing ITS studies.
The review in these studies was only concerned with the characteristics, application,
evaluation, and supplementary features of ITSs in various educational fields from 2007
to 2017. Thus, to provide a more comprehensive review of recent works, a comparative
evaluation was conducted to analyze the feedback provided by existing works in ITS
and the techniques used to develop a student model. Its findings will furnish suggestions
on the appropriate techniques to be used in developing a student model for an ITS.

The remaining content of this paper is structured as follows: Sect. 2 discusses the
related work; Sect. 3 highlights the detailed discussion of the methodology; Sect. 4
portrays the analysis and result of comparative evaluation; and Sect. 5 concludes this
paper and provides suggestions for future research direction.

2 Related Work

Abu-Naser [2] demonstrated in his research that tutors outperform teachers in this regard
because they can provide students with more immediate feedback than most teachers.
Furthermore, Wang et al. [47] stated that ITS is an important tool for developing problem-
solving skills as the feedback provided is critical in the problem-solving process. Sullins
[42] has proposed AutoTutor LITE with LCC functions that improve the student model
with the capability to provide appropriate feedback like an experienced human tutor.
In addition, Black and William [8] clarified that feedback can be useful for enhancing
student learning when used appropriately.

According to the research carried out by Ivelisse [45], system guidance combined
with supportive and appropriate feedback provided during the learning process makes
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learning tools significantly better than others. Gutierrez and Atkinson [24] demon-
strated that negative feedback can be used to correct students’ misconceptions about
programming so that they do not repeat the same mistake. According to Al-Rekhawi’s
[4] research, the Andes system could provide immediate hints and comments when
students encountered difficulties with the questions. Students can guess and get correct
answers even when they do not fully understand the concept. Many researchers, however,
agree that improvements are needed to manage more complex dialogues [1].

Graesser et al. [22] have discussed three levels of providing feedback in AutoTu-
tor (to simulate the dialogue patterns of typical human tutors): backchannel feedback,
evaluative pedagogical feedback, and corrective feedback. Providing students with infor-
mative error feedback rather than telling them their misconceptions is considerably more
beneficial [5]. KERMIT, as an ITS database, has discussed six levels of providing person-
alized feedback, which are “Correct,” “Error flag,” “Hint,” “Detailed Hint,” “All errors,”
and “Solution”. Sadler [40] said that researchers are interested in the effect of different
feedback characteristics such as immediacy, pertinence, data form, and encouragement
on the retention of learned information. This emphasis, which came from behaviorist
stimulus-response models of learning, is today seen as being overly limited. The student
model is a critical part to consider when designing, especially when providing feedback
to students.

Mitrovic et al. [34] said that a student model that adequately assesses a student’s
knowledge is a challenging part to be created in ITS since it requires the technique of
obtaining relevant data to determine a student’s knowledge level and requires modifying
its actions in accordance with their requirements and skills. Currently, typical online
judgement is considered simple with limited function to provide appropriate feedback
tailored to the learners’ abilities. Wang et al. [49] said that an online judgment would be
more educationally beneficial to beginners if it can be more intelligent if it has features
such as classifying the answer codes of the problem and visualizing them, providing
corresponding hints or repair methods for program errors, and tracking students’ mastery
of various knowledge points. Hooshyar et al. [26] have developed a novel flowchart-
based Intelligent Tutoring system (FITS) that adapted a multi-agent system text-to-
flowchart conversion approach and Bayesian Network to justify the level of students’
knowledge and provide adaptive guidance to improve problem-solving skills through the
interactive menu, prerequisite recommendations, and flowchart development. The most
crucial component of the system’s assistance is providing the correct answer when the
students deal with the exercises. In addition, when students receive appropriate feedback,
their knowledge and performance can be significantly improved [50]. According to
Bryfczynski [10], the clustering technique can detect potential students who are at risk.
He also discussed clearly how to cluster the students into different groups by using colors
based on the number and types of mistakes they have made. Wang et al. [49] suggest
that deep learning and natural language processing can be used as a future method to
improve the function of repairing the error in order to provide personalized feedback to
the students. Mohamed et al. [35] have developed an Intelligent Tutoring System with a
Reporting Module that plays a specific function, such as providing feedback that assists
the instructor in changing or adapting to and fitting different student learning styles. He
also used the Bayesian Network to cluster the students’ understanding while learning.
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Lin et al. [32], in their research exploring the effects of simple feedback and elaborate
feedback, discovered that students who were given simple feedback performed lower
than those given elaborate feedback. The research by Grivokostopoulou et al. [23] in
teaching FOL equivalence has developed feedback based on feedback classification
and combination by offering the feedback into five types, which are minimal feedback,
error-specific feedback, procedural feedback, bottom-out hints, and knowledge on meta-
cognition Abu-Naser [1] has mentioned in his research that the timing and style of the
system’s feedback significantly impact its effectiveness. Timing describes the moment at
which students receive an answer to the solution. What the students should be regulated
by is their feedback. The system should postpone input for lower-level concepts and
provide rapid feedback for higher-level concepts that the students are striving to acquire.
Fwa [19] has developed a system that dispenses hints that explain the bugs or errors that
the learner is stuck with if requested by learners and also contains functions like the button
‘Submit,” ‘Check Answer,” and an output window for the compilation output or errors
and is marked as completed if the correct output is obtained. The study by Grawemeyer
et al. [21] presents findings from an experiment that compared feedback based solely on
performance (non-affect condition) with input that was affect-aware (affect condition).
Results indicate that students in the emotional condition learned more than those in the
non-affect condition. Black and William [8] said that task selection and the potential types
of feedback a task can produce necessitate a cognitive theory that can shed light on how
learners’ comprehension and interactions with assessment tasks relate to each other and
can be envisioned and understood. Assessment and feedback are also important features
of mastery learning programs. Shute [41] has discovered three important components
of formative feedback: the reason the feedback is required, the chance that the learner
can take advantage of the feedback, and the ability and willingness to use the feedback
given.

3 Methodology

A comparative evaluation proposed by Vartiainen [47] was chosen as the method for
analyzing and comparing previous works in ITS. The comparison focuses primarily on
the feedback provided in ITSs and the techniques used to develop a student model. The
processes involved in the comparative evaluation are depicted in Fig. 1.

a) A Theoretical Study

A theoretical study helps discover concepts, definitions, and existing theories used
for a certain study. The method used for this phase is a literature survey that covers
the topics related to ITS, particularly in the Computer Science domain and is
focused on the feedback and hints with related modeling techniques. Through the
existing work, it discovers the appropriate way of providing feedback and hints,
as well as the techniques used for student models. The outcome of this theoretical
study is the technique used in designing student model and providing personalized
feedback and hints in an ITS.
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ii.
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Fig. 1. Comparative evaluation process [47]

Comparative Evaluation

Four main activities that comprise the comparative evaluation phases are discussed
below:

Selection of the object for evaluation: In this process, the selection of the object for
evaluation was based on retrieving related articles from Google Scholar and IEEE
databases. All articles were obtained using search strings related to feedback and
hints, intelligent tutoring systems, and computer science, “feedback” AND “intelli-
gent tutoring system”, “feedback” AND “intelligent tutoring system” AND “‘com-
puter science”, “feedback and hints” AND “intelligent tutoring system”, “feedback
and hints” AND “intelligent tutoring system” AND “computer science”. Only the
articles that met the inclusion and exclusion criteria were reviewed and underwent
the comparative evaluation process. The inclusion criteria involved articles related
to ITS that provide feedback and hints, discuss modeling techniques, and being cited
more than three times in related articles. The exclusion criteria were based on articles
that are not related to ITS and are not in the domain of Computer Science or similar
discipline articles.

Determine the level of comparison: In this phase, the level of comparison can be
determined based on internal aspects, different systems, and also in terms of sim-
ilarity and/or dissimilarity. The comparison is done among the components of the
comparison. The evaluation involved related studies ranging from the year 1990 to
2022 that covered the name of ITSs with respective domains, year involved, feedback
and hints, modeling technique adapted, and learner characteristic deliverables.
Conceptual comprehension: This phase is concerned with analyzing and identifying
the most effective methods of providing feedback and hints in ITSs, as well as the
most practical techniques for modeling the student model.

Analysis of the findings of an evaluation: Through this phase, the comparative evalu-
ation makes it possible for the analysis and evaluation to determine the most effective
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way to enhance the function of feedback and hints can be given in the system and
the most practical techniques to be adapted in modeling the student model.

c¢) Conclusion and suggestion

This section involves reporting the findings obtained from the comparative eval-
uation conducted in this study. The aim of the study is considered achieved after

completing all the phases involved in the comparative evaluation.

4 Analysis and Result of Comparative Evaluation

ITSs have been developed widely in all domains. Table 1 shows the comparative analysis
of different Intelligent Tutoring Systems that have been developed in chronological order
from 1990 until 2022, with the domain, name of related ITS, feedback and hints provided
in the system, modeling technique used for the student model, and also advantages
delivered by the system.

Table 1. Comparative analysis of different ITSs

Year | Name of ITS | Domain Feedback Modeling Learner
and Hints Technique Characteristics
1990 | PROUST Pascal Delayed Model-Tracing NA
[29] feedback and
Constraint-Based
Modelling
1995 | The LISP Lisp Immediate | Model-Tracing NA
Tutor [5] feedback
1998 | J-LATTE SQL Delayed Constraint-Based | NA
[38] feedback Modelling
2002 | SQL-Tutor SQL Immediate | Constraint-based | Learners’
[34] and Delayed | Modelling performance and
feedback knowledge
2005 | OOPS [20] OOP NA Constraint-Based | Learners’
Modelling knowledge and
learning
methods
JITS [43] Java Immediate | Model-Tracing NA
feedback
2008 | BITS [11] C/C++ No feedback | Bayesian Programming
topics

(continued)
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Table 1. (continued)

Year | Name of ITS | Domain Feedback Modeling Learner
and Hints Technique Characteristics
2009 |iList[17] Linked list Immediate | Procedural Learners’
and Delayed | Knowledge Model | knowledge
feedback

DEPTHS Software Design | Real-time Condition-action | Learners’

[28] Patterns and rule-Based performance,
on-demand | reasoning knowledge, and
statistical cognitive
feedback capacity

2010 |JavaGuide Java Delayed NA Programming

[27] feedback questions

2012 | BeSocratic | CS Further Condition-action | Learners’

[9] feedback rule-Based performance and
reasoning and data | behaviour
mining techniques

2013 | The PHP ITS | PHP Multi-level | Model-Tracing Exercises

[53] hints and
Constraint-Based
Modelling

FOL Al Delayed Natural Language |Learners’

equivalence feedback Processing knowledge level

system [23]

2014 |BEETLEII | Physics Delayed Natural Language | Students’

[16] feedback Processing and responses to
Condition-Action | lecture questions
Rule-Based
Reasoning

2015 | FITS [26] C++ Immediate | Intelligent Learners’
feedback multi-agent, knowledge and
Bayesian, and feedback
Natural Language
Processing

iTutor [48] Basic computer | Immediate | Intelligent Learners’

skills feedback multi-agent performance,

knowledge, and
responses to
learning
activities

(continued)
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Table 1. (continued)
Year | Name of ITS | Domain Feedback Modeling Learner
and Hints Technique Characteristics

Java Sensei | Java NA Neural Networks, | Learners’

[71 Fuzzy Logic cognitive and
emotional
capacity

2016 |iTalk2Learn | Math Immediate | Bayesian Learners’
[21] and Delayed affected states
feedback
2017 | PLTutor [35] |Java NA Rule Base NA
2018 |CNC-Tutor |CNC Delayed CNC interpreter Learners’
[31] Programming feedback learning styles
(Hints
Button)
2020 | Novel ITS C and Phyton Delayed Improved CLARA | Code
[49] feedback engine and KT Classification,
(Hints and error repair, and
Repair knowledge
Button) tracing
2022 | CQACD [52] | Computer Basics | Inmediate | Mixed-initiative Learners’
feedback and Natural knowledge
Language
Processing

Intelligent Tutoring Systems have become very popular in teaching across many
domains, including Computer Science subjects. Some related ITS discussed in the table
above have been developed in teaching programming domains such as PROUST, The
LISP Tutor, J-ILATTE, OOPS, JITS, BITS, iList, JavaGuide, BeSocratic, The PHP ITS,
FITS, Java Sensei, PL Tutor, and Novel ITS. The researcher critically considered the
way feedback is given to the student since it helps the student learn better. There are
varieties of techniques adapted in an effort to provide personalized feedback, either
through immediate feedback or delayed feedback, provided hints or repair buttons, and
one-way or two-way conversation.

The feedback given has a significant relationship with the student model. The tech-
nique used is crucial to determining the appropriate feedback given to the student. Mitro-
vic et al. [33] said that a student model that adequately assesses a student’s knowledge
is a challenging part to be created in ITS since it requires the technique of obtaining
relevant data to determine a student’s knowledge level and requires modifying its actions
in accordance with their requirements and skills. The previous study shows that clus-
tering techniques in data mining were beneficial in recognizing low-achieving students.
Bryfczynski [10] has stated in his thesis that the clustering technique is capable of rec-
ognizing potential students who are at risk. He also discussed clearly how to cluster the



176 N. H. Jamaludin and R. Romli

students into different groups by using colors based on the number and types of mistakes
they have made. Some of the most commonly used clustering techniques by researchers
include Bayesian Networks, Neural Networks, and Knowledge Tracing techniques such
as the hidden Markov method. Those techniques are also proven to be successful in
developing the student model and helping the researcher generate appropriate feedback
to help students learn better.

Some researchers are concerned with two-way conversation because they believe
it can help students participate actively during the learning process. BEETLE II [16],
FOL equivalence systems [23], and the CQACD system [52] are examples of Intelligent
Tutoring Systems that provide two-way conversation using a dialogue box and take
advantage of Natural Language Processing (NLP). FITS [26] has also used the upgraded
version of NLP as an agent for providing feedback. Additionally, Java Sensei [6] has
successfully implemented Neural Networks and Fuzzy Logic techniques in research on
providing feedback based on students’ states and emotions.

Johnson [29] has implemented Model Tracing and Constraint-Based modeling in
his Intelligent Tutoring System. The PROUST [29] has successfully helped the students
write code by helping them repair bugs in the program. Other Intelligent Tutoring sys-
tems, such as J-LATTE [38] and iList [17], also take advantage of Constraint-Based
modeling since it can help students while coding. Research by Wang et al. [48] suggests
that deep learning and natural language processing can be used in future research to
improve the function of repairing errors in order to provide personalized feedback to
students.

5 Conclusion

In our study, a comparative evaluation was carried out to analyze and compare existing
works in ITS, specifically to gauge how feedback was provided to students and the
technique used in modeling the student model. Table 1 has depicted the feedback and
hints and the techniques used in various ITSs to support various purposes of student
learning. ITSs in the programming domain were created with the goal of assisting in
the teaching of programming concepts and algorithms, such as using pseudocode and
flowcharts, as well as providing proper guidance for students to write code correctly.

The results of the comparative evaluation point to the use of Constraint-Based model-
ing, Model Tracing, Natural Language Processing, and Deep Learning as student model
techniques. While delayed feedback is the most appropriate feedback for helping students
learn to code, previous research on The LISP Tutor [5] indicates that instant feedback is
also beneficial. However, the feedback message may distract the students, causing them
to miss out on the experience of a real programmer.

On the other hand, ITS in Computer Science education are primarily designed to
assist students in learning programming concepts and algorithms such as pseudocode
and flowcharts. Clustering techniques such as Bayesian networks are frequently rec-
ommended for these ITS. Many researchers have used this technique, which has been
shown to help students by providing appropriate feedback. In ITS, both immediate and
delayed feedback can be used to help students learn more effectively.
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In conclusion, it is imperative to provide feedback that is customized to the individual

student’s abilities. When developing an effective Intelligent Tutoring System (ITS), it is
crucial to consider the student model and feedback technique.

Acknowledgment. The authors would like to thank the School of Computing (SOC), Universiti
Utara Malaysia (UUM) for funding the publication fee of this article.
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Abstract. Portal GREaT is a one-stop center developed by the Ministry of Edu-
cation Malaysia (MoHE) to provide Malaysian graduates with information on
career opportunities, advancement, upscaling, and rescaling programs. It con-
sists of various modules designed to cater to the specific needs of different users,
including graduates, industries, and MoHE. However, the functionalities of Portal
GREaT are continuously expanding based on user requests. These circumstances
are deemed improper planning in software development, and the extension of
modules has resulted in an unstructured interface design for the application. To
address these issues, prioritizing user experience (UX) in the application design is
crucial. A well-designed UX can effectively guide users through the application
and help them achieve their goals efficiently. One effective approach to enhancing
UX design is by utilizing the Brainwriting method. Consequently, we conducted
a workshop with 24 participants, consisting of web developers and designers,
to improve the UX design of Portal GREaT by using the Brainwriting method.
Brainwriting is a group creativity technique that encourages individual ideation
and collaborative refinement. This technique allows developers and designers to
generate diverse and innovative ideas to enhance the application’s UX. Ultimately,
this can lead to a more intuitive and user-friendly interface, improving user sat-
isfaction and the application’s overall success. The outcomes of the Brainwriting
workshops are alist of innovative ideas to improve the portal. One of the innovative
ideas is chosen to be applied in the portal. Consequently, the new design of the Por-
tal Great has been launched. In conclusion, any web application that continuously
expands in its functionalities must prioritize the UX in the software development
plans. The Brainwrit-ing method is an effective tool to cultivate innovative UX
ideas and enhance the overall user experience of the application.

Keywords: Web application design - Brainwriting method - User experience -
Portal GREaT
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1 Introduction

Web applications have become an integral part of our lives in the digital age, with
millions of people using them daily, from social media to e-commerce. Web applications
differ from websites in design and user interaction, providing customers with dynamic
features and functionalities across various platforms [1]. As businesses and organizations
continue to leverage the power of web applications, innovation and creativity are critical
factors. Users engage more with applications that are visually appealing, easy to use, and
provide quick response times. Enhancements such as improved navigation, faster load
times, and responsive design can increase the user experience and make web applications
more attractive to users.

Usability and User Experience (UX) are important concepts in product or system
design intended for human use [2], making the interface of an application one of the
most critical elements when developing applications [3]. Usability is vital, as it is one
factor contributing to the software application’s success besides functionality [4, 5]. UX
design is a method developed to design products with a user focus, creating an enjoyable,
intuitive, and engaging experience when interacting with a website or application [6].

Good UX design increases user satisfaction, loyalty and can improve a company’s
reputation [20]. Several key factors must be considered to unlock the potential of enhanc-
ing user experience in web applications, including adopting a user-centered design app-
roach, optimizing navigation and layout, tailoring content, and continuously improv-
ing UX design. However, developing a successful web application that enhances user
experience is not easy and requires significant time, effort, and resources.

In this paper, we share our experience enhancing the design of our web application,
the portal Graduates Reference Hub for Employment and Training (GREaT), using the
Brainwriting method. The portal GREaT is a one-stop center for graduates to obtain
information on career opportunities, programs, and career advancement. It contains
several modules developed to meet the needs of specific target users, and development
began in 2020, with a launch in October of the same year.

Since its launch, the Portal GREaT’s functionalities have expanded based on users’
or product owners’ needs. Its user base has grown from graduates to higher education
institutions, industries, students, and public users. These circumstances are considered
improper software development plan since its functionalities continue to grow, leading
to complaints that its goals or purposes are unclear and unintuitive. Additionally, the
application’s interface design has become unstructured due to the extension of modules.

To improve the portal’s goals and interface design, we conducted an e-voting ses-
sion and a workshop. The e-voting session was an online survey that identified user
preferences for colors. We also conducted a workshop introducing our technical staff
to User-Centered Design (UCD) and User Experience (UX) concepts. Our technical
team was considered novices in UCD and UX, and an expert was invited to conduct the
workshop. In this paper, we share how we utilized the Brainwriting method to generate
brainstorming ideas for improvement.
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2 Literature Review

2.1 A User-Centered Design and User Experience

User-Centered Design (UCD) was first proposed by Don Norman in 1980 as a framework
for a design process that increases the usability and acceptance of a system [7]. UCD is
a design philosophy that emphasizes a user interface design process and aims for a high
level of usability [8]. A high level of usability can be obtained by placing users’ needs,
wants, and desires at the center of the design process, allowing these needs and desires
to drive the development of a product, system, or service[9]. UCD captures the needs
of the end-users in the context of use, which leads to an increase in user experience [9]
and reduces the risks associated with using a product [10].

User experience (UX) broadly describes all aspects of interactions between a user and
a product, and it covers three main elements: effect, user value, and usability [11]. Every
product creates an experience for its users. However, creating an experience instead
of just a working product is not an easy process; it requires deliberate thinking about
design. As mentioned, UX usually refers to the user’s feelings, including the effects of
usability, usefulness, and emotional impact. On the other hand, usability is the pragmatic
component of user experience, including effectiveness, efficiency, productivity, ease of
use, learnability, the pragmatic and non-emotional aspects of user satisfaction, and qual-
itative data about usability problems [12]. There are three elements when determining
the usability of a product: look, feel, and usability or functionality [13]. An excellent
usable design will spark joy and ease of use, making it a breeze for users to achieve
their goals. On the contrary, when a design has a poor visual, and the functionality is
confusing and full of errors, users would associate it with a bad experience.

2.2 Brainwriting and Its Benefits

To sustain the software development industry, it must be innovative and creative in
solving problems. Creativity is also critical when producing new ideas, products, or
services. Brainstorming is the most commonly used method for generating inventive and
creative ideas within organizations. However, this method is not without its drawbacks.
For instance, brainstorming can be time-consuming, and a proficient facilitator must
ensure its effectiveness [14]. The brainstorming process can also be disrupted if one
or more members monopolize the discussion. Another issue is that individuals may
choose to keep their ideas to themselves, believing their ideas are not good enough to
be shared [15]. Furthermore, participants must expend mental effort trying to remember
their ideas until they can share them, listening to others, and adhering to brainstorming
rules, detracting from their capacity to generate additional ideas [16].

In contrast to verbal brainstorming, Brainwriting involves a collaborative process
where a group of individuals silently write down their ideas on sticky notes and share them
with the group [14, 15]. The primary objective of this method is to promote creativity
and idea generation by allowing each participant to contribute their ideas without the
influence of others. Brainwriting is essentially an adapted version of brainstorming
in which team members record their ideas on paper and pass them on to other team
members for further refinement or development. Adopting this method can facilitate the
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exchange of ideas [17] and encourage the creation of innovative and imaginative solutions
from diverse perspectives, resulting in a broad and varied range of ideas. Brainwriting
potentially reduces the impact of status differentials, interpersonal conflicts, domination
by a few members, pressure to conform to group norms and deviations from the main
topic [14]. Additionally, it may eliminate production blocking, minimize social loafing,
and encourage thoughtful processing of shared ideas [18].

Van Gundy [19] categorized Brainwriting into six types: Nominal Group Tech-
nique (NGT), Collective Notebook (NCB), Brainwriting Pool, Pin Cards, Battelle-
Bildmappen-Brainwriting (BBB), and the Successive Integration of Problem Elements
(SIL) method. According to van Gundy, the first four techniques are pure Brainwriting
since they do not involve group discussion of written ideas during the idea-generation
process. In contrast, the last two techniques (battelle-bildmappen-Brainwriting and the
SIL method) are hybrids as they incorporate oral brainstorming and silent Brainwriting.
Brainwriting is a robust approach to promoting idea generation and collaboration, which
can result in more innovative and effective solutions.

3 Research Methodology

As discussed earlier, this study aims to improve the design of Portal GREaT. The UX
approach was used in this study to generate ideas for improving the web application.
Therefore, this study conducted a simple e-voting session and a Brainwriting workshop
to achieve the goal.

Tema Warna Baharu Portal GREaT

Fig. 1. Simple e-voting session for color selection

During the e-voting session, the users were asked to choose a new color for the
portal. There were 555 participants in the session. The participants were given seven
colors, as shown in Fig. 1. As a result, the majority of the participants have chosen
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Azure. Therefore, the color of the portal will be improved by applying Azure. Apart
from that, the study also held a workshop in which participants used the Brainwriting
method to generate ideas for improving the web application. A UX research expert led
the workshop, and 24 participants from the technical staff are currently working on our
project. They had at least three years of experience in web application development. The
following section will discuss the findings obtained from the workshop.

4 Discussion

The goal of the workshop was to put the Brainwriting method into practice. As a result,
the following procedures were followed:

1. Defining the Theories

The majority of the participants are software developers. They have good programming
skills but lack web design. Therefore, the workshop began with the instructor explaining
the concept of web design and UX. Then, it continued with an explanation of some
characteristics and principles of good design and the importance of UX. The instructor
also explained the Brainwriting method and how it can be used for ideas generation.

2. Group Formation

Following an introduction to the concepts and theories, the participants were divided
into six (6) groups of four (4).

3. Explanation of Problem

The project leader was asked to explain the problems that needed to be solved. The leader
stated that the application needs to be improved. The existing application was created
ad-hoc, and the requirements are constantly changing. As a result, the application’s
goal is unclear, and the design is unstructured. When the group clearly understands the
problem, they can begin the Brainwriting process.

4. Idea Generation

Each team was given a piece of digital paper and asked to write down their ideas using
Miro.com as a support tool for implementing the Brainwriting method. Each group is
assigned a duration (5 min) to record their ideas on digital platforms. When the timer
goes off, each team passes their sheet of paper to the group next to them. The following
group reads the ideas and adds their own, building on what has been written previously.
This process is repeated until each group has had an opportunity to contribute to each
idea. Figure 2 depicts the outcome of this step.

5. Reviewing the Ideas

Every group will have a collection of ideas refined and improved by multiple group
members by the end of the Brainwriting session. When the Brainwriting session is
finished, the group can go over the ideas and try to understand the suggestions made by
each group. Table 1 shows the ideas generated by each group.
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Fig. 2. Findings from the idea generation step

6. Prioritization of the Idea

After everyone has grasped the ideas generated by each group, all participants are asked
to evaluate and prioritize the ideas. The ideas are prioritized based on “Most Rational”,
“Most Delightful”, “Darling”, and “Long Shot”, which reflect their feasibility, impact,
and alignment with the problem statement.

“Most Rational” refers to a decision or action based on logical and objective reason-
ing without being influenced by emotions or biases. It is the most sensible and reason-
able option available. While “Most Delightful” refers to something extremely pleasing,
enjoyable, or satisfying. It is the most pleasurable and delightful experience one can
have. Then, “Darling” is an endearing term to describe someone or something cherished
or beloved. It is often used to express affection or fondness towards a person, pet, or
object. Finally, “Long shot” refers to a possibility or outcome that is unlikely or has a
low probability of success. It is a risky option or an unlikely event worth attempting
but may not be expected to succeed. Figure 3 depicts the outcome of the prioritization
process.

According to the outcome of this process, most participants agreed that the idea
generated by Group 2 is feasible and necessary to implement. Group 2’s concept focuses
on improving the design by focusing on various user categories. Users are divided into
three groups: graduates, industry, and public users, with each group having different
module or feature requirements. Furthermore, the banner size must be reduced.

On the other hand, the idea from Group 6 is considered a “Long Shot” where the group
proposed additional functions to assist users with disabilities. Adding this functionality
is a good idea. However, it may necessitate extra time and budget to implement. In the
future, the group can include this functionality, where the features can be identified by
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Table 1. List of Ideas Generated by Each Group.
Group 1 Group 2 Group 3 Group 4 Group 5 Group 6
Highlight the | Improve the | Group section | Grouping by | Auto update | Add function
main function | design by “saya user category | news about | for disabilities
considering berminat” and features | GREaT
the category | based on
of user category
The portal has | The user Grouping Identify the Provide auto | Add a new
multiple could be icons based on | main users news feeder | function for
functions and | categorized as | users’ and used to supplied by | disabilities
different a graduate, categories and | group the KPT
categories of | industry, or minimizing features
users, public user the size of the
including banner
functions to
provide info
to the user
Divide the Improve the | Design side Highlight the | Improve the | Provide
menu based design based | navigation main modules | design text-to-speech
functionality | on color, based on before layout of the | function
organization, | users’ providing news
and category | category detailed info
Grouping Simplify the | Side Prioritize the | Improve the | Add an image
features and | design by navigation is | importance of | layout of the | with alternate
modules grouping the | not suitable modules news text
based on user | features and | for the multi
category modules category of
based on the | users
user category
Reorganize Simplify the |- Need to Agree, news | Improve
and prioritize | segment “saya determine only 1 row | function for
the modules, | berminat” which module disabilities
and highlight has been (refer to portal
the most accessed by Kedah and
important many users Johor)
ones
Agree Use the Improve the | Organize Reorganize | Agree
standardized | floating icon | based on user |news
font and side menu | and use

“font-family.”

popular icon

referring to the Kedah and Johor portals. Based on the findings, the group can start

implementing and testing the ideas on the web application.
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Fig. 3. Prioritization of the idea.

5 Conclusion

A good web application is designed with the user in mind, making it easy to use, navigate,
and understand. This enhances the user experience and makes them more likely to return
to the site in the future. Developing a good web application is important for creating a
positive user experience, building a brand reputation, gaining a competitive advantage,
improving efficiency, and ensuring scalability. It conveys a sense of professionalism
and trustworthiness, which can lead to increased brand loyalty and customer retention.
However, enhancing user experience in web application design is a difficult task. It
requires creative skills and collaboration between the developers and users. As a result,
Brainwriting is a great way to generate creative ideas.

Brainwriting is particularly useful for idea generation, where some participants are
hesitant to speak up or share their thoughts in front of others. Additionally, it can help
to prevent groupthink, which occurs when group members may conform to the domi-
nant ideas or opinions in the group, resulting in a lack of diverse ideas. Besides, this
method encourages participants to think independently and generate ideas without being
influenced by others in the group. By creating a written record of ideas, participants can
build upon each other’s suggestions and ideas, creating a more robust list of potential
solutions or strategies. Based on the workshop findings, Portal GREaT’s design has been
improved. Because different users have different functionalities, all features or function-
alities are reorganized accordingly. The next step is to conduct an expert evaluation of
the application.

In conclusion, by following the well-defined steps, the workshop has successfully
identified the requirements for improving the Portal GREaT. The Brainwriting method
manages to help unlock the potential of enhancing web applications by generating many
ideas in a short time.
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Abstract. STEM education is vital in today’s learning curriculum. Incorporating
Design Thinking into STEM projects such as smart farming, particularly in rural
schools in Malaysia where access to technology and resources are scarce, allow
teachers and students to experience an enriching teaching and learning experience.
In this paper, we employ the Design Thinking approach to gauge the effectiveness
of implementing STEM projects such as smart farming to the teachers and stu-
dents in rural schools. A survey is carried out to measure the effectiveness of the
approach and it is shown that the Design Thinking approach helped both teachers
and students to develop innovative solutions to benefit the society. Students and
teachers also demonstrate increased creativity, problem-solving skills, empathy,
and collaborative learning when they solve STEM problems using the Design
Thinking approach.

Keywords: STEM Education - Internet of Things - Smart Farming

1 Introduction

The Malaysian Education Blueprint 2013-2025 [1] has identified Science, Technol-
ogy, Engineering and Mathematics (STEM) education to be a critical component and
important agenda in transforming students to meet the challenges of the 21st century.
This blueprint places great emphasis on key areas namely problem-solving and critical
thinking skills, creativity and innovation, and global competitiveness among Malaysian
schoolchildren. Three thrusts have been identified to propel the implementation of STEM
education effectively. These thrusts include curriculum reform, infrastructure develop-
ment, and human capacity development particularly among teachers. These reforms,
however, are impeded by social and geographical boundaries. Many schools in rural
Malaysia are lacking technical competencies among teachers and face financial con-
straints to access to hardware and software resources which allow them to develop and
build their technical competencies in STEM education.
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To address this shortcoming, the MCMC-UUM MakerSpace Laboratory in Univer-
siti Utara Malaysia (UUM) have designed STEM-related projects to inculcate interests
among teachers and students alike. Two schools namely Sekolah Kebangsaan Telaga Mas
(Telaga Mas National Primary School) and Sekolah Kebangsaan Sungai Batu (Sungai
Batu National Primary School) were chosen to be the pioneer in this project. A smart
farming project was initiated in each school where both students and teachers were given
the exposure on developing and implementing smart farming based on the Internet of
Things (IoT) technology based on the Design Thinking [2, 3, 10] approach. The teachers
and schoolchildren were assisted by student volunteers from UUM.

In this paper, we document the experiences of seven teachers and 20 schoolchildren
from both schools, as well as 12 UUM student volunteers who participated in this project.
A survey based on the phases in Design Thinking was adapted to gauge the participants
understanding on project implementation and reflection from each of them is recorded
to gain better insights on the project. The experiences the teachers, schoolchildren and
student volunteers undergo would set a pathway and best practices for school and small
community development, as well as deliver actionable and sustainable solutions which
benefit the community.

The research questions and research objectives related to the STEM smart farming
project aim to gauge the following:

Research Questions 1: How effective is the Design Thinking approach in allowing
participants to understand societal problems and formulating a smart farming solution?
Research Question 2: How effective is the Design Thinking approach in nurturing
creativity, innovation and problem solving among participants of smart farming project?

Reflecting on the research questions above, the following research objectives are
outlined:

Research Objective 1: To investigate the awareness on Design Thinking approach among
teachers and students when implementing the smart farming project.

Research Objective 2: To investigate the effectiveness of Design Thinking approach
in nurturing creativity, innovation and problem solving among teachers and students
(participants) in smart farming project.

This paper is organized as follows. In Sect. 2, this paper provides an overview of the
related concepts of STEM education, IoT-based smart farming and the implementation
of smart farming in both schools. In Sect. 3, this paper describes the sampling and
instrument used in this study. The findings and results are then presented in Sect. 4,
while Sect. 5 discusses pertinent observations from this study. Section 6 concludes the

paper.

2 Background

The Malaysian Education Blueprint (MEB), launched in 2013, is a holistic plan aimed
at transforming the Malaysian education system to be ready for 21%! century challenges.
In essence, the MEB outlines several thrusts which include ensuring universal access,
from preschool to tertiary education, for Malaysian from all walks of life. The MEB also



192 S. C. Chitet al.

aims to provide equity access and halving achievement gap between the rich and poor
in all Malaysian states regardless of socio-geographical settings.

Several strategic and operational shifts were planned to achieve these targets which
include curriculum reforms, human capacity building, infra- and infostructure develop-
ment, student assessment reforms, and strong parent-community synergy. Within these
shifts, STEM education is regarded as a vital ingredient to ensure the goals of the MEB
are achieved.

2.1 STEM Education

STEM education is a key component in the MEB 2013, and three key areas have been
identified as necessary for Malaysian students. The three areas are problem-solving and
critical thinking, creativity and innovation, and global competitiveness [2, 3]. Several
STEM initiatives have been implemented which include the setting up of STEM Centres
of Excellence and STEM School Network in Malaysian public schools. In the recent
years, there has been increased funding for STEM infrastructure. The Government of
Malaysia and non-Governmental Organisations (NGOs) also organise STEM-related
activities [4]. The STEM Education Framework outlined by the Malaysian Ministry of
Education (MoE) is illustrated in Fig. 1.

The MCMC-UUM MakerSpace Lab was established in 2018 to promote STEM edu-
cation in the northern region of Kedah, Malaysia. To date, the laboratory has conducted
activities such as IoT-based development and solutions, 3D-printing, drone training and
other knowledge-sharing activities. In February 2023, the laboratory developed smart
farming projects in two schools in rural Kedah.

STEM EDUCATION FRAMEWORK IN MALAYSIA s

-- IHL: Degree  Masters  PhD

STEM
Teacher TVET: Degree Diploma Certificate
Training
with NYAS

Nobelist Mindset
program Young scientist Science
Summer Camp Conclave
Nobelist Mindset |} Summer Science |l Laureate in Residence
Workshop Institute at NY Program

Fig. 1. STEM Education Framework in Malaysia [4].

2.2 Smart Farming

Smart farming uses sensors and other technologies to improve crops, livestock, and the
environment. Often, smart farming involves environmental monitoring, data collection
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and analysis on crop planting, irrigation, fertilisation, and pest-control which results in
making informed decisions.

The MCMC-UUM MakerSpace Lab initiated two IoT-based smart farming projects
in Kedah, Malaysia. These schools - Sekolah Kebangsaan Telaga Mas (SKTM) and
Sekolah Kebangsaan Sungai Batu (SKSB) are rural primary schools located in Pokok
Sena and Kulim respectively. Each school has a population of roughly 200 students,
whose parents are predominantly farmers and fall under the Bottom-40 (B40) poverty
bracket. In our observation, the students have little or no access to Internet technology,
low awareness on STEM, and have not used or developed any smart farming applications.

The farm in both schools currently plant crops such as chillies, ladyfingers and brin-
jal. These crops are mainly sold to the teachers, and the schools’ cooperatives derive
some income from selling the crops. In this smart farming project, we worked together
with the teachers to develop an IoT-based farm watering system. We employed the
Design Thinking [2, 6, 8] method which consists of five phases in product develop-
ment, namely “Empathise”, “Define”, “Ideate”, “Prototype” and “Test” to formulate
appropriate solutions for the project, as shown in Fig. 2.

DESIGN THINKING: A NON-LINEAR PROCESS

Fig. 2. Design Thinking Process [6, 11]

Environmental sustainability is applied by using recycled items such as water basin
and pipes sourced from the school. In this project, rainwater is collected and kept in a
basin. The sensor monitors the farm’s temperature and soil humidity and will activate the
pump to start watering the farm when temperature rises, or humidity reaches a certain
threshold. Figure 3 shows the farming activity conducted in Sekolah Kebangsaan Telaga
Mas.

During the installation, teachers and students from both schools were given the
opportunity to test the system, and questionnaires in relation to the design, development
and testing of the smart farming were handed to them.
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Fig. 3. Smart farming in Sekolah Kebangsaan Telaga Mas.

3 Methodology

A survey is conducted involving the teachers and students from Sekolah Kebangsaan
Telaga Mas and Sekolah Kebangsaan Sungai Batu, as well as student volunteers from
UUM. Two sets of questionnaires were distributed; one set before the participants imple-
mented the smart farming project, covering the first three phases of Design Thinking -
Empathise, Define, and Ideate. Another questionnaire, covering the Prototype and Test-
ing phase is distributed after the project has been completed. In the following section,
the sample and instrument used in the survey are discussed.

3.1 Context Setting and Sample

This study is conducted to investigate the effectiveness of inculcating intrinsic learning
among 39 teachers, students, and student volunteers by incorporating Design Thinking
in their smart farming. The participants consist of seven teachers and 20 schoolchildren
from Sekolah Kebangsaan Telaga Mas and Sekolah Kebangssan Sungai Batu, and 12
student volunteers from Universiti Utara Malaysia. Table 1 below provides a summary
of the sample of the participants in this program.

Table 1. Smart Farming Project Participants Sample

Group Age Sample (N)
Teacher (T) 34-56 7

Student (S) 11-12 20

Student Volunteer (V) 20-25 12
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All teachers, students, and student volunteers were provided with two sets of ques-
tionnaires. The first set of questionnaire was distributed before the smart farming project
was implemented. The goal of this questionnaire is to measure the sample’s understand-
ing on the Design Thinking approach, awareness of project as well as gauging the intrin-
sic skills of the sample participants. Set 1 of the questionnaire covers the “Empathise”,
“Define” and “Ideate” phase of Design Thinking.

The next set of questionnaire was intended to gauge the innovative, creativity and
problem-solving skills among the participants. Set 2 of the questionnaire measures the
effectiveness of the Design Thinking approach in prototyping and implementing the
smart farming project. At the end of the project, an interview was conducted to gain the
participants’ feedback on the experience of conducting a smart farming project using
Design Thinking approach.

3.2 Instrument

In order to evaluate the impact of incorporating Design Thinking in the smart farming
project, a questionnaire adapted from Tu, Liu and Wu [5] was designed. Participants of
smart farming project were asked to answer and rate the questionnaire. The questionnaire
measures the degree of Likert scale from 1 to 5 (1—I do not agree at all; 5—I totally
agree). The number of participants who participated in the questionnaire is 39. The
questionnaire measures the degree of learning effectiveness on the following based on the
various phases of Design Thinking. A simple statistical analysis which is straight forward
and covers the constructs and items of the questionnaire is conducted. Table 2 summarizes
the questionnaire constructs used to measure effectiveness of Design Thinking in the
smart farming project.

Table 2. Questionnaire constructs.

Set | Design Thinking | Questionnaire Item Number of Items (n)
Phase Construct
1 Empathise To measure The Empathize Stage |2
effectiveness in helps me identify key

Empathise Phase | societal problems in
the community

The Empathize Stage
helps me understand
key societal problems
in the community

(continued)
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Table 2. (continued)

Set

Design Thinking
Phase

Questionnaire
Construct

Item

Number of Items (n)

Define

To measure
effectiveness in
Define Phase

The Design Stage
helps me understand
the difference between
“needs” and “insights”

The Design Stage
helps me understand
community needs

The Design Stage
deepens my
understanding of
targeted groups’ needs

The Design Stage
helps me develop
design concepts

The Design Stage
helps me be certain
about implementation

Ideate

To measure
effectiveness in
Ideation Stage

The Ideate Stage helps
me feel certain about
the implementation

The Ideate Stage helps
me identify
requirements for the
implementation

The Ideate Stage helps
me develop design
concepts

The Ideate Stage helps
me design solutions to
solve problems

Prototyping

To measure
effectiveness in
Prototyping Stage

The Prototyping Stage
helps me convey my
design concepts

The Prototyping Stage
helps turning design
concepts into reality

(continued)
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Table 2. (continued)

Set | Design Thinking | Questionnaire Item Number of Items (n)
Phase Construct

The iterative process
in Prototyping Stage
helps me improve my
design

The Prototyping Stage
helps me understand
community/societal
problems better

The Prototyping Stage
makes me to be certain

of implementation
Testing To measure The Testing Stage 4
effectiveness in deepens my
Testing Stage understanding of
community/societal
needs

The Testing Stage
makes my design
more complete

The Testing Stage lets
me review my design
concepts

The Testing Stage
makes me to be certain
about implementation

4 Results

In this project, a smart farming application is developed. Two schools namely Sekolah
Kebangsaan Telaga Mas, and Sekolah Kebangssan Sungai Batu were chosen. In execut-
ing this project, the Design Thinking approach is employed, and this paper discusses the
effectiveness on the approach in facilitating learning and project execution.

The first questionnaire aims to gauge the participants’ (teachers, students, and student
volunteers) understanding on the problem at hand and formulating a solution. This
questionnaire is aligned to and focusses on the “Empathise”, “Define”, and “Ideate”
phase in Design Thinking. During this exercise, the teachers and students have identified
the need to develop a smart farming application and Table 3 summarises the results.

In the “Empathise” phase, the participants were asked to identify a problem and relate
it to their personal experiences and perception. Based on the exercise, the participants
were able to identify the problem that they face. 84.6% of the participants strongly agree
they were able to identify the problems that needs to be addressed, while 15.4% agree
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with the statement. None disagreed nor remained neutral with regards to this item. A
significant 84.6% of the participants strongly agree that they empathize with the problem
while 15.4% agreed that they understood the problem they were facing but have yet to
have a complete grasp of the problem that they are facing. Generally, we that this is due
to the participants having very initial understanding of the Design Thinking concept and
a clear overview the the problem at hand.

It is expected of the participants to think creatively and distinguish between what
is necessary and what is an insight in the “Define” phase. This enables them to give
the issue they are tackling top priority and prioritise it. Participants now envision the
remedies they believe are best suited to deal with the problem. Nearly 90% of participants
strongly agree that Design Thinking may help with idea design, and more than 90% of
participants acknowledged the necessity for a solution to be developed. It should be
mentioned that some groups are unsure about how to identify and create a workable
solution to the issue. This pattern is typically observed when participants disagree on
a particular issue and seek ways to resolve their differences. Through this exercise,
participants can display a greater confidence to develop concepts and ideas when they
converge on the ideation phase. The exercise in this phase promotes problem solving,
communication and leadership skills as elaborated by Calavia et.al [7] and Cohen et.al
[9].

In the third phase, participants are encouraged to think “outside the box™ and come
up with innovative solutions. This approach led to a significant improvement in the
quality of the responses, as participants were able to deconstruct traditional boundaries
and devise new ways to solve problems [9]. Generally, they were able to think more
holistically about the problem and consider all possible solutions and what are the best
approaches to address the problem. The participants were able to identify and overcome
potential challenges more effectively. A number of participants, however, need better
grasp of the proposed solution as noted in the findings.

The second questionnaire was intended to measure the effectiveness of developing
a smart farming solution using the Design Thinking approach. This questionnaire was
distributed after the implementation of the smart farming application, and it focusses on
the “Prototyping” and “Testing” phase. In this phase, the participants designed a solution
they deemed suitable to address the problem, and test if the proposed solution works.
The findings from this exercise is tabulated in Table 4.

In the “Prototyping” phase, the participants laid out the plan for the smart watering
system. Teachers and student volunteers laid the pipes according to the schema. A
ESP8266 microcontroller was designed and installed to a water pump, and power adaptor.
More than 90% of the participants felt that the prototyping exercise helped them to
helps them to convey their design concepts and turned the prototype into a reality. At
this stage, most of the participants, especially students, get to see and understand the
implementation of the smart farming project better. This strengthens our belief that
through hands-on approach, students will consolidate their understanding which results
in effective learning experience [9].

Finally, all participants were given the opportunity to test the smart farming system.
Based on the findings, the participants are confident that the solution is able to address
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the issue and can be scaled and implemented for other applications. We also interviewed
the participants and some of the testimonies are as follows:

“I come from a farming family and I know the struggles my father goes through as
a farmer. I could imagine what it would be like if I could use smart farming to help my
family in our farm. I really truly enjoyed the session” - S14.

“I really think that the MCMC-UUM team was being very helpful with our smart
farming ideas. I can now teach my students about farming the smart way.” -T8.

“Itwas fun working with the teachers and students. I realised that learning outside the
classroom allows me to practice my knowledge and further strengthens my understanding
on loT” - V3.

Table 3. Effectiveness of Empathise, Define, and Ideate in Design Thinking for Smart Farming
Project

Phase Likert Scale 5 4 3 (Neutral) | 2 (Disagree) | 1 N
(Strongly (Agree) (Strongly
Agree) Disagree)
Item f % | f % | f % |f % f % f | %
Empathise | The Empathize | 33 84.6 | 6 154 |0 0 0 0 0 0 39 |100.0
Stage helps me
identify key
societal
problems in the
community
The Empathize | 33 84.6 | 6 15410 0 0 0 0 0 39 | 100.0
Stage helps me
understand key
societal
problems in the
community
Define The Define 37 949 |2 5110 0 0 0 0 0 39 | 100.0

Stage helps me
understand the
difference
between “needs”
and “insights”

The Define 37 949 |2 5110 0 0 0 0 0 39 | 100.0
Stage helps me
understand
community
needs

The Define 35 89.7 | 4 103 |0 0 0 0 0 0 39 1 100.0
Stage deepens
my
understanding of
targeted groups’
needs

(continued)
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Table 3. (continued)

Phase Likert Scale 5 4 3 (Neutral) |2 (Disagree) | 1 N
(Strongly (Agree) (Strongly
Agree) Disagree)
Item f % | f % | f % | f % f % f | %
The Define 35 89.7 | 4 103 |0 0 0 0 0 0 39 | 100.0
Stage helps me
develop design
concepts
The Define 35 89.7 | 4 103 |0 0 0 0 0 0 39 1 100.0
Stage helps me
be certain about
implementation
Ideate The Ideate Stage |26 | 66.7 |13 | 333 |0 0 0 0 0 0 39 | 100.0

helps me feel
certain about the
implementation

The Ideate Stage | 26 | 66.7 | 13 |33.3 |0 0 0 0 0 0 39 1 100.0
helps me
identify
requirements for
the
implementation

The Ideate Stage |22 | 564 |15 [38.5 |2 51 |0 0 0 0 39 | 100.0
helps me
develop design
concepts

The Ideate Stage | 22 564 |15 385 |2 51 |0 0 0 0 39 | 100.0
helps me design
solutions to

solve problems

Table 4. Effectiveness of Empathise, Define, and Ideate in Design Thinking for Smart Farming
Project.

Phase Likert Scale 5 4 3 (Neutral) | 2 (Disagree) | 1 N
(Strongly (Agree) (Strongly
Agree) Disagree)
Item f % f % |f % | f % f % |f |%
Prototype | The Prototyping 37 948 |2 52 |0 0 0 0 0 0 39 | 100.0
Stage helps me
convey my design
concepts

(continued)
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Table 4. (continued)

Phase Likert Scale 5 4 3 (Neutral) | 2 (Disagree) | 1 N
(Strongly (Agree) (Strongly
Agree) Disagree)
Item f % f % | f % |f % f D% |f | %
The Prototyping 35 89.7 |4 103 |0 0 0 0 0 0 39 1 100.0

Stage helps turning
design concepts
into reality

The iterative 37 1948 |2 52 |0 0 0 0 0 0 39 1100.0
process in
Prototyping Stage
helps me improve
my design

The Prototyping 36 1923 |3 77 10 0 0 0 0 0 39 1100.0
Stage helps me
understand
community/societal
problems better

Testing | The Testing Stage | 39 100.0 | 0 00 |0 0 0 0 0 0 39 | 100.0
deepens my
understanding of
community/societal
needs

The Testing Stage | 37 | 94.8 |2 52 |0 0 0 0 0 0 39 1100.0
makes my design
more complete

The Testing Stage | 39 100.0 | 0 00 |0 0 0 0 0 0 39 | 100.0
lets me review my
design concepts

The Testing Stage | 39 100.0 | 0 00 |0 0 0 0 0 0 39 1100.0
makes me to be
certain about

implementation

5 Discussion

The implementation of smart farming using the Design Thinking approach has brought
new paradigm for teaching and learning experience for the teachers and students in Seko-
lah Kebangsaan Telaga Mas, and Sekolah Kebangsaan Sungai Batu. Design Thinking,
being a structured problem-solving approach, allows the teachers and students to expe-
rience real-life problem-solving method, as well as enriching their learning experience.
Our observations from the sessions conducted while implementing the smart farming
project show that the teachers, students as well as student volunteers took an active
role in devising for a solution, working collaboratively and seeking creative solutions
to the problem at hand. Indirectly, these sessions set an avenue for all to share their
ideas, communicate and promote openness in both teaching and learning. These traits
are necessary for the students and student volunteers as they require the necessary skills
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in the 21st century curriculum as outlined by the MEB. The smart farming project also
exposes students from the rural communities, who are predom-inantly from the B40
family bracket to technology. This will spur the students’ interest to embrace STEM.
The introduction to STEM also allows the community to be aware of technological
advancements that would bring positive changes to the people. On another front, the
MCMC-UUMs effort in promoting STEM education to the society paves way for all to
have equitable access to technology and technology education, align with its goals to
serve an inclusive community.

6 Conclusion

STEM education plays an important role in both teaching and learning. It is vital that
STEM education is expanded to not only in smart farming, but to include a diverse sector
which will bring positive change to the community. A structured teaching approach such
a Design Thinking presents opportunities for all to explore various problem-solving
approach that can bring benefits to everyone. In this paper, we seek to measure the
effectiveness of the Design Thinking approach in implementing a smart farming project.
Our findings show that Design Thinking help improve learning experiences. This project,
however, has its limitations such as a small number of participants and the projects
conducted is is limited to smart farming projects only. In our future work, we aim to have
a larger sample and involve various types of projects to cover the diverse communities
that the MCMC-UUM MakerSpace Laboratory serves.
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Abstract. The Final Project is a student research course guided by a supervisor,
involving activities from research proposal to reporting. Slow supervisor response
times hinder project completion. This action research applies the social represen-
tation theory of shame to improve response times. A response time display feature
is introduced in the ELISTA web application, visible to lecturers, colleagues, and
leaders. The hypothesis is that this visibility will lead to shame, prompting lec-
turers to improve their responsiveness. Results show a significant increase in the
percentage of lecturers responding within the six-day limit, rising from 9.37% in
the pre-action to 36% in the third cycle. Supervisors feel embarrassed by extended
response times in the “red zone.” The web application with response time display
accelerates student final project completion effectively.

Keywords: Final Project - Response Time - Shyness - Social Representation
Theory

1 Introduction

The Final Project represents a critical component of student research activities, typically
culminating in a comprehensive report known as a thesis. This endeavor involves propos-
ing, implementing, and reporting on a specific research topic, often with the guidance of
two or more supervisors. The role of the supervisor is paramount in ensuring the success
of the student’s final project [1]. As supervisors are tasked with directing and supporting
the implementation process, they play a crucial role in providing students with valuable
research experience.

Throughout the final project, students engage in various interactions with their super-
visors, encompassing topic selection, proposal writing and revisions, research activities,
and publishing research outcomes. Just like in a marriage, a successful partnership
between students and supervisors relies on mutual agreement and trust, establishing a
master plan that encompasses meeting times, deadlines, and objectives [2].
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However, amajor challenge encountered during the final project is that many students
face project durations longer than initially planned. In an effort to address this issue
and enhance project management, information and communication technology (ICT)
have been harnessed through the development of a final project information system [3]
and mobile applications [4]. By leveraging ICT tools, it is expected that final project
completion will become more efficient and focused [5].

The duration of final project completion has a direct impact on the overall time taken
for students to complete their studies. Timely graduation is an essential performance
criterion for universities. To further improve the final project process and encourage
timely graduation, universities have explored creating a list of functional requirements in
the thesis management system [6]. Additionally, the implementation of a prototype web-
based management system has been proposed to enhance monitoring [7]. Nevertheless,
despite the aid of ICT, issues surrounding extended project durations persist, and the
COVID-19 pandemic in 2019 has exacerbated the situation [8]. Achieving a smooth and
timely completion of the final project with outstanding output remains a challenging
task.

One crucial determinant of successful final project completion is the response time
of lecturers to students’ guidance requests. A prompt response from the lecturer expe-
dites the project’s progress, while delayed responses result in longer project durations.
Therefore, response time significantly influences the satisfaction of both students and
lecturers [9].

To improve response times and ensure consistency, effective evaluation methods
are necessary. One potential approach is evaluating lecturers’ response times to student
guidance requests. Such evaluations can be made accessible to individuals, colleagues
within a department, or even throughout an institution. This process might evoke feelings
of shyness among lecturers due to its connection to self-efficacy, personal achievement,
and attitudes towards their assigned tasks [10]. This sense of shame can motivate indi-
viduals to adhere to group norms and improve their response times [11]. Studies have
shown that displaying response times can accelerate recipients’ follow-up actions [12].

This research endeavors to investigate the impact of displaying response times for
both lecturers and students concerning final project management. The study employs the
online application ELISTA, tailored specifically for final project activities at the Uni-
versity of Jambi, one of Indonesia’s state universities. Additionally, this study aims to
comprehend the central core of shyness that emerges during the final project’s implemen-
tation, drawing upon insights from the social representation theory. Understanding this
sense of shame can provide valuable input for enhancing the ELISTA feature, ultimately
shortening the completion time of final projects.

In conclusion, addressing the challenges in final project management is crucial to
ensure timely graduation and enhance the overall quality of research experiences for
students. By focusing on response time evaluation and utilizing the ELISTA application,
this research seeks to contribute to the optimization of the final project process and foster
more efficient and fruitful collaborations between students and supervisors.
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2 Background

2.1 Final Project Management Application

The student final project application is an information system used to manage student
final projects. The business process of this application starts from inputting research
titles, checking title similarities in the final project database, determining supervisors,
mentoring processes, and inputting final project exam scores. The Online Thesis Guid-
ance Application can help the communication process between students and lecturers
and make communication easier [13].

Jambi University currently has an application to manage web-based final assignments
with the address https://elista.unja.ac.id. One of the features of this application is to record
guidance activities carried out online or face to face. This final project application has
been completed with a timeline and guidance monitoring. With the timeline, students will
be reminded by the system about the stages. Monitoring guidance is essential because
the process of guidance activities can be recorded properly and supporting documents.
Another benefit of monitoring guidance is the existence of service time data that can
display several statistics, for example, the average length of completion of the final
project the average response time from lecturers and students.

2.2 Social Representation Theory

In simple terms, social representation is how a concept is understood, believed, and
implemented by a group of people [14]. Social representation theory believes that indi-
viduals and society influence each other and interact in constructing meaning and reality
in society [15]. Individuals are not only considered as passive objects that are influenced
by their groups, but also actively participate in building the meaning and views of the
group.

Social representation is a collective phenomenon related to the community that is
coordinated by individuals in their daily conversations and actions. Social representation
is the unity of thoughts and feelings that are expressed in verbal and open behavior of
actors who are objects for social groups [16].

In its development, Jodelet stated that there are a number of approaches commonly
used in studying social representation, namely genetic, dynamic, and structural [17]. The
genetic approach emphasizes the processes and conditions for the formation and trans-
formation of social representations. The dynamic approach emphasizes the dynamics of
social representation, including the dialogical character of social representations that can
be seen through social communication that occurs daily, especially discourse. Finally, the
structural approach describes the content of social representations as attributes consisting
of central core and peripheral elements.

The presence of discourse in the formation of social representation becomes a
dynamic process that represents individuals to be part of the group or not or the assess-
ment that has been agreed upon by the group. Efforts to present psychological feelings in
social attributes are represented through social attributes, for example emojis that present
feelings of guilt or satisfaction in carrying out tasks assigned by the group. The response
to the degree of importance or rank that is used as a reference in social representations


https://elista.unja.ac.id

Enhancing Supervisor Response Time 207

is described through the desire of a lecturer to assess himself through the emoji he sees
on the application screen. When a lecturer has the highest degree of importance or rank
/ often appears in meeting the needs of completing a student’s final project, the repre-
sentation of the central core will be present, and present peripheral elements related to
shame [16].

2.3 Shame

Humans are taught to have shame since childhood. Some forms of shame such as shame
to be disrespectful, and shame to do not comply with the norms adopted by a community.
The meaning of the word shame shows that shame is closely related to ethics and moral-
ity. Shame as one of the basic emotions, continues to develop according to age levels
and social changes that occur. For example, the meaning of shame in the younger gen-
eration is related to self-doubt, events that cause negative judgments, non-ideal physical
appearance, violations of moral principles and inappropriate etiquette [18].

Shame triggers a person to modify his behavior so that it is easier to adapt to the
environment. Shame arises when group performance is higher than personal performance
[19]. Shame is a determining factor of social behavior [20]. In several studies in the field
of psychology, it was found that shame arises when someone judges himself to feel
unable to do something [21], feelings of helplessness and failure [22].

3 Methodology

This research is action research, which is trying to improve a process to get the desired
result. Action research is suitable for introducing treatment changes to practice and
observing the effects of these changes. The first objective of this research is to improve
the response time of lecturers in following up on a request for guidance. By utilizing
spirit to improve the process, this research adopts an iterative process consisting of three
iterations (cycles) which aims to improve response time plus a pre-cycle. Pre-cycle
activities are intended to prepare algorithms to calculate response times and prepare
initial information about response times before actions are given.

The activities in each cycle have stages of diagnosis, planning, action, and evalu-
ation. The diagnosis phase is how the management of the final project by the lecturer
is associated with shame. Meanwhile, the planning phase is used to develop a response
time presentation feature which will then be broadcast at a certain time period in the
action phase. Displays are carried out in stages, and stop at a response time that meets
service process standards. The evaluation phase is used to test the changes that occur by
measuring the response time. If the ideal response time has not been achieved then return
to the diagnosis and corrective action. The success indicator of this action research is a
significant increase in the number of supervisors who have a response time of at least 6
x 24 h. This action research has four stages consisting of pre-action and three cycles.
Each cycle is illustrated in Fig. 1 below:

Furthermore, a quantitative approach was carried out to obtain attributes in the form
of a central core of social representation of shame by using the Hierarchized Evocation
method [23]. In this method, 200 participants were asked to write down what came to
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Diagnosis
Reponse time
identification
Plan
Evaluation Develop re-
Assess response sponse time eval-
time improvement uation feature
Action

Implemented the
response time re-
flection feature

Fig. 1. Four steps of action research

mind when they heard the word’shame in guiding the final project’. The responses are
then ranked by the participants according to their degree of importance.

The data obtained by using the hierarchized evocation method can be analyzed in
stages, (1) lexical analysis and categorization of the attributes that appear. At this stage,
attributes that are semantically the same will be categorized in the same category and
then their frequency is calculated, (2) statistical processing by calculating the percentage
of the frequency of occurrence of the categorized attributes. The result of calculating
the percentage of frequency is accompanied by a sequence of degrees of importance or
ranking, which is used as a reference to determine the central core of social representation
of “embarrassment in guiding the final project through the ELISTA application”. The
responses that often appear and get the highest order in the degree of importance are the
central core of social representation, while the responses that appear infrequently but
get the highest order in the degree of importance and the responses that occur frequently
but get low rankings are not counted as the central core of shame.

3.1 Pre-action

There are two activities carried out in the pre-action. The first is to determine the type
of response that will be counted as response time. This is important to identify because
not all responses from lecturers are counted in response time. The second is to prepare
an algorithm for calculating the lecturer’s response time. The pseudocode to calculate
the average response time has input in the form of requesting guidance from students,
response times from lecturers, other response times if there are responses from students.
Lecturer responses are classified in the form of text and text accompanied by files. The
time that will be calculated as response time is presented in the following table (Table 1).
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Table 1. Average response time

Student | Time |Supervisor |Time | Supervisor | Student Time | Supervisor
T Ty T3
Open J Response Response | 4/ Close
(file/text form form
(file/text) (file/text)
Open J Response J Response Response |/ Close
(file/text form (text) form form
(file) (File/text)
Open i Response Response Response |4/ Close
(file/text form (file) form (text) |form
(File/text)

Average lecturer response time = (T1 + T2 + ... + Tn)/n

The total-counted-action function is the total lecturer response that is calculated,
including the lecturer’s first response to the request for supervising and the lecturer’s
response in the form of a text accompanied by a file for students. This describes the
actual state of supervision, where students submit files for correction, and lecturers return
corrected files to students. The Read-counted-response-time() function is used to get the
lecturer’s response time to the student’s request for guidance. The average response time
of a lecturer, average-time, is the division of total-time by total-counted-action. The
detail of the pseudocode is as follows (Fig. 2).

While not EndOfFile:
totalResponseTime = totalResponseTime + responseTime
totalCountedActions = totalCountedActions + 1
Call getNextRead()

Declare totalResponseTime = 0
Declare totalCountedActions = 0

Call readCountedResponseTime()

Function calculateAverageResponseTime():

averageTime = totalResponseTime / totalCountedActions
Return averageTime
End Function

Fig. 2. Pseudocode response time
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Meanwhile, the calculated baseline component includes the number of applications
for supervising, the number of lecturers who have used the Elista application for super-
vising, the number of lecturers with a small response time of or equal to 2 days, between
2 days to 4 days, between 4 days to 6 days, between 6 to 8 days, and large from 8 days.

3.2 First Cycle

This research aims to address the issue of extended response times among lecturers. To
achieve this, the researchers first categorize the lecturer response times based on their
speed of response, relying on past experience to determine the classification. Typically,
the supervising lecturer provides guidance once a week. After processing the data on
lecturer response times, specific actions were undertaken to tackle the problem.:

1. Create a feature to display the response time with the information submitted are:

e Ifthe average response time is small equal to 2 days, then the message that appears
is Very Good in the green box,

e If the average response time is more than 2 days and up to 4 days, the message
that appears is Good in the blue box,

e If the average response time is more than 4 days and up to 6 days then the message
that appears is Normal in the yellow box,

e If the average response time is more than 6 days and up to 8 days, the message
that appears is the response time is Poor in the orange box,

e If the average response time is more than 8 days then the message that appears is
the response time is Very Poor in the red box,

e Andif youdon’t have a response time, the message that appears is “you don’t have
a response time” in the black box.

2. To strengthen the message about the response time zone, the service zone is equipped
with text and emoji. Emojis can express emotions [24], and feelings easily [25].

3. Disseminate the feature to all lecturers through various WhatsApp groups of lecturers
and leaders.

After the socialization is carried out, the response time reflection feature is applied
within one month. The subjects in this study were all lecturers. At the end of cycle one,
the researcher re-measured the response time and the number of lecturers who used Elista
as a guidance tool. Figure 3 is an example of the response time display on a supervisor’s
user account.

3.3 Second Cycle

Based on the evaluation of the first cycle, the thing that will be done to increase response
time is to display personal response times and peer response times on a supervisor’s
account. It is hoped that with friends in one work unit seeing the response time, everyone
will try to increase their respective response times. The information displayed is the
name of the lecturer, the number of responses, the time, and the response zone. With
this display, people may try to manipulate their behavior to avoid embarrassment by
speeding up response times.
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From Jun 01, 2021 to Oct 07, 2021 Q.

From 01 June to 7 October 2021,
you have responded to 42 student thesis

consultation requests.
Your average response time is :
1 day 10 hours

Your response time is very good, keep it up

Fig. 3. User response time

3.4 Third Cycle

The third cycle was conducted to increase response time by touching the shame of the
work unit. The response time of a study program is defined as the number of lecturers’
average response divided by the number of lecturers in the study program. Meanwhile,
faculty response time is defined as the number of lecturers’ average response divided
by the number of lecturers in that faculty. Likewise, the university response time is the
number of lecturers’ average response time divided by the number of lecturers at the
university divided by the number of lecturers in that faculty. The hypothesis used is that
each work unit has pride, and they will be embarrassed if there is a negative identity
attached to their work unit. Thus, members in the work unit will try to display positive
behavior.

The implementation is to add a work unit response time display on the account of
each lecturer. Furthermore, the study program leader’s account also displays the response
time of the study program and the response time of the study program under a faculty.
The Dean can see the response time of the study program and the response time of other
faculties. Study program response time is the average number of lecturers in a study
program divided by the number of lecturers, and faculty response time is the average
number of lecturers in a faculty.

4 Results and Analysis

The main finding from displaying the response time of personal, peer, and work units is
the increasing number of lecturers who have response times and lecturers who have at
least normal response times (very good, good, and normal). As a summary, the percentage
of lecturers who have response times and groups of response times in each cycle is shown
in Fig. 4.
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Fig. 4. Percentage of users and response time per cycle.

From Fig. 4 above, it can be seen that there is an increase in the percentage of lecturers
who have a response time and the percentage of supervisors who have a response time
of a minimum normal category. Based on this graph, it can be temporarily concluded
that displaying personal response times on a supervisor’s personal account that can be
seen by the lecturer or colleagues in a study program can increase the response time.
Supervisors will try to increase their response time so they do not feel embarrassed if
they are labeled as slow lecturers in responding to the needs of student assignments.
Meanwhile, the display of group response times will also encourage supervisors to
increase their response times. This is based on group shame where the lecturer jointly
avoids group shame.

As a triangulation of the conclusions obtained above, an open questionnaire was
distributed to the supervisors. This activity aims to find out the central core of shame in
managing the final project. The response percentage is called high if it is greater than
10%, and the response ranking is called a high category if it is smaller than 2. These
criteria are determined arbitrarily. Central core shame is the response of respondents who
belong to the category of high percentage and high ranking. Based on the information
in the following table, the central cores in the management of the final project are: 1)
embarrassed if the personal response time is red, and 2) the work unit response time is
red (Table 2).
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Table 2. Central core of shame in managing the final project

High rank (<2) Low rank (> = 2)
High frequency (>10%) | 1 | I'm embarrassed if my Elista | 1 | I'm embarrassed if I'm late
is red in responding to student
Rank1.51 and frequency requests
20.14% Rank 2.36 and frequency
24.62%
2 | I am embarrassed if my work | 2 | 'm embarrassed if a student
unit’s response is red is late in finishing the final
Rank 1.88 and frequency project
19.40% Rank 2.37 and frequency
17.91%
Low frequency 1 | I'm embarrassed if my 1 | I'm ashamed if I don’t check
(<=10%) response time is in the the student’s thesis optimally
yellow zone Rank 3.09 and frequency
Rank 1 and frequency 0.74% 8.20%
2 | I’'m embarrassed if I can’t 2 | I’'m embarrassed if I don’t
maintain the response time immediately respond to
of the green color zone seminar/exam invitations
Rank 1 and frequency 0.74% Rank 3 and frequency 2,98%
3 | I'm embarrassed if my work
unit’s response is black
Rank 1 and frequency 0.74%

The first objective of this study was to find out whether the extension of the super-
visor’s response time and the work unit of their final assignment application account
could speed up the supervisor’s response time. Based on the results of the actions given,
it can be seen that the percentage of lecturer response times in the green (very good),
blue (good), and yellow (normal) zones increased from 9.37% to 36%. This increase
occurred because the supervisors felt ashamed to be in the orange and red zones. This
was confirmed by the distribution of questionnaires which stated that many lecturers
felt embarrassed if their personal response times, as well as work units, were in the red
zone. This change is in line with research results that people will tend to manipulate their
behavior to avoid embarrassment [18]. The display of response time that can be seen by
colleagues or leaders can spur lecturers to increase response time, because an individual
will be motivated to appear in accordance with the positive norms of his group [11].
Furthermore, the performance of the supervisor’s response time which is displayed in
the form of zones equipped with appropriate emoji makes it easier for users to remember
their performance, whether very fast, normal, or poor. Emoji is the most efficient way
to communicate a message [26].

This study also revealed that the display of data response times increased the number
of supervisors who used the Elista application as a guidance tool. Based on the results
of the actions given, it can be seen that the number of supervisors who use Elista has
increased from 14% to 55%. A technology will be used if it is perceived as useful
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by the user [27]. This increase can occur because Elista has complete features that
make it easier for supervisors to control management and mentoring activities, including
features 1) notification of unapproved timelines, 2) confirmation of seminar invitations,
3) information on guidance requests, and 4) offline guidance. If there is a suggestion
from the university management to use an application, usually some lecturers will use
it. They are afraid of getting sanctions, even if the sanctions are light [28]. Based on
the results of the questionnaire processing, it was also found that some respondents
answered that they were embarrassed if their work unit was in the black zone.

Furthermore, this study aims to determine the central core of shame in the manage-
ment and mentoring of the final project. Based on the results of data processing, it can
be seen that what is central to the embarrassment of managing and guiding the final
project is that the personal response is very slow (red zone), and the response of the
work unit is very slow (red zone). This result is consistent with the increase in response
time in the green, blue, and yellow zones caused by the lengthening of the response time.
Supervisors feel embarrassed if they have bad personal and group response times.

The results of this study further strengthen that displaying response time in limited
private and public spaces in the form of colors and emojis can increase response times
in various applications. Marzal, et al.(2021) revealed that the presentation of response
times can increase the response time of recipients of letters on online mail applications
[12].

5 Conclusion

In conclusion, our research provides compelling evidence that the display of personal
and work unit response times has a substantial positive impact on student engagement
with the ELISTA application for final project applications. The data collected throughout
our study demonstrates a significant increase in the adoption of the ELISTA application
among lecturers, rising impressively from 14% to 55%.

By extending the visibility of personal and work unit response times, we have
observed a remarkable improvement in the participation of lecturers falling within the
green (very fast), blue (fast), and yellow (normal) response zones, with a notable surge
from 9.37% to 36%. This enhancement in response time categorization has proven instru-
mental in streamlining the final assignment process and, consequently, reducing student
study periods.

The findings from our research underscore the crucial role that response times play in
effectively managing and guiding final projects using the ELISTA platform. Addressing
and optimizing personal response times within the red zone (very slow) and improving
work unit responses in the same category are pivotal steps to alleviate bottlenecks and
enhance overall project management efficiency.

Our study highlights the significance of efficient communication and timely feedback
within academic environments. The substantial increase in lecturer engagement and
response times reinforces the value of continuous monitoring and evaluation to sustain
the achieved positive outcomes.

In conclusion, our research strongly advocates for the implementation of response
time displays as a valuable tool to augment lecturer involvement, optimize project man-
agement practices, and create a more conducive environment for students pursuing their
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final projects. By prioritizing response times and fostering effective communication,
educational institutions can create an enriched and streamlined learning experience that
benefits both lecturers and students alike. As we move forward, it is essential to embrace
these findings and explore innovative approaches to further enhance academic practices
and elevate the overall quality of education through platforms like ELISTA.
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Abstract. School disengagement is one of the pressing topics for educational
equity in many countries worldwide, which will lead to school dropout. Dropping
out of school has adverse consequences, including negative effects on employ-
ment, lifetime earnings, and physical health. Several attempts have been made to
solve engagement issues, for example, the development of an intelligent tutoring
system (ITS), which is useful to know when a student has disengaged from a
task and might benefit from a particular intervention. However, predicting disen-
gagement on a trial-by-trial basis is a challenging problem, particularly in com-
plex cognitive domains. This paper emphasizes the MyBuddy mobile application
developed as a smart classifier to identify the level of school disengagement risk
among at-risk students in secondary schools. The working engine of MyBuddy is
translated from a computational model that comprises fourteen predictors of four
main entities: student, family, school, and surroundings. This application employs
advanced mathematical models to analyze the data and generate risk scores indi-
cating the dropout likelihood. This empowers counselors to proactively intervene
and provide targeted support to the students who require it the most. MyBuddy
offers a centralized platform to access and analyze aggregated data from multi-
ple schools. This functionality allows them to smartly identify patterns, trends,
and systemic challenges contributing to dropout rates. With comprehensive data-
driven insights, district and state officers can design effective interventions and
allocate resources strategically to mitigate dropout risks. Utilizing MyBuddy to
revolutionize dropout prevention and foster a more inclusive and equitable educa-
tion system in Kedah, Malaysia, aligns with the fourth Sustainable Development
Goal, which aims to provide quality education for everyone.

Keywords: school disengagement - school dropout - school disengagement
detection - smart classifier

1 Introduction

The issue of school disengagement stands out as a critical concern for achieving educa-
tional equity across many countries worldwide, and it frequently serves as a precursor to
students dropping out of school. The act of prematurely leaving school carries negative
consequences, including adverse effects on employment prospects, lifetime earnings,
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and physical health [8]. The causes of dropping out are influenced by a set of proximal
and distal factors related to the individual student and the family, school, and commu-
nity settings in which the student lives [12]. School disengagement has been identified
as one of the predictors of dropout, delinquency, and problem substance usage during
adolescence and early adulthood by [1, 2] and [7].

Various individual factors are associated with dropping out, including several demo-
graphic factors. Generally, dropout rates are higher among males, Blacks and Hispanics,
immigrants, and language minority students. Attitudes also affect dropout rates. Dropout
rates are also higher among students with low educational and occupational aspirations.
Family background is widely recognized as the most important contributor to success
in school. Socioeconomic status, most commonly measured by parental education and
family income, is a powerful predictor of school achievement and dropout behavior.
Parental education influences students’ aspirations and educational support.

It is widely acknowledged that schools influence student achievement, including
dropout rates. School characteristics affect student performance: social composition,
structural characteristics, school resources, and school policies and practices. In addition
to families and schools, communities and peer groups can influence students’ withdrawal
from school. Differences in neighborhood characteristics can help explain differences in
dropout rates among communities, apart from the influence of families. Several studies
worldwide have been conducted to explore the factors causing school disengagements
in Indonesia [3, 6] and [10]. The mentioned studies show that this topic is a hot and
active research point.

In Malaysia, the percentage of enrolled preschool students increased to 90.9% in
2017. The percentage of enrolled students in Primary education improved to 97.9% in
2017 compared to 92% in the 1980s. While for lower secondary schools, it reached up to
95.6% from just 84% in the same period. The most significant improvement was at the
upper secondary level, where the enrolment rate almost doubled from 45% to 84.8% in
the same period. Dropout rates indicate educational inequality, economic disparities, and
social exclusion, making it imperative to address this issue to foster a more inclusive and
equitable education system. In response to this pressing concern, innovative approaches
leveraging technology have emerged to tackle the dropout problem proactively.

This paper discusses developing and implementing MyBuddy, a mobile application
designed to identify at-risk secondary school students in Kedah. MyBuddy utilizes math-
ematical modeling techniques to accurately determine the dropout probability, empow-
ering school counselors, district officers, and state officers to intervene and provide tar-
geted support to students in need. By adopting a user-centric approach, MyBuddy aims
to revolutionize dropout prevention and contribute to advancing an inclusive educational
landscape in Kedah.

2 School Dropout Prevention Strategies

Existing dropout prevention strategies in secondary schools have been developed and
implemented worldwide to address the complex challenges associated with student dis-
engagement and premature educational discontinuation. These strategies encompass a
range of interventions, including academic, social-emotional, and systemic approaches,
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aimed at improving student retention and success. While these strategies have demon-
strated varying degrees of success, they also exhibit certain strengths and weaknesses,
underscoring the need for innovative solutions like MyBuddy.

One commonly employed strategy is early warning systems (EWS), which identify
students at risk of dropout based on specific indicators such as attendance, course per-
formance, and behavior. EWS utilizes data analysis to generate risk scores, enabling
educators to intervene and provide targeted support to students in need. The strength
of EWS lies in its ability to identify students early, allowing for timely intervention.
However, EWS often rely on limited data points and may overlook certain contextual
factors, potentially leading to inaccurate predictions and ineffective interventions.

Another prevalent strategy is the provision of academic support and tutoring pro-
grams. These initiatives aim to enhance students’ academic skills and provide additional
resources to help them succeed. Academic support programs have demonstrated positive
effects on student performance and retention rates. However, their focus on academic
aspects may neglect the underlying social and emotional factors contributing to dropout.
Students facing personal challenges, lack of motivation, or disconnection from their
peers may not benefit fully from academic support alone.

In recent years, social-emotional learning (SEL) programs have gained recogni-
tion as integral to dropout prevention strategies. SEL programs aim to foster students’
social skills, emotional intelligence, and resilience, equipping them with the necessary
competencies to successfully navigate the challenges of school and life. By addressing
the underlying emotional and interpersonal factors influencing dropout, SEL programs
contribute to creating a supportive and inclusive school environment. However, imple-
menting SEL programs requires comprehensive training for educators and integration
into the school curriculum, which can pose logistical challenges.

Moreover, systemic interventions are crucial for addressing dropout rates on a
broader scale. These interventions involve policy changes, resource allocation, and col-
laboration among various stakeholders to address the systemic factors contributing to
dropout. By focusing on improving school climate, strengthening family engagement,
and providing adequate resources, systemic interventions aim to create an environ-
ment conducive to student success. However, implementing systemic interventions often
requires significant time, funding, and coordination among multiple parties, making it a
complex and long-term endeavor.

3 Role of Mobile Applications in Education

Mobile applications (apps) have emerged as powerful tools in the education sector,
revolutionizing how students learn, interact with educational content, and access support
services. With the widespread availability of smartphones and tablets, mobile apps offer
unique opportunities to enhance student engagement, improve academic performance,
and provide personalized support. This section discusses the growing significance of
mobile applications in education and explores their potential benefits and challenges.
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3.1 Enhancing Student Engagement

Mobile apps can significantly enhance student engagement by providing interactive and
immersive learning experiences. These apps often incorporate gamification elements,
multimedia content, and interactive quizzes, making learning more enjoyable and moti-
vating for students. By offering personalized and adaptive learning experiences, apps can
cater to individual learning styles, preferences, and paces, promoting active participation
and deep understanding.

Furthermore, mobile apps enable anytime, anywhere learning, allowing students to
access educational resources and engage in learning activities beyond the confines of
the traditional classroom. This flexibility promotes self-directed learning, encourages
exploration, and fosters a sense of ownership over the learning process.

3.2 Improving Academic Performance

Mobile apps offer various features and functionalities that can support and improve
students’ academic performance. Educational apps can provide access to a wide range
of subject-specific content, including textbooks, lecture notes, interactive simulations,
and educational videos. By presenting information in engaging and accessible formats,
apps can facilitate comprehension, reinforce learning, and encourage critical thinking.

Moreover, mobile apps can facilitate communication and collaboration among stu-
dents and between students and educators. Features like discussion forums, chat function-
alities, and collaborative projects enable students to exchange ideas, seek clarifications,
and engage in peer learning. This collaborative aspect fosters a sense of community and
promotes deeper learning. Additionally, mobile apps can incorporate assessment and
feedback mechanisms, allowing students to monitor their progress, receive immediate
feedback, and identify areas for improvement. Adaptive learning apps can dynamically
adjust the difficulty level and content based on student’s performance, ensuring targeted
and personalized learning experiences.

3.3 Providing Support Services

Mobile apps are crucial in providing access to support services and resources that enhance
student well-being and success. These apps can include features such as virtual tutoring,
homework help, academic planning tools, and career guidance resources. Such sup-
port services are particularly beneficial for students who may face barriers to accessing
traditional support systems due to geographical or socioeconomic constraints.

Furthermore, mobile apps can facilitate communication between students, educa-
tors, and support staff. Real-time messaging, online consultation, and remote access
to counseling services enable students to seek guidance and support whenever needed,
promoting their emotional well-being and overall academic success.

4 Design and Development of MyBuddy

This section explains the design and development process of MyBuddy, a mobile applica-
tion aimed at identifying at-risk secondary school students in Kedah, Malaysia, who are
likely to drop out. The paper discusses the user-centric approach adopted in the design
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process, technological aspects employed in the development, and challenges encoun-
tered during the development phase. Figure 1 illustrates three phases involved in the
development of MyBuddy application.

Phase 3
start Evaluation of MyBuddy
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Fig. 1. Main phases involved in the development of MyBuddy application

4.1 User Centric Design

The design and development of MyBuddy followed a user-centric approach, emphasizing
the needs and constraints of key users, including school counselors, district officers, and
state officers. This approach involved understanding the users’ requirements, conducting
user research, and incorporating their input throughout the development process. By
focusing on the users’ perspectives, MyBuddy app aimed to provide an intuitive and
accessible solution for detecting at-risk students effectively.

User-centric design is a fundamental approach in mobile app development that priori-
tizes end users’ needs, preferences, and constraints. It involves understanding user behav-
iors, conducting user research, and incorporating user feedback throughout the design
and development process. In the context of MyBuddy, a mobile application designed to
identify at-risk secondary school students in Kedah, Malaysia. The user-centric design
was crucial in creating an intuitive and accessible application for school counselors, dis-
trict officers, and state officers. To serve this, requirement gathering sessions have been
conducted involving the groups of stakeholders to get their input to develop MyBuddy
application.

4.2 Requirements Gathering

Three requirement gathering sessions have been conducted involving Counselling teach-
ers, a group of teachers, senior and IT officers from Kedah State Education Department on
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24 November 2022, 10 August 2022, and 6 October 2022, respectively. To begin with,
low-fidelity wireframes and mockups were developed to visually represent the app’s
overall structure, layout, and navigation. These initial prototypes served as a foundation
for gathering feedback and insights from the end users.

The prototypes were then shared with school counselors, district officers, and state
officers, who were the primary users of the MyBuddy app. Through interviews, focus
groups, and usability testing sessions, the users were encouraged to explore the pro-
totypes and provide feedback on various aspects of the design, functionality, and user
experience. The feedback obtained from the users was meticulously analyzed, consid-
ering their suggestions, concerns, and observations. The development team carefully
considered the feedback and identified areas where improvements could be made to
enhance the app’s usability, effectiveness, and user satisfaction. This analysis phase
involved comparing the users’ expectations and preferences with the existing design,
allowing a deeper understanding of the users’ needs and goals. Based on the insights
gained from the feedback analysis, subsequent design iterations were created, incorpo-
rating the suggested improvements and addressing the identified issues. These iterations
gradually refined the app’s design, ensuring it aligned more closely with the users’
requirements and expectations.

The development team actively engaged with the users throughout the iterative pro-
cess, fostering a collaborative and participatory environment. Regular feedback sessions
and usability testing allowed for ongoing dialogue and knowledge exchange between
the development team and the end users. This iterative feedback loop ensured that the
design decisions were grounded in user insights and that the app evolved in response to
user needs. Figure 1 illustrates selected interfaces of MyBuddy application.

By embracing an iterative design process, MyBuddy benefited from continuous user
input, enabling the development team to create a user-friendly interface and improve
the overall user experience. The iterative approach allowed for a gradual refinement of
the app’s design and functionality, ensuring that it effectively addressed the needs and
constraints of school counselors, district officers, and state officers involved in dropout
prevention efforts.

4.3 Development of MyBuddy Application

MyBuddy prototype is developed based on the requirements garnered during requirement
gathering sessions. Sketches and wireframes with a low level of detail were developed
to illustrate the underlying architecture of the application as well as the user flows. Sub-
sequently, a high-fidelity prototype was meticulously developed using Android Studio,
allowing for a vivid visualization of the application’s interface and functionality.

A database is created for this application to store students’ data that will be used to
detect their risk of school dropout. This prototype will undergo extensive testing, includ-
ing the incorporation of priceless user input and incremental modifications. Ultimately,
it serves as the basis for the subsequent phase of large-scale development that will come
after it. Figure 2 illustrates the main interface of MyBuddy application with fourteen
predictors.

Data of students need to be keyed in by School Counsellors. It involves 14 variables
belonging to four main entities: students, family background, peers, and surrounding



Early Detection of School Disengagement Using MyBuddy Application 223

@uo . T TTY

& New Student v € New Student v

D | v Porent Edwcation lew Y
([ X ] ES -
@ O C
| °
J Male - # | Age I =
Parent income [ ] Work Opportunit L ]
MYBUDDY | —- -+ =) = .
[ ] . [ ]
[ ] School En [ .
Academic Performance [ ] 8G [ ]
BT GUUM == .

(a) (b) ()

Fig. 2. Main interface of MyBuddy application with fourteen predictors

environment, as seen in Fig. 2(b). The variables are Family Income, family size, parents’
marital status, parents’ educational level, physical condition, academic performance,
discipline, attendance, opportunity to work, distance from school, teachers, school peers,
and contribution of Parents and Teachers Association (PTA).
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Fig. 3. Predicted risks of school disengagement (Color figure online)

Based on these variables’ values, three risk levels will be computed and displayed
in three colors indicating their risk level. High risk will be demonstrated using a red
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flag, medium risk is indicated with a yellow flag, while low risk will be indicated with
a green flag, as shown in Fig. 3(a). District and State Education Officers can also view
the whole report of student risk, as shown in Fig. 3(b).

4.4 Evaluation of MyBuddy

Evaluation of MyBuddy application involves four steps: technical testing, usability test-
ing, acceptance testing, and market testing. Technical testing was conducted on 25 July
2023 involving IT experts from different institutions on three dimensions: design and lay-
out, interactions and simplicity, and functions and performance. The results of technical
testing indicate a positive response by IT Experts. However, the experts give comments
on improving the application in each dimension. Based on the results and technical test-
ing feedback, the MyBuddy application’s improved version has been produced and will
be used in other upcoming tests.

5 Challenges of MyBuddy Implementation

Implementing MyBuddy may face challenges such as technological infrastructure lim-
itations, data management and privacy concerns, user training and adoption difficul-
ties, stakeholder engagement, integration with existing systems, cultural and contextual
factors, resource allocation, scalability and sustainability, evaluation and continuous
improvement, and stakeholder communication and buy-in.

5.1 Ethical Issue

Integrating MyBuddy and similar applications in education raises important ethical con-
siderations that must be carefully addressed. This section discusses three primary eth-
ical concerns associated with using these applications: data privacy, bias in modeling,
and potential stigmatization of students. By exploring these considerations, educators,
policymakers, and developers can better understand the challenges and work towards
ensuring such technology’s responsible and ethical use.

One of the key ethical concerns when utilizing applications like MyBuddy is the
protection of students’ data privacy. These applications collect and analyze sensitive
information, such as attendance records, academic performance, and social indicators,
to identify at-risk students. Implementing robust data privacy measures to safeguard this
information and ensure compliance with applicable data protection regulations is crucial.
Schools, developers, and policymakers must establish clear guidelines and protocols
for data collection, storage, access, and sharing to maintain confidentiality and protect
students’ personal information.

Another ethical consideration is the potential for bias in the mathematical models
used by applications like MyBuddy. The algorithms and models to predict dropout prob-
abilities should be developed and tested carefully for fairness, accuracy, and inclusivity.
It is essential to critically examine the training data used to develop these models to pre-
vent the reinforcement or amplification of biases that may exist within the educational
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system. Regular auditing and monitoring of the models can help identify and mitigate
any potential biases that may emerge during their application.

The use of MyBuddy and similar applications in identifying at-risk students has
the potential to stigmatize individuals and perpetuate stereotypes. It is important to
handle the information generated by these applications with sensitivity and ensure that
it is used for proactive intervention and support rather than punitive measures. School
counselors and educators must approach the results provided by these applications in a
compassionate and non-judgmental manner, focusing on providing targeted assistance to
students instead of labeling or stigmatizing them. Transparency and clear communication
about the purpose and benefits of the application can help alleviate concerns and foster
a supportive environment.

5.2 Scaling, Monitoring, and System Integration

Integrating MyBuddy into existing school systems and workflows is essential for seam-
less implementation. Compatibility with existing student management systems, aca-
demic databases, and reporting mechanisms should be ensured to avoid duplication of
efforts and minimize disruption. Collaborative discussions with school administrators
and relevant authorities can help identify potential integration points and streamline pro-
cesses. Customization options may also be considered to accommodate school practices
and requirements variations.

Scaling up MyBuddy requires a robust technological infrastructure to handle the
increased data volume and user load. The availability of stable internet connectivity,
hardware devices, and sufficient storage capacity are crucial factors to consider. Schools
and educational authorities should assess their existing infrastructure and make necessary
upgrades or investments to accommodate the implementation of MyBuddy on a larger
scale. Additionally, technical support mechanisms should be established to address any
technical issues or challenges users face during implementation.

A robust monitoring and evaluation framework should be established to assess the
impact and effectiveness of MyBuddy at both the individual and system levels. Key
performance indicators, such as student retention rates, dropout rates, and academic
progress, can be tracked and analyzed to measure the app’s success. Regular data anal-
ysis and user feedback can inform decision-making processes and drive continuous
application improvement. Flexibility and adaptability are crucial to address emerging
challenges and incorporate user feedback into future iterations.

5.3 Communication

To ensure the successful adoption and effective use of MyBuddy, comprehensive training
programs should be developed for school counselors, district officers, and state officers
involved in the implementation. Training sessions should cover various aspects, includ-
ing app usage, data management, interpretation of risk scores, and intervention strategies.
Capacity building initiatives should equip users with the necessary knowledge and skills
to maximize the benefits of MyBuddy and effectively support at-risk students. Ongoing
support and professional development opportunities should also be provided to ensure
continuous learning and skill enhancement.
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Engaging and involving relevant stakeholders at different levels is crucial for the suc-
cessful implementation of MyBuddy. Collaboration with school administrators, teachers,
parents, and students can foster a sense of ownership and shared responsibility. Clear
communication strategies should be established to disseminate information about the
purpose, benefits, and expectations of MyBuddy. Regular feedback mechanisms, such
as feedback surveys or focus groups, can be employed to gather input from stakeholders
and address their concerns. Building a collaborative and supportive environment pro-
motes the adoption of MyBuddy as a collective effort to enhance dropout prevention and
support student success.

6 Future Directions

Implementing MyBuddy in the education system of Kedah, Malaysia, presents signif-
icant opportunities for positive change. This section explores the potential impact of
MyBuddy on the education system in Kedah and discusses its broader policy implica-
tions. Additionally, it delves into the possibilities of expanding the application to other
regions and countries.

The adoption of MyBuddy has the potential to revolutionize the education system
in Kedah by improving dropout prevention efforts and fostering a more inclusive and
equitable environment. By accurately identifying at-risk students and providing targeted
support, MyBuddy can contribute to higher student retention rates, improved academic
performance, and enhanced overall student well-being. This, in turn, can lead to a more
productive and successful educational experience for students in Kedah.

The successful implementation of MyBuddy in Kedah has significant policy impli-
cations. Policymakers and education authorities can draw insights from the implemen-
tation process to inform the development of comprehensive dropout prevention poli-
cies and strategies at regional and national levels. Integrating technological solutions,
like MyBuddy, can be recognized as a key component of effective education policies,
emphasizing the importance of early identification, intervention, and support for at-risk
students.

The success of MyBuddy in Kedah opens up possibilities for expanding the appli-
cation to other regions and countries. By adapting the app to suit the specific needs
and contexts of different educational systems, MyBuddy can potentially address dropout
challenges on a larger scale. The lessons learned from the implementation in Kedah
can guide the expansion process, highlighting the importance of user-centric design,
stakeholder engagement, and effective policy integration.

Expanding MyBuddy to other regions and countries requires stakeholder collabo-
ration and knowledge sharing. Governments, educational institutions, and technology
developers can collaborate to customize and implement the app based on each con-
text’s unique requirements and challenges. Knowledge-sharing platforms, conferences,
and research publications can facilitate the exchange of experiences, best practices,
and lessons learned, fostering a collective effort toward dropout prevention and inclu-
sive education globally. As MyBuddy expands to new regions, continuous innovation
and improvement should be prioritized. Ongoing research and development efforts can
refine the app’s features, enhance the accuracy of predictive models, and incorporate
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new insights from the field of education. Additionally, feedback mechanisms from users
and stakeholders can inform updates and upgrades, ensuring that MyBuddy remains a
cutting-edge tool in dropout prevention.

Implementing MyBuddy in Kedah holds great promise for the education sys-
tem, potentially impacting student retention, academic performance, and overall well-
being. Its success in Kedah carries significant policy implications, emphasizing the
value of technological solutions and proactive dropout prevention strategies. Expand-
ing MyBuddy to other regions and countries requires collaboration, customization, and
continuous innovation driven by a shared commitment to inclusive and equitable edu-
cation. By leveraging the lessons learned from Kedah and fostering global partnerships,
MyBuddy can make a meaningful impact in addressing dropout challenges and improving
educational outcomes worldwide.

7 Conclusion

This paper highlighted the significance of MyBuddy, a mobile application designed
to identify at-risk secondary school students in Kedah, Malaysia, who are likely to
drop out. Using mathematical modeling and a user-centric approach, MyBuddy aims to
revolutionize dropout prevention and foster a more inclusive and equitable education
system.

While the existing strategies outlined earlier have contributed to dropout preven-
tion, they also exhibit limitations that underscore the need for innovative approaches
like MyBuddy. MyBuddy offers a unique solution by leveraging mobile technology and
mathematical modeling to predict dropout probabilities accurately. By incorporating a
wide range of data, including attendance records, academic performance, and social
indicators, MyBuddy provides a comprehensive analysis that considers multiple dimen-
sions of student engagement and risk factors. This holistic approach allows for a more
accurate identification of at-risk students and facilitates targeted intervention design.

Furthermore, MyBuddy’s user-friendly interface and centralized platform cater to the
specific needs of school counselors, district officers, and state officers, enabling seam-
less collaboration and data-driven decision-making. Integrating advanced mathematical
models empowers these stakeholders to intervene proactively and allocate resources
strategically, thus maximizing the effectiveness of dropout prevention efforts. By revo-
lutionizing the approach to dropout prevention through innovative technology and col-
laboration, MyBuddy has the potential to overcome the limitations of existing strategies
and contribute to a more inclusive and equitable education system.

In conclusion, MyBuddy represents a promising solution for dropout prevention in
secondary schools. By combining mathematical modeling, user-centric design, and col-
laboration among stakeholders, MyBuddy has the potential to significantly impact the
education system in Kedah, Malaysia, and beyond. Addressing challenges, ensuring eth-
ical considerations, and leveraging the lessons learned from the implementation process
will be key to maximizing the app’s effectiveness and promoting a more inclusive and
equitable education system globally.
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Abstract. The growth of e-commerce has brought about a growing concern
regarding its impact on the environment. Activities such as excessive packaging,
delivery, and returns have contributed to increased carbon emissions, resulting in
a significant carbon footprint. To promote a sustainable e-commerce environment,
a study is needed to assess the carbon footprint contribution of online businesses.
This paper presents a framework for conducting a preliminary investigation into
the carbon production and emissions of identified e-commerce organizations. The
framework was formulated by analyzing the relevant literature from similar stud-
ies. It comprises a 3-phase research activity: Phase 1 involves identifying carbon
footprint factors through a literature search; Phase 2 includes conducting a case
study on an online business to construct a carbon consumption profile; and Phase
3 involves developing a measurement method to assess the carbon consumption
of online businesses. The proposed framework can provide a preliminary under-
standing of e-commerce’s carbon footprint contribution and enable authorities
to assess the level of carbon consumption and devise action plans to reduce its
impact on the environment. However, challenges and implications are associated
with implementing the framework, which is discussed in the paper.

Keywords: Carbon Footprint - Preliminary Investigation Framework -
E-commerce - Carbon Consumption Profile

1 Introduction

With the increasing concern for climate change, environmentalists and governments
of various countries are actively formulating action plans to address the crisis. Most
initiatives in this area concentrate on limiting the environmental impact of unsustainable
industrial production processes (e.g., pollutants from factories) [1] and the transportation
industry [2]. One of the sectors that are given the least attention is the e-commerce
industry.

E-commerce has expanded into a global industry that is quickly evolving. Online
retail sales reached 4.9 trillion dollars worldwide in 2021, and it is anticipated to rise by
more than 50% in 2025 [3]. It has become the preferred method of purchasing due to
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the advancements in Internet technology, online payment security, and speedy delivery
methods. The covid-19 pandemic also contributes to the demand for online shopping.
The positive growth of e-Commerce has resulted in various benefits to the economy.
However, there is a need to ensure that the sector players do not harm the environment
due to the activities of searching, packaging, shipping, and returning items [4].

Research shows e-commerce players contribute to carbon production and green-
house gas (GHG) emissions. The negative effects of e-commerce on the environment
are increasing due to the problem of transporting individual shipments, using special
packaging materials, and issues with product returns [5]. For instance, in terms of pack-
aging, online retailers’ continuous use of cardboard, plastics, Styrofoam, and other pack-
aging materials when shipping their products generates a continuous stream of waste.
Besides excessive packaging waste pollution, the carbon emissions due to the trans-
portation (delivery and return) activities associated with online purchasing also harm
the environment.

Studies on the environmental impact of e-commerce are diverse as researchers focus
on different angles such as logistics [5-7], particularly the last mile delivery i.e. the
process of shipping the products from delivery hubs directly to the customer’s door
[8, 9]. Research also focuses on e-commerce consumer behavior and its environmental
impact [10, 11].

Assessing the environmental impact of e-commerce is a non-trivial task due to the
different factors and elements contributing to the problem. Furthermore, the emergence
of new retail models such as omnichannel retail incorporating click-and-collect and
ship-from-store functionalities, along with the introduction of new delivery services,
has added to the complexity in understanding the e-commerce industry’s environmental
impact [12].

Promoting sustainable carbon consumption practices among online businesses is the
ultimate goal of the authorities. With long-term economic growth in mind, a comprehen-
sive plan that consists of standards, taxes, subsidies, communications campaigns, and
education needs to be devised. To come up with this plan, a preliminary investigation
needs to be performed to understand the severity of the situation.

This paper provides a framework that can be used to perform a preliminary inves-
tigation on the existing scenario of the e-commerce industry toward building a carbon
footprint profile for it. The framework outlines the preliminary investigation’s objective,
method, and output in three phases. Using this framework, a preliminary investigation
of e-commerce carbon footprint contribution can be performed to build a model that can
aid in promoting sustainable carbon consumption among e-commerce.

The rest of the paper is organized as follows. Section 2 reviews relevant literature
and discusses how carbon footprint has been defined and explored in previous research.
Section 3 presents the proposed framework to perform a preliminary investigation of the
current scenario of carbon footprint contribution among e-commerce. Section 4 discusses
the challenges and impact of implementing the framework, and Sect. 5 concludes the

paper.
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2 Related Work

This section provides a comprehensive review of the literature on the carbon footprint
of e-commerce. It begins by discussing the current state of e-commerce in Malaysia,
followed by an overview of the impact of e-commerce on the environment in Sect. 2.2.
Section 2.3 examines the various methods employed to construct carbon profiles and
measure carbon footprints in previous research.

2.1 Greenhouse Gas

Greenhouse Gas (GHG) is an infrared-absorbing and emitting gas. Water vapor, carbon
dioxide, methane, nitrous oxide, and ozone are the principal greenhouse gases in the
atmosphere. The GHG Protocol divides GHG emissions into three ‘scopes’ [13]. Scope 1:
Direct emissions resulting from activities within the control of the organization (i.e., on-
site combustion of fuel, manufacturing and process emissions, refrigerant expenditures,
company cars use); Scope 2: Indirect emissions from any electricity purchased and
operated from the grid, as well as heat or steam; Scope 3: Indirect emissions from
sources outside the company’s direct control (i.e., employee commuting, business travel,
outsourced transportation, etc.) as well as emissions inherent in the production of goods
and services. All three scopes of GHG will be considered in Phase 2 of the E-commerce
Carbon Footprint Contribution Preliminary Investigation Framework presented in this

paper.

2.2 E-commerce in Malaysia

E-commerce in Malaysia has experienced substantial growth in recent years, with a
significant number of micro-entrepreneurs and SMEs (MSMEs) adopting this business
model. As of the end of 2021, the number of MSMEs embracing e-commerce has
reached 890,000, surpassing the initial target of 875,000 set out in the National E-
commerce Strategic Roadmap (NESR) and the Malaysia Digital Economy Blueprint
(MyDIGITAL) for 2025. MyDIGITAL is a national initiative to transform Malaysia
into a digitally driven, high-income nation and regional leader in the digital economy.
This initiative results from collaboration between various ministries, agencies, and the
industry under the NESR framework.

As the leading agency in Malaysia’s digital economy, Malaysia Digital Economy
Corporation (MDEC) [14] has led the Go-eCommerce Onboarding and Shop Malaysia
Online campaigns under Belanjawan 2021. These campaigns are part of the national
economic recovery plan (PENJANA) aimed at encouraging the digitization of micro,
small, and medium-sized enterprises (MSMEs) and boosting the growth of the digital
economy. The campaigns aim to support and facilitate MSMEs in adopting e-commerce
as a new way of conducting business and expanding their market reach.

The Department of Statistics Malaysia (DOSM) reported that the total income gen-
erated from e-commerce transactions in Malaysia reached RM1.09 trillion by the end
of the fourth quarter of 2021, a 21.8% increase from RM8&96 billion in the previous
year. This is the first time the income from e-commerce transactions has exceeded the
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RMI trillion threshold. This growth trajectory puts Malaysia on track to achieve its tar-
get of an RM1.65 trillion e-commerce market size by 2025, as outlined in the National
E-commerce Strategic Roadmap (NESR).

Furthermore, Malaysia Digital (MD), started in July 2022, is a government-led
national strategic plan to improve the nation’s digital capabilities and develop the dig-
ital economy. The government will implement Malaysia Digital Catalytic Programmes
(PEMANGKIN) with local industry participation, targeted digitalization programs to
equip businesses with the right digital knowledge, skills, and tools, and various facili-
tation services and competitive offerings to complement business needs. With the gov-
ernment’s support, this seems promising in improving e-commerce in Malaysia and the
future digital economy.

2.3 Impact of Carbon Footprint of E-commerce

Despite the impressive revenue generated by e-commerce, the environmental impact
of the growing number of online retailers must not be overlooked. Specifically, these
businesses’ carbon footprint needs to be considered. The carbon footprint refers to the
total amount of greenhouse gas emissions resulting from a product or service’s produc-
tion, use, and disposal [15—17]. These emissions can be caused directly or indirectly by
individuals, organizations, events, or products.

Reducing carbon footprint is a crucial public policy issue for environmental man-
agement, and retailers can play a significant role in tackling climate change by taking
direct action where it matters most [ 18—20]. Retail is one of the largest economic sectors,
employing 3.6 million people in Europe and representing over 23% of all businesses [21].
By implementing feasible solutions, retailers can substantially impact reducing carbon
emissions on a large scale.

Transportation is a key aspect of retailers’ operations but also contributes signifi-
cantly to greenhouse gas and air pollution emissions [22]. Retail transportation oper-
ations encompass multiple modes of transportation, a range of container and vehicle
sizes, and driver and vehicle scheduling. One study found that switching from delivery
trucks to cargo bikes can reduce greenhouse gas emissions by 42% [23].

To reduce the environmental impact of delivery, retailers and logistics service
providers can consolidate deliveries to a specific location. According to a US-based
study, e-commerce performs worse than in-store buying when fewer than four deliveries
are combined, but outperforms every aspect when more than 92 deliveries are merged
[24]. Moreover, it is better for the environment if the number of items purchased per
delivery is higher, as the environmental footprint per item decreases as the number of
items per delivery increases.

Studies show that consumers travel to shop approximately 20% of the time [25,
26]. [27] investigated the carbon footprint associated with pre-and post-purchase travel
behavior. The rise of online retail as an alternative to individual shopping trips has
raised concerns about its environmental impact [28, 29]. Although omnichannel retailers
encourage using various channels (online and offline) to enhance consumer convenience,
this may lead to increased travel and related negative environmental effects. Therefore,
it is crucial to consider the impact of online and offline shopping on the environment,
including the carbon footprint associated with pre-and post-purchase travel behavior.
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Furthermore, research has shown that some consumers tend to order more items,
anticipating that they will return a portion of them (e.g., clothing in multiple sizes or
colors) [29]. The environmental impact of this practice depends on how retailers and
logistics service providers handle the subsequent delivery failures and product returns,
as well as on the travel behavior of customers themselves [30].

Besides transportation, packaging is an essential aspect to consider in e-commerce as
it protects products during transit, reducing damages, refunds, and redeliveries. However,
some consumers perceive online purchase packaging as excessive and wasteful, often
made of materials that take longer to degrade, such as plastic, cardboard, and paper.
As a result, most packaging materials end up in landfills, potentially contaminating the
soil [31]. [32] suggest exploring the use of reusable plastic crates instead of cardboard
boxes to improve the sustainability of e-commerce packaging. Despite efforts to reuse
and recycle packaging materials, a significant portion is not recyclable. Furthermore,
some materials like bubble bags, polystyrene, and plastic bags take longer to degrade.

The review reveals that retailers and logistics service providers can play a crucial
role in reducing greenhouse gas emissions by implementing feasible solutions. Trans-
port and packaging are key areas that require attention, with the consolidation of deliv-
eries, switching to eco-friendly modes of transport, and exploring sustainable packaging
options being some of the feasible solutions. It is also essential to consider the carbon
footprint associated with pre-and post-purchase travel behavior and handling delivery
failures and returns. By taking direct action where it matters most, we can make a
substantial impact on reducing e-commerce carbon emissions on a large scale.

2.4 Method Employed to Construct Carbon Profile and Measure Carbon
Footprint

Several studies have used a qualitative approach to identify e-commerce activities that
could have an environmental impact. For instance, [33] conducted interviews with logis-
tics operators and used secondary sources to evaluate the purchasing process’s impact
on the electronics industry in Italy. [34] used semi-structured interviews with experts
and document reviews of Corporate Social Responsibility (CSR) and carbon footprint
reports to compare the environmental impact of last-mile deliveries and returns between
six fashion e-commerce sites. [35] not only conducted interviews with retailers but
also employed observation methods by visiting warehouses and stores to evaluate the
environmental impacts of the grocery industry’s online and offline purchasing processes.

The literature proposes various methods for measuring carbon footprint. For instance,
[36] calculated the carbon footprint of e-commerce activities in Thailand using a math-
ematical model based on supply chain parameters such as customers, sellers, market-
places, delivery centers, and delivery agents. [6] proposed a network analysis approach
to calculate carbon emissions from urban freight volume in Jakarta. They used a causal
loop diagram with factors such as e-commerce growth, the carbon footprint from urban
logistics, logistics cost, and truckload capacity. Carbon footprint measurement methods
can broadly be mathematical modeling, regression, and network analysis.

Mathematical Modeling. After a thorough review of existing literature, it was found
that several carbon dioxide calculator apps are available for customers and logistics
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companies. However, the reliability of data obtained from these calculators cannot be
determined as not all disclose their methods and data resources. A German Federal
Environmental Agency study examined 18 pre-existing calculators to create a commonly
used online tool for calculating personal carbon dioxide emissions [37]. Although it
excludes buying methods, it contains categories like living, mobility/travel, nutrition
and consumption, and purchasing behaviors. Nevertheless, until 2013, there was no
accepted method for quantifying carbon emissions in logistics; therefore, businesses
and research employed various techniques and data [38]. France mandated that logistics
companies disclose the emissions of their transports starting on 1 October 2013.

The European Union established the European Norm DIN EN 16258 to calculate
greenhouse gas emissions from transport in 2013 [21]. The scientific framework for pre-
cisely measuring GHG emissions in supply chains was developed and tested by COFRET,
a cooperation of 14 predominantly academic institutions from eight European nations.
Although it is planned for future adjustments, the norm does not currently consider emis-
sions from buildings, warehouses, or handling. It emphasizes the emissions produced
by the fuel or electricity used by vehicles allowing the calculation of carbon emissions
for every single parcel, not simply for transportation. Equation 1 is the commonly used
formula to obtain the carbon footprint for a shipment:

F=WxDXxE (D

where F is the carbon footprint (in kg CO2e), W is the weight of the shipment (in kg),
D is the distance traveled by the shipment (in km), and E is the emission factor (in kg
CO2e/kg-km). The emission factor E represents the amount of greenhouse gas emitted
per unit of distance traveled by the shipment, considering factors such as the mode of
transport, the type of fuel used, and the efficiency of the transport.

The formula for calculating greenhouse gas emissions according to DIN EN 16258
depends on the mode of transport being considered. Equation 2 and 3 provides formulas
to calculate emission based on each mode of transport.

For road transport:

E=F X Ef 2)
For rail, air and sea transport:
E =D x Ef 3)

where E is Emissions (kg CO2e), F is fuel consumption (liters) D is the distance traveled
(km) and Ef is Emission factor (kg CO2e/liter for road or kg CO2e/km for rail, or kg
CO2e/km/passenger for air and kg CO2e/km/tonne for sea), In each case, the emission
factor is a value that reflects the amount of greenhouse gas emitted per unit of fuel or
distance traveled.

Regression Analysis. Shopping online has the potential to reduce the environmental
impact compared to traditional brick-and-mortar retail, although the degree of impact
depends on specific circumstances. However, due to the complexity of the factors
involved, most studies that compare the carbon footprints of online and traditional retail
provide a limited view. To provide a more comprehensive assessment, a study published
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in [30] developed a framework that takes into account all significant environmental fac-
tors associated with retail and e-commerce activities. This model incorporates consumer
behavior, basket size, transport mode, trip length, and frequency to provide a detailed
analysis. The framework utilized regression analysis, a quantitative tool that is easy to
use and offers valuable information on carbon emissions based on the variables studied.

Network Analysis. A method of ecological network analysis, which considers embod-
ied carbon flows in socio-economic networks, was proposed by [39]. They conducted
a case study in China to explore the relationship between embodied carbon structure
and production-based carbon intensity. The study found that wealthy provinces exhib-
ited lower carbon intensities, with embodied carbon flows dispersed across the network,
implying a decentralized carbon mitigation measures requirement. On the other hand,
underdeveloped regions had higher carbon intensities, with most embodied carbon flows
concentrated in a few pathways, highlighting the need for centralized decarbonization
policies. By focusing on the specific carbon emission structures of different regions, the
method can help develop rational mitigation strategies. Given the ambitious emission
reduction goals and uneven regional development, the study aims to support China’s
decarbonization efforts and contribute to developing fair and rational carbon mitigation
policies.

In conclusion, choosing the appropriate method for calculating carbon emissions
in logistics and retail is important. While several carbon dioxide calculator apps are
available, not all of them disclose their data resources, making their reliability difficult
to determine. The European Union has established a standard for calculating green-
house gas emissions in transportation, and the COFRET consortium has designed a
methodological framework for accurately calculating GHG emissions in supply chains.
Regression analysis and ecological network analysis are also valuable tools that provide
valuable information on carbon emissions depending on the studied variables. There-
fore, selecting the most suitable method for calculating carbon emissions can provide
more accurate and comprehensive evaluations, leading to the development of fair and
rational carbon mitigation policies.

3 The Preliminary Investigation Framework

This section presents the proposed framework to perform a preliminary investigation of
the current scenario of carbon footprint contribution among e-commerce. The framework
is shown in Fig. 1.

Figure 1 shows a three-phase framework for performing a preliminary investigation
of the E-commerce Carbon Footprint Contribution. The next subsection discusses in
detail each of the phases.

3.1 Phase 1: Identifying Carbon Footprint Factors

The objective of the first phase is to identify and categorize the elements and factors
contributing to carbon production or savings. The method that will be implemented to
achieve this objective is a literature survey to identify the elements and factors related to
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Phase 1

OBJECTIVE: To identify and categorise
the elements and factors contributing to
carbon production or savings

METHOD:

* Literature Survey

« Analyzing and categorizing elements
and factors according to retailer,
logistics and courier

Phase 2

Phase 3

v

OBJECTIVE: To evaluate the
consumption  profiling  from  the
participating organisations

METHOD:

e Case Study (retailer, logistics and
courier)

* Construct consumption profiling

OBJECTIVE: To propose a measurement
method and matrix suitable to measure
carbon contribution for e-Commerce,
logistics and courier players based on
best practices and industry standards
across other sectors and/or
jurisdictions.

METHOD:

* Literature search on the best
practice and industry standards in
other countries or other sectors.

* Devise the carbon contribution
calculation

OUTPUT:

« List of E-commerce related elements
and factors that contribute to carbon
production

v

v

OUTPUT: Consumption profile  of
retailer, logistics and courier

OUTPUT: Measurement method for
carbon  contribution calcuaton for
retailer, logistics and courier players

* List of E-commerce related elements
and factors that reduce carbon
production

Fig. 1. The E-commerce Carbon Footprint Contribution Preliminary Investigation Framework

carbon production in previous studies. The identified elements and factors will then be
analyzed and categorized according to the e-commerce participating players’ i.e., retail-
ers, logistics, and couriers. The output of this phase will be a list of e-commerce-related
elements and factors that contribute to carbon production and a list of e-commerce-related
elements and factors that reduce carbon production.

3.2 Phase 2: Constructing Carbon Consumption Profile

The second phase of this study involves the objective of evaluating the consumption
profiling from the participating organization. To achieve this objective, a case study will
be conducted on the participating organization to collect detailed information on the
activities involved in the complete e-commerce process to construct the carbon profiling.
The output of this phase will be the carbon consumption profile.

The case study is particularly useful for exploratory study and appropriate to under-
stand the online business activities that could impact the environment. This case study
focuses on Lazada, an online business website for retailers to enhance their sales chan-
nels. Lazada was chosen as it is ranked as number one of the top ten list of e-commerce
sites in Malaysia for 2022 [40]. Its monthly traffic is around 31.29 million hits.

A multisource and multimethod data collection method is proposed in this frame-
work. The data will be collected through secondary sources involving traditional media,
company websites, and internet articles. Meanwhile, interviews will be conducted with
managers handling the online business life cycle activities.

Data analysis and data collection will be conducted concurrently to allow the emer-
gence of empirical data and theoretical concepts in capturing a novel phenomenon [41].
Face-to-face and online interview sessions will be recorded. The recorded data will be
transcribed verbatim. The transcript will be subjected to thematic analysis using Atlas.
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ti software. The secondary data will be subjected to content analysis. The participants
will be determined by contacting the liaison officers or representatives at Lazada through
LinkedIn and their company website.

3.3 Phase 3: Developing Carbon Contribution Measurement Method

The third phase is to propose a measurement method and matrix suitable to measure car-
bon contribution for e-Commerce, logistics, and courier players based on best practices
and industry standards across other sectors and/or jurisdictions. To achieve this objec-
tive, a literature search will be conducted on the best practice and industry standards in
other countries or other sectors to devise the carbon contribution calculation. The output
of this phase will be the measurement method for carbon contribution calculation for
retailers, logistics, and courier players.

The literature revealed various approaches for measuring carbon contribution, there-
fore, this phase will involve a thorough search of the literature to identify the most
suitable approach. Once the approach is identified, the next step is to conduct an ana-
Iytical approach on the identified carbon contributing factors and elements from Phase
1 and the carbon profile of the identified online business from Phase 2. Both this infor-
mation will be analyzed to be incorporated into the construction of the carbon footprint
measurement method.

4 Implementation Challenges and Impact

The paper presents a framework for the preliminary investigation of the e-commerce
carbon footprint contribution. This section discusses some challenges that may arise in
implementing the proposed framework. We also discuss the implication of implementing
the preliminary investigation using the proposed framework.

4.1 Implementation Challenges

Conducting a preliminary investigation related to carbon footprint profiling of e-
commerce comes with challenges such as data acquisition, ensuring the sufficiency
of data to create the carbon footprint profile and the challenges of developing a model
with insufficient data.

One of the main challenges in conducting research related to carbon footprint profil-
ing is gaining access to relevant organizations and their data. Acquiring data from these
organizations can be difficult, especially if the organization is unwilling to cooperate or
if the data is confidential. Also, it may be challenging to contact some organizations,
which might make the research process more challenging. Researchers may need to
build relationships with pertinent groups, explain the significance of the research and
the advantages of participation, and reassure them that their data would be handled with
privacy and security in mind to solve this difficulty.

The unavailability of adequate data to build a model is another problem in carbon
footprint profiling research. This is particularly true for small and medium-sized busi-
nesses, which could lack the tools or capability needed to gather and disclose information
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on their carbon impact. Furthermore, it may be difficult to develop the model because
of missing or faulty data effectively. We could need to leverage various data sources,
including publicly available databases or secondary data, to address this problem, and
we might need to create statistical models to estimate the missing data.

Even with the best efforts, there may occasionally not be enough data to build a carbon
footprint model. This could happen if the company hasn’t gathered data on particular
parts of its operations or if the data is unreliable or erroneous. We may need to employ
alternate strategies to study the potential effects of missing data in certain situations,
such as creating scenario-based models or performing sensitivity analyses. Another
strategy is to use proxy data, such as industry benchmarks or data from organizations
with comparable purposes, to calculate carbon emissions.

4.2 The Impact of Implementation

When the framework is implemented, the outcome of the preliminary investigation can
provide the following implication; by identifying the contributing factors of the carbon
footprint and constructing a carbon footprint profile for the e-commerce industry and
its players, the preliminary investigation can provide valuable insights into the current
practices and the severity of the existing carbon footprint produced by e-commerce com-
panies. This information can help businesses make informed decisions about reducing
their carbon emissions and developing more sustainable practices. For example, the
researchers can identify which activities and processes have the highest carbon footprint
and suggest ways to reduce emissions through changes in these areas.

The development of a measurement/model/matrix can be used as a measuring scale to
measure and evaluate the future carbon footprint contribution of the e-commerce indus-
try. Furthermore, it may be used to create a standard and compare the carbon footprint of
different companies and industries. Another benefit of the measurement/model/matrix
is that it can be used to monitor carbon reduction progress and set achievable targets
over time. This could motivate businesses to take action to lessen their carbon footprint
and foster a culture of sustainability within the e-commerce sector.

5 Conclusion

In conclusion, a carbon footprint profiling study can significantly benefit the e-commerce
industry by providing a guideline to reduce carbon emissions and contribute to environ-
mental sustainability. Establishing relationships with organizations, using different data
sources, and devising alternative solutions can overcome the challenges faced in this
research, such as gaining access to relevant organizations, dealing with incomplete data,
and having difficulty adopting innovative modeling approaches.

Identifying the contributing factors and constructing a carbon footprint profile can
enable the e-commerce industry to gain insights into their operations’ carbon emis-
sions, enabling them to make informed decisions on reducing their carbon footprint.
Additionally, constructing a carbon footprint measurement/model/matrix can be viewed
as an initiative to develop a standardized and transparent method of assessing carbon
consumption, setting targets for reduction, and monitoring progress over time. This
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can encourage companies to take responsibility for their carbon emissions, implement
sustainable practices and create a sustainability culture in the e-commerce industry.

Future work will concentrate on implementing the proposed framework, develop-
ing the carbon footprint profile for the e-commerce sector, and devising an appropri-
ate measurement/matrix/model to accurately calculate the carbon contribution of the
e-commerce industry in Malaysia. Once the framework is implemented, the study’s
finding can be extended beyond the e-commerce industry. Carbon footprint profiling
can help impact business operations on the environment by increasing awareness of
environmental issues. As a result, more sustainable practices in all industries can be
established. Furthermore, climate change policy decisions can be devised by provid-
ing policymakers with accurate information about the potential impact of legislation on
carbon dioxide emissions by the e-commerce industry.

To address the environmental impact of carbon footprint in online retail, customers,
retailers, and logistics service providers can make significant positive contributions by
taking specific actions. The initiatives include greening the delivery fleet, encouraging
sustainable collection trips, and transforming packaging practices. Additionally, these
stakeholders can generate and increase awareness about this issue in collaboration with
policymakers. By working together, we can effectively tackle the challenges associated
with carbon footprint and create a more sustainable future for e-commerce activities.
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Abstract. The significance of financial planning in individuals’ lives cannot be
understated. People are transitioning from traditionally paper-based or tangible
methods of tracking their finances to more digital-based approaches. However,
recent studies indicate that the study on personal financial management systems
is limited, and the traditional software did not meet the users’ needs. The current
software lacks the ability to offer practical recommendations to users and direct
them towards achieving their financial objectives. This study aims to design a
personal financial management software that implements artificial intelligence
techniques. A rule-based expert system technique was adopted to provide practical
recommendations and support users in achieving their financial goals. Besides that,
a prototype of the proposed system will be developed and evaluated by domain
experts using a user perception survey. The results reveal that the respondents are
satisfied with the design of the proposed system. The outcome of this study could
provide practical recommendations that users can use to make informed financial
decisions and accomplish their financial objectives.

Keywords: Personal Financial Planning - Artificial Intelligence - Expert System

1 Introduction

The application of digital technology in the financial market and internet connectivity
has become pervasive in this digitised world, increasing the opportunity for people to
interact and access the digital effusion of financial data. Indeed, there have been various
types of electronic payment, online banking mobile applications, web pages, and other
online financial services available to users in the past few years. Therefore, managing
and analysing digital financial data has become increasingly complicated.

In this age of globalisation, the quality of goods and services is constantly improving.
To survive in this expanding and crowded market, the sales and marketing team employed
a variety of techniques to imbue their branding and product image in the minds of their
consumers. This shortens the time for the consumer to consider the importance of their
product. However, consumers’ awareness of their own personal finance is decreasing at
the same time. According to Priantinah et al. [1], personal financial management can
be defined as understanding and acquiring financial information to plan and generate
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assets. It is an essential skill that needs to be learned and practised because it enables
people to achieve their life goals.

While managing personal finances is important, only some have the knowledge or
capability to do this. Besides, even the most economically astute person can become
confused or short-sighted. Munohsamy [2] explains the significance of personal finan-
cial management, stating that it allows for a higher standard of living, which leads to
better health and less financial stress. Muske & Winter [3] also mention that long-term
financial security is seen to be possible with good personal financial management. How-
ever, they discovered that only a few individuals applied the suggested personal money
management strategies.

Technology-related tools are believed to make personal financial management easier
in daily life. People now, especially the younger generation, are expected to be able to
adapt to technology in managing their finances. According to Hokin [4] spending without
limits and goals is the biggest problem in personal finance. This issue may be solved
when someone specifies their purpose with supporting tools that are able to manage
their own personal finance. Therefore, when developing a personal financial management
application for the users to support money management and decision making, it is critical
to understand what they want to do so that these applications meet their needs and
expectations rather than imagined ones.

This research aims to (i) determine the requirements of the prototype for a rule-
based personal financial management expert system, (ii) construct a prototype for a
rule-based personal financial management expert system. (iii) evaluate the rule-based
personal financial management expert system prototype.

2 Problem Statement

Personal finance can help people better understand where money is spent and where it
comes from. The user can draw conclusions based on this information and make better
decisions for better financial capability. Moreover, it is important for an individual to
understand that planning and budgeting can help avoid problems, such as overspending
and budget gaps, especially for those with debt or loans. Next, the requirements for
personal financial control keep increasing, and it is impossible for everyone to keep a
lot of information in mind simultaneously.

The main problem with personal finance is that people spend without knowing their
limits and without having a plan. Therefore, many people start analysing their expendi-
tures and budget. Unfortunately, there are some people who lack the time and information
to deal with this. According to Vasyliuk & Basyuk [5], people sometimes only know the
approximate value of their expenditure. However, the real statistics of the financial data
are different from this figure. Vahidov & He [6] also highlight concerning trends in the
personal finance domain that researchers have overlooked. Therefore, there is a need for
a system that can help users keep track of and manage their financial data.

However, the current study on the personal financial management system is still lim-
ited, especially in the requirement model for a personal financial management system.
According to Lewis & Perry [7], the study on how users track their financial transac-
tion every day is very limited, and little is known about how users keep track of their
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daily financial activities. Although some existing commercial software, such as Manilla,
Quicken and FinanceWorks, currently supports personal financial management, they
found out that most of the software was not used by users due to a mismatch with the
needs, security, and inconvenience. They also show that the fulfilment of the users’
needs and requirements are the keys to successful personal financial management soft-
ware. Moreover, the current commercial application requires in-app purchases and a
high monthly subscription to function properly which is not affordable for most users
[8].

In addition, Xie [9] found that most traditional software consists of meaningless
operations and redundant functions. They suggest that personal financial management
software users should focus on the data rather than spend energy and time to understand
the complex user interface. This is supported by Kozhevnikov et al. [10], which mention
that most of the current popular personal financial management applications have been
created for a long time with outdated technology, inflexible user interfaces and a lack
of important features. They also mention there is a need to identify the requirement or
design for creating a next generation personal financial management information system.
Apart from that, the current personal finance application lacks the capability to provide
users with actionable advice [11]. As a result, the application cannot guide users towards
achieving financial stability. Considering that most users make purchase decisions based
on unconscious factors is crucial.

ABased on the literature reviewed above, further research is still needed, particularly
in designing an effective personal financial management system. To address this gap, this
study proposes a new design for a personal financial management system that leverages
Al capabilities to offer practical recommendations and support users in making informed
decisions to achieve their financial goals.

3 Related Work

According to Nafed [12], expert systems are classified as one of the most significant
areas of artificial intelligence. It can be considered an artificial intelligence technique
[13]. An expert system is an intelligent computer program that utilizes knowledge and
inference techniques to address complex problems that typically require consultation
with domain experts. In the same context, Jackson [14] defined an expert system as
a software application that utilises knowledge and reasoning of a specialised subject
matter to solve problems or provide advice. Giarratano & Riley [15] suggest that an
expert system consists of two distinct components: an inference engine and a knowledge
base. Moreover, Holsapple et al. [16] suggested the application of an expert system
in financial management, including portfolio analysis, credit analysis, insurance, and
security trading.

In this study, a comparison and analysis will be conducted among three popu-
lar personal financial management applications, namely Money Manager, Dollarbird,
and Goodbudget. Additionally, the important requirements of this application will be
identified and elicited. Table 1 shows the results of the comparative analysis based on
observations.
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Table 1. Results of Comparative Analysis

Features Money Manager | Goodbudget | Dollarbird | Proposed System
Able to add, delete and modify |/ / / /
transaction

Able to track past transaction |/ / / /
Allows for customisable date |/ / X /
ranges when visualising graphs

Able to set budget or financial |/ / X /
goals

Allows for accessing spending | x X X /
patterns and generating alerts

Revising budget and providing | x X X /
actionable recommendation

Based on the findings presented in Table 1, this study reveals that the selected popular
personal finance management application could store and visualise the daily transaction
of the users. However, these applications cannot revise the budget and provide actionable
advice to users. As a result, this study reaches a similar conclusion to the study con-
ducted by Althnian [11], which mentioned that these applications lack the ability to lead
users to financial wellness. The common features of these applications such as adding,
modifying, and visualising transaction will be gathered, analysed, and transformed into
the requirements of the proposed system.

In summary, expert systems can be used in a wide area of application, especially in
financial management. The main reason is that it can be used to solve problems related
to control, simulation, selection, design, prescription, diagnosis, planning, prediction,
monitoring, and others [12]. The proposed system will focus on the area of personal
financial planning due to the limited study in that domain. Personal finance management
is an important domain researcher always overlook [6]. Apart from that, the problem-
solving paradigm of the proposed expert system will be planning.

4 Methodology

The research methodology used in a study is determined by the research objectives and
the consideration by the researcher [17]. The mixed research approach, incorporating
both qualitative and quantitative methods, will be employed in this study for data col-
lection and analysis. The requirements will first be obtained through qualitative means
such as observation and document analysis, followed by the creation of a prototype to
demonstrate these requirements. The validity of the design will then be evaluated quan-
titatively. The study will adhere to the Design Science Research in Information Systems
framework proposed by Vaishnavi & Kuechler [18], a widely adopted approach in vari-
ous fields including computer science and engineering, as depicted in the accompanying
Fig. 1.
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Fig. 1. Design Science Research (Vaishnavi & Kuechler, 2004)

The process of this study begins with identifying and defining a specific problem
or opportunity in the field of information systems. The requirements and knowledge
necessary for the proposed expert system prototype will also be identified, acquired,
and stored in the decision table as a production rule in the knowledge base during this
stage. Next, the context diagram, flow chart, and data flow diagrams will be employed to
represent the requirements and develop a tentative design of the new system. This will
be followed by developing a prototype that represents a portion of the system. Once the
prototype is complete, the system will be evaluated by domain experts, which consist
of one personal financial advisor, one credit analyst from the financial institutions and
one educator with a strong background in finance using a survey questionnaire. The
evaluation results will be tabulated and analysed using the arithmetic mean (M) and
sample standard deviation (SD).

In summary, objective (i) will be achieved during the suggestion phase, where sug-
gestions and designs for the development of the system will be made. Objective (ii) will
be achieved during the development phase, where the prototype system will be built
based on the suggestions. Finally, objective (iii) will be achieved during the evaluation
stage, where the system will be evaluated to determine its accuracy and validity.

5 Discussion

The proposed system’s prototype has been successfully developed to showcase its design
and give users an idea of how the system will operate. To ensure that reviewers can clearly
understand the design of the system, a medium-fidelity prototype will be used to illustrate
the system. A medium-fidelity prototype falls between low and high-fidelity prototypes.
It allows users to interact with limited functionality, is cheap to develop, and provides
a clear overview of the system design to the users. The prototype was created using
the Python programming language, with an SQLite database, and a Tkinter interface.
Figure 2 shows the context diagram of the proposed system.
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Fig. 2. Context Diagram of PFMES

The user will input their financial transactions and financial goals to the system. The
system will track and analyse their financial transactions. The system will also produce a
financial report and visualise it through various graphs. The system will give the student
recommendations based on the analysis and financial report results. Additionally, the
financial planner can update some emerging financial analysis methods to the system in
the future.

5.1 System Module

The system consists of three modules: tracking module, analysis module and recom-
mendation module, as shown in Fig. 3.

Personal Financial
Management Expert
System

[ |

Recommendation

Tracking Module Analysis Module Module

Fig. 3. System Module of PFMES

First, the tracking module tracks and stores users’ financial activity, enabling them to
enter and view transactions over a customized period. In addition, it helps users become
aware of how much they earn and spend over a specific period. Next, the analysis
module aims to help users understand their financial behaviours by providing analysis
and insights into their finances. It allows users to categorise and visualise their financial
transactions through various types of charts. Lastly, the recommendation module is the
core of the proposed system. It is designed to give users practical advice by analysing
their financial data and offering customised recommendations using the rule sets stored
in the knowledge base. It consists of two sub-modules: savings advice and spending
advice.
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5.2 System Architecture

User System Working Inference Knowledge
Interface Memory Engine Base

Fig. 4. System Architecture of PFMES

Figure 4 shows the four main components of the proposed expert system: system
interface, working memory, inference engine, and knowledge base. The working memory
stores relevant facts and intermediate results required for operating the system’s rules.
It holds all the information necessary to solve problems and make logical inferences
based on the rules or knowledge stored in the knowledge base. The inference engine
produces the consultation outcome by using the facts in the working memory and domain
knowledge base to derive new information. It analyses the facts to come up with a
solution. The knowledge base is a crucial component of the expert system, containing a
set of rules and facts needed for problem-solving or generating solutions. For this study,
the knowledge is extracted from previous research and stored as production rules in a
decision table [11]. Finally, the interface is a graphical component that allows users to
interact with the system by inputting data and viewing important information.

To demonstrate the capabilities of the personal financial management expert system
(PFMES), this article presents a case scenario of Tim, a 27-year-old civil engineer with
a monthly income of RM 3,500. Tim’s goal is to save RM 1 million for retirement at
age 55, but he’s unsure whether his plan is feasible. Currently, he’s using a traditional
method to record his financial transactions, and the application only allows him to view
a summary report of his total net worth. Therefore, Tim has decided to switch to the
proposed PFMES. To get started, he must log in to the system through the login interface
depicted in Fig. 5. Since the personal financial data is sensitive, the system will encrypt
the information and only allow authorised users with valid login credentials to access it.

[ Personal Financial Management System (Login) - o X

Login Name Personal Financial
Management System

Tim
Password

Login '.'Ill

Fig. 5. Login Page of PFMES
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After logged in, Tim can set his desired savings amount and timeline, as illustrated
in Fig. 6. He aims to save RM 1 million by the time he reaches 55 years old, which will
be in 28 years or 336 months (28 years x 12).

Saving Goal
Target Amount (RM):

Duration (Month): 336 |

Fig. 6. Goal Setting Page of PFMES

Once Tim has set his savings target, the system enables him to record or modify his
financial transactions by displaying the income record screen from the tracking module,
as shown in Fig. 7. He can easily switch to other screens by clicking on the navigation
buttons located at the top of the screen.

Chart

Record Income I | ote: IR Month: [EYIE Year: [N

Date o Amount (RM)  Category.
Description v 500,00 n

Category

Amount (RM) S I

Fig. 7. Record Income Page of PFMES

After Tim records his financial transactions, the system enables him to sort and
visualise his financial data using various charts through the analysis module. As an
example, Fig. 8 shows the pie chart of Tim’s expenditure categories in 2023.

Figure 9 displays the visualisation of Tim’s expenditures using a bar chart for the
year 2022. Additionally, the system will calculate the average expenditure for each
transaction.

Furthermore, the analysis module of the system will summarise Tim’s financial data
and enable him to view his personal financial report, as illustrated in Fig. 10.
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Bank
Cash
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67.18%

Fig. 8. Pie Chart of PFMES

hverage Expendiure: RM 23167  EXPENDITURE BAR CHART 2022
== Monthly Expenditure

Expenditure (RM)

Personal Financial Report 28 March 2023, Tuesday

Summary
Total Income (RM) 15,700.00 Total Networth (RM) 2,410.00
Total Expenditure (RM) 13,290.00 Total Planned Expenditure (RM) 28,270.00
Saving Target (RM) 1,000,000 Variance (%)
Time To Achieve (Month) “ Overspending Alert m

Fig. 10. View Report Page of PEMES

Finally, Tim can seek advice from the system to help him make informed decisions
about his finances, as shown in Fig. 11. The system informs Tim that his current saving
goals are not feasible and suggests that he increase the duration to 415 months. Alterna-
tively, it recommends that he save up to RM809,759 over the course of 55 years based on
his current spending habits. Additionally, Tim’s variance is desirable because his actual
expenditure is lower than his planned expenditure, and he has no overspending alerts. In
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addition, Tim can ask the system whether he should purchase a new gaming laptop for
entertainment that costs RM2,200, despite not really needing it. After analysing Tim’s
current financial situation, the system advises against the purchase, explaining that it is
not worth the expense.

Saving Goal
Evaluation of Your Saving Goal (Summary)

Based on the calculation, your saving plan NOT feasible.
You should INCREASE the duration or REDUCE the amount to save.
Recommended Duration (Month):415 | Recommended Amount (RM):809759.0
Your variance is DESIRABLE

Spending Advice
Purchase Recommendation

Price of Item You Want to Purchase (RM):  EI [N
1. You affords the purchase.

2. Itis not worth. R JTTTYE Not Necessary
3. You may purchase.

Fig. 11. Financial Advice Page of PEMES

6 Results

In this section, the evaluation of the developed prototype is discussed. The assessment
was conducted after the prototype was created to determine the system’s accuracy and
validity. The evaluation will be conducted by three domain experts (N = 3) with a strong
finance background using a survey questionnaire. Moreover, they are also existing user
of the current personal finance application. This study will adapt the extension of TAM
proposed by Tella & Olasina [19] in the questionnaire and used to evaluate the system.

The survey questions were assessed using a Likert scale that spanned from 1 to 5,
where 1 corresponded to a strong disagreement and 5 indicated a strong agreement.
Every participant was given a brief description of the system’s functionalities along
with a demonstration of the prototype. Furthermore, they were given the opportunity
to ask questions and interact with the prototype before completing the questionnaire to
provide their perceptions. The findings of the evaluation, specifically on the Perceived
Usefulness aspect, are presented in Table 2.

Based on the result, the respondents think that the system would help them achieve
their financial goals (M = 4.33 and SD = 0.58) and implement their financial plan (M
= 4.33 and SD = 0.58). They also think the prototype would be useful for managing
their finances (M = 3.67 and SD = 1.15). Next, the system would help them to follow
their budget (M = 4.33 and SD = 0.58) and improve their financial performance (M =
4.00 and SD = 1.00). Finally, the system would enhance their effectiveness in managing
finance M = 3.67 and SD = 1.53).

Based on Table 3, the respondents think the system is easy to use (M = 3.67 and
SD = 0.58) and can use the system without written instruction (M = 4.00 and SD =
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Table 2. Evaluation on Perceived Usefulness

Questions Mean (M) Standard Deviation (SD)
Using the system would help me to achieve my 4.33 0.58

financial goals

Using the system would help me implement my | 4.33 0.58

financial plan

The system would be useful for managing my 3.67 1.15

personal finance

The system would help me follow my budget 4.33 0.58

The system would help me improve my personal | 4.00 1.00

financial performance

The system would enhance my effectiveness in 3.67 1.53
managing my personal finance

Table 3. Perceived Ease of Use

Questions Mean (M) Standard Deviation (SD)
The system is easy to use 3.67 0.58

I can use the system without written instruction | 4.00 1.00

My interaction with the system is clear and 4.33 0.58

straightforward

Using the system requires little mental effort 3.33 1.15

I did not notice any inconsistencies when [ use | 3.00 1.73

the system

I can use the system successfully every time 4.00 0.00

1.00). They also agree that their interaction with the system is clear and straightforward
(M = 4.33 and SD = 0.58) and using the system requires little mental effort (M = 3.33
and SD = 1.15). However, respondents expressed uncertainty about the consistency of
the prototype (M = 3.00 and SD = 1.73). Finally, they can use the system successfully
every time (M = 4.00 and SD = 0.00).

Based on Table 4, the respondents think that the system saves time and effort (M
= 4.00 and SD = 1.00). Next, they agree that the system can help them understand
their spending habits and make more informed financial decisions (M = 4.67 and SD =
0.58). Finally, the respondents think that receiving advice through the system has been
a pleasant experience (M = 4.00 and SD = 1.00).

Based on Table 5, the respondents would like the system to be adopted daily (M =
4.33 and SD = 0.58). Next, they agree that the system is appealing (M = 3.67and SD =
1.15). Finally, they think replacing traditional financial management methods with the
proposed system is a welcome idea (M = 4.33 and SD = 0.58).
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Table 4. Perceived Benefits

255

Questions Mean (M) | Standard Deviation (SD)
The system saves time and effort 4.00 1.00

The system can help me understand my spending habits | 4.67 0.58

and make more informed financial decisions

Receiving advice through the system has been a 4.00 1.00

pleasant experience

Table 5. Evaluation on Attitude Towards Use

Questions Mean (M) | Standard Deviation (SD)
I like the system being adopted in daily life 4.33 0.58
The system is appealing 3.67 1.15
Replacing traditional financial management methods | 4.33 0.58

with the proposed system is a welcome idea

Table 6. Evaluation on Perceived Satisfaction

Questions Mean (M) | Standard Deviation (SD)
I’m satisfied with the guidance provided by the system | 4.00 1.00

I’'m satisfied with the feedback provided by the system |4.33 0.58

I’'m satisfied with the proposed system to be used in the | 4.00 1.00

future

Based on Table 6, the respondents are satisfied with the guidance provided by the
system (M = 4.00 and SD = 1.00). Next, they were also satisfied with the feedback
provided by the system (M = 4.33 and SD = 0.58). Finally, they are satisfied with the
proposed system to be used in the future (M = 4.00 and SD = 1.00).

Table 7. Evaluation on Actual Use

Questions Mean (M) | Standard Deviation (SD)
I received a spending alert from the system 4.33 0.58
I will use the proposed system every day 4.33 0.58
The system would come to stay as a tool for managing | 4.33 0.58

financial transactions and budgeting
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Based on Table 7, the respondents received the spending alert from the system (M
= 4.33 and SD = 0.58). Next, they agree that they will use the system every day (M =
4.33 and SD = 0.58). Finally, the system would come to stay as a tool for man-aging
financial transactions and budgeting (M = 4.33 and SD = 0.58).

Table 8. Evaluation on System Continuance Intention

Questions Mean (M) | Standard Deviation (SD)
I expect that, the use of the proposed system should 4.67 0.58

continue

No matter what, I will support continued usage of the | 4.00 1.00

proposed system

I plan on using the proposed system on a regular basis | 4.00 1.00
in the future

Based on Table 8, the respondent expects the proposed system’s use should continue
(M =4.67 and SD = 0.58). Next, the respondent will also support the continued usage
of the proposed system (M = 4.00 and SD = 1.00). Finally, the respondent plan to use
the proposed system on a regular basis in the future (M = 4.00 and SD = 1.00).

7 Conclusion

This study proposes a design for a personal financial management system that utilises
rule-based expert system techniques from artificial intelligence to help users achieve
their financial goals by providing practical recommendations. This study’s initial step
involved identifying the requirements for the proposed system. Subsequently, a prototype
was developed to illustrate the system design. Three domain experts will further evaluate
the system design to ensure its validity and accuracy. The respondents are satisfied with
it. The system offers an enhancement compared to current systems because it can offer
insightful financial recommendations to users using the rulesets stored in the knowledge
base. In addition, the guidance provided by the system can assist users in improving
their financial planning skills and performance. This study can also serve as a reference
for other researchers who aim to build similar systems in the future and provides insight
into the key features that should be incorporated to enhance the long-term success of
such software systems.

However, the scope of the current system is limited to the financial planning aspect
of personal finance. In the future, there is potential for the system to expand to include
other areas such as insurance, investment, banking, and taxes. Additionally, the system
prototype is only built for desktop usage, but the future system can cover other platforms
and utilize the latest technologies, such as web and mobile versions. Furthermore, the
present system only covers rulesets for saving and spending advice. The system can
be expanded to include more advanced rulesets for financial planning or forecasting
techniques in the knowledge base. This can involve more areas of expertise from domain
experts.
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Additionally, the current system is only evaluated by domain experts, but the future

system can involve existing users and cover a larger number of samples. Finally, the cur-
rent study only utilises rule-based expert system techniques from artificial intelligence.
Nevertheless, the future system can include other techniques such as machine learning,
deep learning, and natural language processing.
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Abstract. Rice production is critical to food security, and accurate yield predic-
tions are required for planning and decision-making. However, precisely predict-
ing rice yields using machine learning models can be difficult due to the compli-
cated interactions of various factors, such as how climate affects rice production.
This study sought to solve this rice production is critical to food security, and accu-
rate yield predictions are required for planning and decision-making. However,
accurately predicting rice yields using machine learning models can be difficult
due to the complicated interactions of various factors, such as how climate affects
rice production. This study aims to address this issue by investigating how climate
data affect Malaysian rice yield prediction models. The study used a linear regres-
sion model trained on rice production data and compared its performance with
models incorporating climate data. Both datasets covered the period from 2010
to 2021 in Malaysia. The study found that including climate data significantly
improved the prediction accuracy, with an approximately 77% improvement in
MAE and 69% in RMSE. The results suggest that incorporating climate data into
yield prediction models is essential for accurate and reliable predictions. These
findings have important implications for stakeholders in the agricultural industry
who can use accurate yield predictions to make informed decisions. However, the
study’s limitations include using a single predictive model and data from a single
country, suggesting the need for future studies to explore other machine learning
algorithms and expand the scope of the research to other regions. Overall, this
study contributes to the growing body of literature on the impact of climate data
on yield prediction models and highlights the importance of considering climate
data in agricultural decision-making.

Keywords: Rice production - Climate data - Machine learning - Crop yield
prediction - Linear regression
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1 Introduction

Rice is a staple food for many people worldwide, including Malaysians. Meeting domes-
tic rice demand is difficult because of distracting variables such as rising population,
changes in land use, soil quality, weather patterns, plantation diseases, and restricted
access to innovation, technologies, and resources [2, 3]. A reliable system for fore-
casting future rice yield is required to achieve food security. However, because of the
variability of the factors influencing rice output, developing a one-size-fits-all forecast-
ing model is difficult. Moreover, the conventional practice often relies on historical data
and expert recommendations and may not consider all factors influencing rice production
in forecasting rice yields [17].

To overcome these challenges, machine learning approaches appear as recent alterna-
tives to build prediction models for crop yields. It has a wider ability to capture complex
relationships between various characteristics and may incorporate massive amounts of
data, such as climate data. However, further study is needed in Malaysia on the utility
of integrating weather-related information into machine learning models for rice crop
prediction. In recent years, there has been a rise in interest in using machine learning
approaches to create prediction models for crop output [2—4] and examine the influence
of climate on agricultural productivity. Due to the continuous interaction of various vari-
ables impacting rice production, predicting rice yields using machine learning models
can be challenging.

Climate is one of the impacting factors in agriculture, including rice. A previous
study has revealed that climatic conditions influence rice production in Malaysia [2, 3].
However, it is unclear how much climatic data can increase the accuracy of rice crop
estimates in Malaysia. This study investigates the effectiveness of including climate data
in predicting rice production in Malaysia using linear regression. Our hypothesis was
that including climate data in the prediction model could increase the accuracy of rice
yield estimation in Malaysia, as climate is crucial to rice production. This study aims to
provide insights into the possible benefits of integrating climate data for rice production
prediction in Malaysia by including it in a regression model. In relation to this, the yearly
rice yield information, as well as season indicators for the main and secondary plantation
seasons of 10 years from states in Malaysia, were employed in the modeling. In addition,
climatic data as predictors such as wind speed, temperature, humidity, and rainfall were
also included in the model.

This study is organized as follows: a complete overview of related studies, method-
ology, findings, and a discussion of the research’s significance for agricultural practices
and future research in Malaysia. The study is expected to contribute to the growing body
of literature on the impact of climate change on agriculture in Malaysia, as well as give
important insights for policymakers and farmers in this country.

2 Related Work

Agriculture plays a crucial role in many countries, providing food and employment
opportunities for millions of people. Accurate crop yield prediction is essential for farm-
ers, policymakers, and other stakeholders because it can drive agricultural production,
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distribution, and pricing decisions. Traditional approaches to yield prediction have relied
on statistical models and expert knowledge. However, recent advances in machine learn-
ing and data science have led to the development of more accurate predictive models for
crop yields [5].

Rice yield prediction models can be modeled based on three approaches that are
mechanistic, statistical/machine learning, and deep learning-based [19]. Regression
modeling is a popular technique under statistical machine learning models for develop-
ing predictive models in agriculture. Regression models aim to establish a relationship
between a dependent variable (in this case, crop yield) and one or more independent vari-
ables (such as climate data, soil quality, and agricultural practices). Regression models
can be simple or complex, depending on the number and type of independent variables
used. The quality of the data and the correlation among the variables used to generate
the model might have an impact on regression performance. [6].

There has been growing interest in using regression models to predict crop yields with
climate data recently. Climate factors such as temperature, humidity, rainfall, and wind
speed are essential predictors of crop yields in many regions [7]. By incorporating climate
data into regression models, researchers have developed more accurate and reliable
predictions of crop yields [2, 3]. [18] replicated factors influencing rice production by
combining typical independent variables such as temperature, precipitation, sunlight
hours, and relative humidity to develop a deep learning-based rice yield forecast model.
Other rice yield prediction models based on deep learning can be seen in [19].

In Malaysia, machine learning in combination with climatic data has proved very
useful for predicting rice yields. As a staple crop, thus forecasting rice harvests is criti-
cal for guaranteeing food security and economic stability [1]. In Malaysia, researchers
discovered that adding climate data into regression models may greatly increase the
accuracy of rice yield predictions [2, 3]. Because climate involves many types of predic-
tors, an experiment using a different climate predictor may yield a different result. This
study emphasizes the need of using climate variables when developing forecast models
for rice yields in Malaysia.

To summaries, regression modeling and the integration of climate information are
important input for predicting crop yields in agriculture. Regression models may be used
to create correlations between dependent and independent variables, and using climate
data as an independent variable can enhance forecast accuracy. In the context of rice
production prediction in Malaysia, adding climate data has shown to be a significant
method for boosting forecast accuracy and guaranteeing food security in the country.

3 Methodology

This study’s methodology section focuses on predicting rice yields in Malaysia using
regression modelling techniques, with a particular emphasis on the role of climate data
in this process. We employed a series of steps to achieve this, including data collection
and analysis, data preparation, and regression modelling. Figure 1 provides a flowchart
of these steps and their interconnectedness in the overall process.



Improving Rice Yield Prediction Accuracy 261

Start — Data i(;l:i;:i:n and Data preprocessing Regression Modelling —> End

Fig. 1. Flowchart of the steps involved in predicting rice yields using regression modelling and
climate data in Malaysia

3.1 Data Collection and Analysis

There are two types of datasets used in this study; firstly, the climate dataset and secondly,
rice production data. Both datasets were contributed by different agencies and were
merged for mining.

The Malaysian Meteorological Department took the climate data used in this study.
It consists of four numerical variables: wind speed, temperature, humidity, and rainfall.
These data were collected from 2010 to 2021 for each month and are available for all
states in Malaysia. These variables are essential in the study of agriculture as they affect
plant growth and development, particularly in the case of rice. The suitability of these
data for the study of agriculture has been shown in previous studies [2, 3].

The Department of Statistics Malaysia provided the rice production data. This dataset
was explained by three numerical variables that are rice yield, parcel area, and planted
area. In addition, the data includes categorical variables such as the state of Malaysia,
year, and season indicators. The rice yield data are reported annually for each state in
Malaysia, with a range of values from 1.48 to 6.56 tons per hectare between 2011 and
2021. The parcel area represents the land used for rice cultivation, while the planted
area represents the area where the rice crop is planted. These variables are necessary for
prediction because they represent information on the quantity of land utilized for rice
cultivation, which directly impacts yield. Adding categorical variables, including state,
year, and season indicators, allows for examining how these variables impact the rice
production forecast.

3.2 Data Preparation

The data preparation stage is an important phase in data analytic studies since it includes
transforming the raw data into a suitable format for mining. Several types of data prepa-
ration approaches were employed in this work to ensure the quality and accuracy of the
data used in constructing the prediction model using regression. The data preparation
has six tasks that involve missing data imputation, data transformation, data combin-
ing/merging, data scaling, one hot encoding, and data splitting. The flowchart in Fig. 2
depicts the order of these processes and how they are linked in the entire data preparation
process.

The first task in data preprocessing is to solve the missing value problem. This
problem is a common issue when using climate data for regression. Several reasons
contribute to missing data, such as equipment failure or human error. Imputation is
often used to fill in missing data to ensure the models are as accurate as possible. To
estimate the missing value, a common imputation approach is to use the average value
of the same month in the year before and after, as shown in Eq. (1). This solution can
produce more accurate imputations than the overall average of accessible data [8§-10].
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Fig. 2. Data preparation process for rice yields prediction system

While there are various ways of imputation, such as interpolation or machine learning
algorithms, utilizing the average of the same month in the previous and subsequent years
is a straightforward and effective strategy that may be used in several circumstances.

Climatey_1 + Climatey
2

Climate, = (D)

Another imputation method that can be used to replace mining values is by taking
the average of the previous and next month’s data or values from the same month in the
previous and succeeding years also can be used as an imputation method. It is shown
in Eq. (2). This approach has the advantage of identifying inter-monthly variability in
weather patterns and can reduce the impact of seasonal trends. Although it provides
precise and detailed missing value estimation, it relies on more data and calculations
[11]. The study used the first approach as the imputation method.

Climate,—1 + Climate,+1
2

The dataset was transferred into a yearly-based form to reduce the impact of outliers
and obtain a more stable representation of the climate variables for each year. The
transformed value is taken from the median of each year because the median is more
robust to outliers. Aggregating monthly data into yearly data for climate variables has
been widely implemented in agriculture-related research [12—14]. Each climatic variable
was transformed separately. At the end of the process, four additional variables were
constructed each year, indicating the median wind speed, temperature, humidity, and
rainfall.

The climate data combines the production data using the states and year properties.
Each state and year combination from the production data is merged with the corre-
sponding climate data using the same properties. This process ensures that the climate
data is aligned with the correct production data and can be used to accurately train and
evaluate the regression models. The combined dataset is then used as the input for the
regression models, aiming to predict the rice yield based on the climate properties. This
approach allows for a more comprehensive analysis of the factors affecting rice yield.
Besides that, the outcome can potentially provide insights into how climate properties
can be managed to improve yield.

One of the requirements for a regression model’s performance is that the dataset
be produced in a specified scaled format. Numerical features were normalized using

Climate,, =

(@)
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the Scikit-learn library’s MinMaxScaler [15]. Normalization is a standard data trans-
formation technique that scales numerical data to a fixed range (often between 0 and
1) to guarantee that each feature is given equal weight during model training. Mean-
while, the values of categorical features were converted to binary representation using a
one-hot encoding method with the Pandas and Scikit-learn libraries [15, 16]. Categorical
variables are converted into binary vectors via one-hot encoding, with each category rep-
resented by its own binary feature. This method avoids the model assuming any ordinal
link between the categories and ensures that each category is addressed independently
during model training. The final step in data preparation for modeling is to divide the
data into training and testing folds. This work separated the dataset into train and test
sections in a 70:30 ratio.

3.3 Regression Modeling

The final step of the study is modelling. It involves the construction of a prediction
model. This research employed multiple linear regression modelling to predict rice
yield based on the provided data. For modeling, rice yield (state, year, season indicator,
yield volume) and climate information wind speed, temperature, humidity, rainfall) were
fed to a regression algorithm. Regression modelling aims to establish an association
function between the dependent variable (yield volume) and the independent variables
(climate data and rice yield information) and use these associations to produce accurate
predictions. The model’s performance was assessed using mean absolute error (MAE)
and root mean squared error (RMSE). By comparing the performance of the two models,
it is possible to learn that including climate data in the regression model enhances its
predicted accuracy. Figure 3 depicts the rice yields prediction model for this study.

rice yield prediction
; state train with rice yield MAE, RMSE
: Z::;ion regression prﬁ:i;gt;rn
« yield volume

(dependent)

prediction Analysis L conclusion
climate \I/
train with panZilt/:It?:s\

. Wi regression
[ o speed d
* humidity
+ rainfall

Fig. 3. Rice yields a prediction model based on multiple linear regression.

The improvement in prediction accuracy in a model can be quantified by comparing
the model’s error metrics before and after a modification or improvement is made. The
Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) are commonly used
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error metrics for regression models. The percentage improvement in these metrics can
be calculated using the following Eq. (3).

PreviousError — UpdatedError
improvement (%) = ( - P ) 100% 3)
PreviousError

4 Results

This section outlines the study’s findings. The aim is to reveal the impact of climate data
onrice yield prediction in Malaysia using machine learning models. The experiment was
divided into two stages. In the first stage, model performance is evaluated using only
production data. In the second stage, models trained on both production and climatic
data are evaluated. The mean absolute error (MAE) and root mean squared error (RMSE)
were computed on the test set during the experiment. Both evolution metrics measure the
prediction model’s accuracy in predicting future rice yield. Lower error rates indicate a
better model. The findings offer insights into the potential advantages of using climate
data in rice yield prediction models and help instruct policymakers and farmers on better
crop management techniques in the face of climate change. Table 1 depicts the rice yield
prediction result using regression analysis.

Table 1. Performance metrics for rice yield prediction model

Metrics Production data only Production and climate data Improvements%
MAE 44612.60 10125.25 77.30
RMSE 58770.61 18059.56 69.27

The combination of climatic data in the prediction model enhanced the accuracy of
the predicted rice yield significantly. The mean absolute error (MAE) decreased from
44,612.60 in the model that only used production data to 10,125.25 when climate data
was incorporated. This represents a 77.30% decrease in MAE. Similarly, the root mean
squared error (RMSE) decreased from 58,770.61 to 18,059.56, resulting in a 69.27%
decrease in RMSE. These results demonstrate the importance of considering climate
factors in predicting rice yield, as they can significantly improve the model’s accuracy.
From the regression analysis, it can draw insights into how climatic data are used to
forecast rice yields in the Malaysian states of Johor and Pahang. Figure 4 demonstrates
how including climate data considerably increased the regression model’s accuracy, with
the resulting regression line closely resembling the real data. However, the prediction
without climatic data showed a significant offset from the actual data, with a difference
of over 50,000. According to our study findings, climate factors like temperature and
precipitation are critical in affecting rice yields in these states. Furthermore, our results
demonstrate that the trend of rice production in Johor and Pahang is decreasing, albeit
with varying degrees of decline. Specifically, the regression model for Johor predicts
a decrease of approximately 14,000 metric tons of rice per year. In comparison, the
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Rice Prodcution on Pahang at Musim Utama
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Fig. 4. Comparison of Rice Yield Predictions with and without Climate Data in Johor/Pahang,
Malaysia.

regression model for Pahang predicts a reduction of roughly 29,000 metric tons of rice
per year. This suggests that rice production in both states faces significant challenges,
and urgent measures are needed to address this issue.

These findings have important implications for policymakers and stakeholders, pro-
viding crucial information for designing effective strategies to improve rice production
in these states. For instance, policymakers can focus on addressing the underlying fac-
tors contributing to the decline in rice production, such as changes in climate patterns
and soil degradation. Furthermore, stakeholders can use these findings to develop more
effective agricultural practices, such as using climate-resilient rice varieties and efficient
irrigation systems.
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In summary, our results demonstrate the importance of climate data in predicting rice
yields in Malaysia and provide valuable insights into the trend of rice production in Johor
and Pahang. These findings can inform evidence-based policymaking and stakeholders
with the goal of increasing rice production and ensuring food security in the country.

5 Conclusion and Future Work

This work examines the impact of climate information on rice production forecasting
in Malaysia. The reduction in MAE and RMSE by 77% and 69% demonstrated that
incorporating climatic data greatly enhanced the model’s accuracy. This shows that
using climate data to improve the precision of models anticipating rice output could
have significant ramifications for anyone involved in the agricultural sector, including
farmers, decision-makers, and food distributors.

It is important to acknowledge the limitations of this study. Firstly, the study’s pre-
diction model was limited to linear regression. Future research can investigate other
machine learning techniques, such as random forests or neural networks, to further
boost the model’s accuracy. Second, Malaysia was the only nation using data in the
study. To evaluate the generalizability of the findings, future studies can broaden the
scope of the research to include other countries. Finally, because the study only included
data from 2010-2021, it is possible that it did not fully account for the spectrum of
climate variability that can affect rice production. Long-term studies that span a broader
period may offer a more thorough understanding.

One of the potential improvements in future work is to employ advanced machine
learning algorithms and experiment with other relevant variables that may affect rice
production. For example, the soil types, irrigation systems, and insect control strategies
that could affect rice production can be explored. The analysis can potentially be broad-
ened by including data from other areas to examine if the association between climate
change and rice production is consistent across different regions. Another set of data
points that can improve model accuracy and provide insight into the factors influencing
rice production can be considered, such as socioeconomic characteristics, market prices,
and governmental policies.
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Abstract. The gig economy has paved the way for sharing economy growth
especially e-hailing applications, as more women turn to e-hailing applications
for convenience in commuting and travelling. However, women are concerned
about whether to trust or not to trust e-hailing applications due to the openness of
their digital and spatial crowdsourcing nature. Additionally, the user’s locations
are exposed to risks like stalking, identity theft, and physical safety, which can
be extremely dangerous, especially for women. The paper begins by introducing
the e-hailing industry and the gig economy. It then discusses women’s unique
challenges in using e-hailing applications and their trust towards these platforms.
This paper dives deep into the heart of the matter by employing a quantitative app-
roach through the survey to investigate women’s trust in e-hailing apps using the
UTAUT as the underpinning theory. The results show that e-hailing applications
greatly influence women’s trust while puzzlingly having no significant impact on
their trust towards e-hailing drivers. From eye-opening insights to practical rec-
ommendations, this study sheds light on the crucial role of trust in the sustainable
growth of the e-hailing industry focusing on women.

Keywords: Gig economy - E-hailing - Trust - Risk - UTAUT - women in sharing
economy

1 Introduction

The emergence of the gig economy within the sharing economy has transformed sev-
eral industries, including transportation, by offering people flexible income options and
consumers convenient and easily accessible services. Through the on-demand pairing of
consumers with independent drivers, e-hailing services have significantly contributed to
this changing scene, pushing customers to search for transportation in a short time and at a
reasonable price, offering an efficient means of transportation [1]. E-hailing applications
like Grab and Uber have emerged as prominent players in this landscape, transforming
the way people access transportation services. While these platforms have opened up
new opportunities for individuals, it is crucial to examine their influence through a gender
lens, specifically focusing on women as users of e-hailing applications.
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Nowadays, e-hailing services are in great demand as they have many advantages from
a consumer perspective [2]. E-hailing applications have provided women with greater
mobility options, enabling them to navigate urban environments conveniently and safely.
The e-hailing platforms provides transparent driver information and ease of requesting
rides for women as alternatives to traditional taxis [3]. However, there are possibilities of
risks involved such as physical safety like driver’s inappropriate behaviour [4], assaults
and harassment in sharing rides services [5]. Thus, addressing women’s safety concerns
is needed from both e-hailing companies and society.

Companies must prioritize implementing strict policies and comprehensive training
programs to foster a safe and respectful environment for passengers and drivers. Further-
more, data privacy concerns loom large in the digital era. E-hailing applications collect
vast amounts of personal information from users, including location data, contact details,
and transaction history. Women users, in particular, may be at risk of potential misuse
or unauthorized access to their data [6].

The success of the E-hailing application is dependent upon the active participation of
all customers, including women, who represent the target group selected for the current
study. Likewise, customer trust has a major role in the success of applications, including
E-hailing applications in particular, where trust is an attribute that develops over time
due to customer interactions, and trust varies according to the application areas. For
example, trust varies from the woman’s perspective [7]. In the online booking (E-hailing)
application, privacy and security are two important factors for achieving trust. At the same
time, there are negative factors affecting the success of E-hailing applications that can be
identified by risks, including physical risks represented by sexual harassment, murder,
kidnapping, and hate crimes, and the risks of hacking sensitive information of women
by the platform itself, as it works through smart mobile phones and other devices that
are often its security are weak and result in many risks [3, 8]. Most studies in this domain
focus on the economic aspects and ignore the risks, despite various reported security
incidents related to e-hailing applications like Uber, Grab, etc. [8]. Risks associated with
e-hailing may influence women’s trust in e-hailing platforms.

A useful theoretical framework for researching the adoption of technology, par-
ticularly e-hailing apps, is the Unified Theory of Acceptance and Use of Technology
(UTAUT) by Venkatesh et al. [9] which help to provide a thorough understanding of
users’ intention to embrace and use technology. It includes important constructs from
multiple technology acceptance models. The relevance and applicability of UTAUT in
predicting and explaining user acceptance of e-hailing services have been shown in stud-
ies such as in Liu et al. [10]. Thus, this article unpacks the relationship between women’s
trust and the adoption of e-hailing applications through the lens of UTAUT theory.

2 Literature Review

2.1 E-Hailing

The rise of the gig economy has shown significant adoption of digital technology such
as e-hailing applications. E-hailing applications allow people to book rides services
through mobile or internet-based applications at a specific time and at an appropriate
price [2]. With the launch of an application-based electronic recall service, the public
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transportation sector experienced a digital transition. Grab, Uber, Lyft, and Didi Chuxing
are examples of mobile app-based e-hailing services that have seen significant growth
due to the prevalence of smartphones [11]. The mobile application of the e-call ser-
vice provider allowed customers to request transportation service and connect with the
affiliate drivers closest to them (based on spatial location).

Numerous organisations have implemented location-based services as an added-
value offering [12]. Location-based service or spatial-based is an information system
that uses the location of a mobile device over a mobile network. There were numerous
methods to get location information, with the global positioning system being the most
used (GPS). The location-based service allowed users to get information such as find-
ing a person or object, navigating to a destination, searching for persons or locations,
identifying a place or location, and seeing upcoming events. With the integration of a
location-based system into e-hailing mobile applications, customers were able to access
information on the location of available e-hailing drivers, the waiting time for a driver
to pick them up, and the projected journey time from one area to another [2].

Globally, transportation services such as car-sharing, ride-sharing, and on-demand
ride-sourcing are on the rise currently [10] despite the recurrence of hazards such as
abduction, harassment, and rape concerning public transportation issues [13]. This prob-
lem has impacted public users since they could not adequately plan their journey. Nev-
ertheless, users of e-hailing applications in Malaysia have access to a greater number
of e-hailing application providers with cheap pricing, hence increasing competition and
choice, which showed the decrement in conventional taxi usage.

2.2 Women Using E-Hailing

The increasing popularity of e-hailing applications has attracted women users’ partici-
pation in the gig economy. Their attention was drawn to the factors that influence their
adoption and trust in these platforms. Convenience, reliability, and improved safety mea-
sures have been identified as key drivers for women’s usage of e-hailing applications
[37]. Tracking rides in real-time and accessing driver information provides a sense of
security and control, enhancing women’s confidence in using these platforms [3]. How-
ever, concerns regarding data privacy and security risks using e-hailing platforms have
also been highlighted in the literature [3].

Women users of e-hailing applications express apprehension regarding collecting
and handling their personal data [5]. They value their privacy and expect transparency
in how the platform uses and shares their information. Trust is essential for women
to continue using e-hailing applications, and this trust is closely tied to perceived data
privacy practices [4]. Companies that prioritize data protection and user consent and
provide clear privacy policies are more likely to gain the trust of women users and retain
their loyalty.

While e-hailing applications offer convenience, safety concerns pose potential risks
for women passengers. Harassment and assault have been reported, prompting the need
for enhanced security measures [3]. Women’s experiences of personal security risks dur-
ing rides can erode trust in the platform. To address these concerns, e-hailing companies
have implemented safety features such as SOS buttons, in-app emergency support, and
driver accountability measures [4]. E-hailing applications are concerned with the safety
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of passengers and drivers first, which distinguishes e-hailing applications from the tra-
ditional taxi service. For example, for passenger safety, the Grab app has a “Share My
Ride” feature that customers can tap to share their real-time tracking ride with family
and friends as they tap into the cab. The emergency “Share My Ride” feature is useful for
all passengers, women, or elderly people who rent a car on their own [12]. These efforts
aimed to mitigate risks and provide women users with a secure and reliable transportation
experience.

2.3 Trust

Trust is a complex topic researched from numerous angles in various specialist domains
[10, 14]. Trust is a quality that develops through time due to interactions between peo-
ple [S]. Thus, trust is a critical factor influencing the adoption and continued usage of
e-hailing services, encompassing both trust in the application itself and the trust devel-
oped during the ride experience. Trust in the e-hailing application primarily revolves
around three key aspects: platform reliability, information transparency, and user inter-
face design. Studies have shown that users value platforms that consistently deliver
reliable service, ensuring timely arrivals, accurate fare estimates, and responsive cus-
tomer support [ 10]. Transparency in terms of driver information, pricing details, and the
handling of personal data also contributes to users’ trust in the application [15]. Addi-
tionally, a user-friendly interface with intuitive features and clear navigation enhances
users’ trust and overall satisfaction with the application [16].

However, there is a lack of research on the effects of trust in the sharing economy,
particularly in the context of e-hailing services [17]. The study believes that the unique
features of e-hailing applications, such as one-time shared rides between private individ-
uals on short notice, the use of a mobile application, the transparency of demographic
data and GPS location, interactions with strangers, and the intermediary framework,
have a significant impact on the loss of trust [18]. Thus, it is important to examine the
trust in both the ride experience related to the e-hailing applications and drivers.

24 Risk

E-hailing applications depend on information technology platforms, as they operate
through smart mobile phones and other devices whose security is often weak and results
in many risks [19]. Data security and privacy concerns are one of the main reasons
for the lack of trust in e-hailing applications. Users are required to share their personal
information, including location and payment details, with the app [20]. This data can be
vulnerable to cyberattacks and data breaches, exposing users’ sensitive information. A
University of California, Riverside study found that 99% of e-hailing applications have
at least one vulnerability that hackers could exploit [20].

Another reason for the lack of trust in e-hailing applications is the driver and pas-
senger concerns. Passengers generally face risks of being deceived and scammed by
fraudsters posing as taxi drivers [19]. In recent years, there have been many incidents of
passengers being assaulted or harassed by drivers. Similarly, passengers also reported
incidents where they were assaulted or harassed by drivers. These incidents have raised
questions about the security and safety measures implemented by the electronic pager
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applications. A Pew Research Center study found that 48% of users were concerned
about the security of e-hailing applications [21]. According to a Thomson Reuters sur-
vey, Kuala Lumpur is included in the list of “Top 10 Dangerous Transport Systems for
Women,” raising concerns about the use of these apps [14].

The risks associated with e-hailing applications, including data security and privacy
concerns, can result in women losing trust in these apps. Women may be more concerned
about their personal information being compromised, which can result in them being
hesitant to use e-hailing applications. A study conducted by the Pew Research Center
found that women were more likely than men to express concerns about the privacy
and security of their personal information when using e-hailing applications [21]. The
lack of pricing and fare structures transparency can also affect women’s intention to use
e-hailing applications which women made the majority of the reports of dissatisfaction
with the pricing and fare [3].

Although trust is a crucial factor, the relationship between trust and intention to use
e-hailing can be influenced by the risk as a moderating role [10, 22]. Consequently,
understanding risk as a moderating role can provide a better understanding of the
relationship.

2.5 The Mechanics of Trust Model

The trust Model is a theoretical framework to analyze how trust as a critical factor affects
the user’s perception of technology adoption and usage [23]. For this study, trust is crucial
in the relationship between women and e-hailing services adoption. The three constructs
of the Trust model adopted for this study are competence, integrity and benevolence.

2.6 Unified Theory of Acceptance and Use of Technology (UTAUT)

The underpinning theory of this is the UTAUT theory [9]. UTAUT is a modern model for
studying technology adoption or acceptance as it provides a comprehensive understand-
ing of the factors influencing users’ adoption behaviour [9]. The variable on the intention
to use e-hailing apps is appropriate for this study since using UTAUT allows researchers
to acquire insightful understanding of the multi-dimensional factors that influence tech-
nology adoption. But to account for women’s trust, The Mechanics of Trust model’s
trust variable is applied.

3 Research Design

This study aims at investigating the relationship between trust, risk and women’s inten-
tion to use e-hailing applications. A theoretical model was developed based on the
UTAUT [9], and the Mechanic of Trust Model [23].

Based on the theoretical model developed, this study aimed at achieving the following
objectives:

ROI1: To identify the factors of women’s trust in e-hailing applications on their
intentions to use e-hailing applications.
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RO2: To examine the influence of women’s trust in drivers on their intentions to use
e-hailing applications.

RO3: To investigate the moderating effect of risk on women’s trust in e-hailing
applications and drivers on their intentions to use e-hailing applications.

This study employed a quantitative approach using a survey for data collection.
The study developed a questionnaire instrument that distinguished between trusting
the e-hailing application and trusting the drivers. The survey consisted of 22 questions
and collected demographic data from participants using four data structures. Responses
were measured using a 7-point Likert scale, ranging from ‘strongly disagree’ (1) to
‘strongly agree’ (7). Table 1 provides an overview of the final miscatalogue, including
combinations and relevant item codes.

Table 1. Items of questionnaire

Construct Code Item

Trust in e-hailing applications [11] TAPP1 | I feel that e-hailing applications is honest

TAPP2 | I believe that e-hailing applications is
trustworthy

TAPP3 | I trust e-hailing applications

TAPP4 |1 feel e-hailing applications is reliable

TAPP5 | Even if not monitored, I would trust
e-hailing applications to do the right job

TAPP6 | I believe in the security policies of
e-hailing applications

TAPP7 | I trust e-hailing applications to provide
me with quality ride services

Trust in driver [11] TD1 I trust the drivers using e-hailing
applications

TD2 I believe that the drivers of e-hailing
applications are trustworthy

TD3 I feel that drivers on e-hailing applications
are honest

TD4 I feel drivers on e-hailing applications are
reliable

TD5 Even if not monitored, I would trust

drivers on e-hailing applications

Risk [22] RIS1 It would be risky to disclose my personal
information to e-hailing application
developers

(continued)
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Table 1. (continued)

Construct Code Item

RIS2 Sharing my personal information with
e-hailing application facilitators would
lead to many uncertainties

RIS3 Sharing my personal information with
e-hailing application facilitators would
cause many unexpected problems

RIS4 It would be a potential threat to my
privacy to disclose personal information
to e-hailing applications facilitators

RISS Using e-hailing applications would be
insecure

RIS6 Using e-hailing applications would put
me at potential risk of physical harm

Intention to use e-hailing applications | INT1 I use e-hailing applications because I've

[22] seen advertisements or news from mass
media

INT2 I use e-hailing applications because it is

the current trend

INT3 Friends and family have influenced on my
decision to use e-hailing applications

INT4 Iintend to continue using e-hailing
applications during my study period

INTS I plan to continue using e-hailing
applications frequently

The population sample for this study was women who use e-hailing applications in
Malaysia as passengers or consumers. The invitation threads are posted in the online
community of What Apps groups. Within the invitation thread, respondents are informed
about the purpose of the study and given a link to the Google Form survey. The survey
was conducted in early 2023, and the study managed to get 117 participants to complete
the questionnaire by the deadline. Since our study covers Malaysian women users which
hard to determine the number of users, the study follows the recommendation of Hair
[24] and Hamdollah & Baghaei [10] for Smart-PLS 4. Researchers can either identify
sample size using the G¥*Power program. G*Power is a free-to-use statistical power
calculator developed by El Maniani et al. [25] that is employed to compute optimal
sample size requirements in statistical analyses, such as F-tests and t-tests. G*power
estimated that the minimum sample size required for sample models is 85; therefore,
117 samples are considered sufficient for this study’s analysis.

The majority of participants (52 participants) were between the ages of 18-24, fol-
lowed by 22 respondents between the ages of 25-29, 13 respondents between the ages
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of 35-39, 12 respondents between the ages of 40-49, 11 respondents between the ages
of 30-34, and 7 respondents over 50.

3.1 Proposed Hypothesis

In this study, four (4) main hypotheses were proposed.

H1: There is a positive effect of trust in e-hailing applications on women’s intention
to use e-hailing applications.

H2: There is a positive effect of trust in e-hailing drivers on women’s intention to
use e-hailing applications.

H3: Risk moderates the relationship between trust in an e-hailing application and a
woman’s intention to use an e-hailing application.

H4: Risk moderates the relationship between trust in an e-hailing driver and a
woman’s intention to use an e-hailing application.

Figure 1 illustrated the conceptual model developed for the study. The constructs are
adopted from UTAUT [9], and the Mechanic of Trust Model [23].

Risk

H4

\ Women's intention to use
H2 ,/_,/) e-hailing application
Trustin

e-hailing Drivers

Trust in e-hailing H1
appliaction

Fig. 1. Proposed Conceptual Model

4 Data Analysis and Results

4.1 Measurement Model

Table 2 shows the composite reliability and extracted mean-variance (AVE) for all mea-
sures that exceeded the recommended limits of 0.7 and 0.5, respectively [24]. Thus, the
building showed its correctness. All combinations achieved a satisfactory level of AVE
score >0.50 based on the score. In addition, all combinations also achieved a satisfactory
level of rho_C score >0.80. This is consistent with the guidelines of Hair et al. [24].
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Table 2. Overview of items after the content validity assessment

Cronbach’s alpha Rho_a Composite reliability The average variance
(tho_C) extracted (AVE)
INT 0.888 0.909 0.919 0.696
RIS 0.895 0.978 0.922 0.707
TAPP 0.902 0.909 0.925 0.675
TD 0.915 0.934 0.938 0.753

4.2 Structural Model Assessment

Measurement models include the relationships between underlying structures and their
indicators. Figure 2, TAPP indicates TO (Trust in E-hailing applications), TD indicates
TO (Trustin e-hailing drivers), RIS indicates TO (Risk), and INT indicates TO (intentions
to use e-hailing applications).

TaRR1

087,
TAPP2
0775y

07750
TAPP3 40857

- °71%?1’

‘rAws Jorer

0.265.

TAPPE

TAPP7

Fig. 2. Measurement model

Based on the measurement model used in this study, the constructs’ measures were
reliable and valid. Table 3 shows that TAPP->INT supported the study when validating
the hypotheses because the B = 0.26 and P values = 0.00 < 0.050. TD > INT supported
the study because the B = 0.73 and P values = 0.00 < 0.050. RIS x TAPP > INT
moderates the relationship because the § = 0.26 and P values = 0.043 < 0.050. RIS x
TD > INT did not moderate the relationship because the p = 0.26 and P values = 0.00
< 0.05.

In total, 4 hypotheses and relationships were tested in this research. Three hypotheses
(H1, H2, H4) were supported, while 1 were not (H3). Table 4 summarizes the results.
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Table 3. Results of hypothesis testing

Hypotheses Original | Sample Standard | T Statistics P Values | Supported
Sample | Mean (M) | Deviation |(IO/STDEVI)
(®) (STDEV)
TAPP->INT 0.265 0.266 0.038 6.967 0.000 Supported
TD->INT 0.732 0.731 0.039 18.987 0.000 Supported
RIS x —0.100 | —0.089 0.050 2.023 0.043 Supported
TAPP->INT
RIS x 0.074 0.067 0.045 1.623 0.105 Not
TD->INT supported

Table 4. Summary of the Result of Hypotheses Testing

Variables and Direct Relationships of Independent Variables

Hl There is a positive effect of trust in e-hailing Supported
applications on women’s intention to use e-hailing
applications

H2 There is a positive effect of trust in e-hailing drivers | Supported

on women’s intention to use e-hailing applications

H3 Risk moderates the relationship between trust in an | Supported
e-hailing application and a woman’s intention to
use an e-hailing application

H4 Risk moderates the relationship between trust in an | Not Supported
e-hailing driver and a woman’s intention to use an
e-hailing application

5 Results and Discussion

5.1 The Influence of Women’s Trust in E-Hailing Applications on Their
Intentions to Use the Applications

The study indicates that women’s trust in e-hailing applications directly affects their
intentions to use these applications. The structural model that was used in the study
examined the relationships between different variables and found that trust in the appli-
cations was a significant predictor of women’s intentions to continue using them. In
more detail, the study suggests that women who trust e-hailing applications are more
likely to continue using them in the future. This trust may be related to factors such
as the service’s reliability, the drivers’ safety, and the application’s ease of use. When
women feel they can trust the application to provide a safe and reliable ride, they are
more likely to use it again.

It is important to note that trust is just a factor that influences women’s intentions
to use e-hailing applications. There are other factors that were not covered in this study
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such as pricing. The results of this study suggest that trust is an important factor in
determining whether women will continue to use e-hailing applications over time. By
building trust with their users, e-hailing applications can increase the likelihood that
women will continue to use their services in the future.

5.2 The Influence of Women’s Trust in Drivers on Their Intentions to Use
E-Hailing Applications

This study showed women’s inclinations to use these apps are directly influenced by
how much they trust the drivers of e-hailing services. The structural model employed
in the research to analyse the correlations between various variables discovered that
women’s intentions to continue using e-hailing services were significantly predicted by
their confidence level in the drivers. Trust in drivers may be influenced by their skill level,
dependability, and safety. Women are more likely to continue using the e-hailing service
if they believe they have confidence in the driver to provide a secure and dependable
journey. E-hailing apps may boost the possibility that women will continue using their
services by establishing trust with their customers and ensuring that their drivers are
capable, dependable, and safe in the future.

5.3 The Risks Affecting the Trust of Women Who Use E-Hailing Applications

The effect of risk on the relationship between women’s trust in e-hailing applications
and intent to use and women’s confidence in drivers of recall applications and intent to
use was investigated. It was found that there is a significant effect of risk on the rela-
tionship between trust in e-hailing applications and women’s intention to use them. The
study proved that the increase in risk affects the relationship between trust in e-hailing
applications and the intention to use. Concerns related to information security, such as
theft and unauthorised use of personally identifiable information, tracking, prosecution
or harassment after information penetration, mitigate the intention to use e-hailing appli-
cations. This study is consistent with the results of previous studies, which proved that
the privacy problem impacts the intention to use e-hailing applications [26-28].
Perplexingly, no risk influenced the relationship between confidence in e-hailing
application drivers and women’s intention to use e-hailing applications. The current study
did not provide any evidence regarding the risks women may face, such as kidnapping,
rape, and harassment, that may affect the relationship between trust and intention to use.
The study contributes to showing that trust in E-hailing applications affects women’s
intentions to use E-hailing applications. The study hypotheses are supported by the use of
risk as a moderator between the effect of trust in E-hailing applications and the intention
to use E-hailing applications. Study findings indicate that trust in E-hailing drivers does
not significantly impact customers’ intentions to use E-hailing applications. At first, study
findings may seem surprising, but given that E-hailing applications connect strangers,
it is likely that the application already considered most of the risks. Concerns related
to information security such as theft and unauthorized use of personally identifiable
information, tracking, prosecution, or harassment after information penetration mitigate
the intention to use e-hailing applications. As a result, the study findings are consistent
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with those of [11]. As a result of separating trust into two distinct structures, the study
demonstrated a deflecting effect on customer intentions in E-hailing applications.

5.4 Implications of the Study

The study’s findings have theoretical and practical implications, which are discussed
below.

Theoretical Implications. The results contribute more to the Unified Theory of Tech-
nology Acceptance and Use theory and the mechanisms of the trust model, especially
when using trust and knowing its effect on the intention to use the time. Trust is one of
the key elements in the mechanics of the trust model. Previous studies also confirmed
that trust is an effective element in relationships on the Internet [29]. Although pre-
vious studies indicated risks and their impact on user trust [30], this study found that
risks affect the relationship between trust in e-hailing applications and women’s inten-
tion to use them. However, the risks do not affect drivers’ confidence and intention to
use e-hailing applications. But the important question is whether risk and its impact on
the relationship between trust in drivers and intention to use is a redundant concept in
Internet-based relationships. More studies are needed in the future to strengthen the role
of risk in Internet-based relationships.

This study also contributes to the investigation of the elements of trust in e-hailing
applications and their impact on women’s intention to use e-hailing applications. To the
best of the researcher’s knowledge, there are no studies that focus on women and their
intention to use e-hailing applications in particular, and also the researcher is aware no
one has thought in an investigation of the effect of risk on women’s intention to use
e-calling applications in Malaysia. Hence, the results contribute to knowledge in theory
to enhance women’s awareness of using e-hailing applications.

The main results of the study indicate that concerns related to data security and fear
of hacking or stealing information from the application had a role in influencing the rela-
tionship between trust in these applications and the intention to use them. When women
are satisfied with services such as giving priority to the security of traveler information,
implementing technological steps to enhance information protection, and preventing
user information leakage and theft, this is very important in electronic pager applica-
tions to increase women'’s intention to use these applications. E-hailing applications are
likely to achieve more usage by increasing security and privacy.

Practical Implications. Malaysia began using e-hailing applications in 2012 with the
launch of MyTeksi, now known as Grab and more e-hailing applications in 2014 that
faced various security, penetration, and information leakage challenges.

The risk of fraud on fake profiles or fraudulent activities could result in theft, assault
and harassment. Information leakage is a major obstacle as well as some e-hailing
applications collect and store user data, which could be vulnerable to hacking and cyber-
attacks. A study by [31] revealed that security and privacy concerns were significant fac-
tors affecting the use of e-hailing applications in Malaysia, with users ramping concerns
over data sharing, unauthorized access to personal information, and identity theft.



280 K. A. Abdullah and M. Mahmod
6 Conclusion

The finding of this study shows the relationship of women’s trust in the intention to
use e-hailing applications. This research concentrated on two areas of trust, namely the
apps and women’s concern about the driver. An additional goal of this research was to
determine how risks affected these relations. Even though risks do not affect the trust
women had in drivers, the study found a significant effect on the relationship between
trust in applications and intention to use, as trust and risks influence women’s intention
to use such applications. Hence the study contributes to the growing literature on the gig
economy specifically women’s intention to use the e-hailing application.

E-hailing companies should take into account these factors to help increase women’s
interest and trust in using e-hailing applications. The results of this study, in particular,
could benefit developers of e-hailing applications or companies to focus on incorporating
features in the application and their drivers that could increase confidence in women as
e-hailing customers. The study’s findings should not be embraced by the companies
that provide e-hailing application; instead, efforts should be made to raise consumer
happiness and win their confidence in using these services.
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Abstract. The housing department in Wisma Darul Aman plays an important
role in planning, coordinating, and developing housing schemes for low-income
Malaysians. However, the manual process of recording and storing applicant
information on paper is time-consuming for the staff, and retrieving applicant
information can be challenging. Thus, the main objective of this study is to
design and develop the Housing Interview Management System (HIMS) for the
housing department. The system manages applicant information, enabling stor-
age, retrieval, modification, and deletion, while generating scores based on their
responses, offering a more accurate and efficient solution for the Wisma Darul
Aman housing department. To design and develop the system, Prototyping Soft-
ware Development Methodology was used, which consists of identifying the
requirements through interview sessions with housing department staff, design-
ing the system, building the prototype using PHP and JavaScript, conducting user
evaluation among housing department staff, refining prototype, and implementing
and maintaining the system. The findings of the evaluation show that the system
is useful and easy to use. Most respondents expressed high satisfaction with the
system, indicating that the system worked as desired and effectively facilitated
the housing interview process. The study highlights the significant potential of the
HIMS to streamline the housing department’s interview process, contributing to
improved affordable housing delivery for low-income Malaysians.

Keywords: Interview Management System - Prototyping - Housing
Department - Program Perumahan Rakyat (PPR) - Low income

1 Introduction

Rumah PPR, also known as the Program Perumahan Rakyat, is a government initiative
in Malaysia aimed at providing affordable housing for low-income individuals, par-
ticularly those falling under the B40 category, and eradicating squatter communities
[1]. According to the 2019 Household Income and Basic Amenities Survey Report by
the Department of Statistics Malaysia, households with a monthly income of less than
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RM4,849 belong to the B40 category [2]. To qualify for the Rumah PPR, applicants
must be Malaysian citizens aged 18 or above, with a total household income of less than
RM3000.00 per month, and not owning any property.

The housing department in Wisma Darul Aman plays a crucial role in planning, coor-
dinating, and developing housing schemes for low-income individuals. As part of the
application process, applicants must attend a formal interview session, which the Hous-
ing Department conducts. During the interview, the applicant’s responses are recorded
on paper, and a score is assigned to each answer to evaluate their overall suitability for
the Rumah PPR. However, the manual process of recording and storing applicant infor-
mation on paper is time-consuming for the Housing Department staff, and retrieving
applicant information can be challenging.

This study aims to develop a Bahasa Melayu language-based Housing Interview
Management System (HIMS) called “Sistem Pengurusan Temuduga Perumahan”. The
system aims to streamline the interview process by digitally storing applicant informa-
tion during the interview session and generating scores based on their responses. By
adopting digital technology, the system will offer a more efficient and accurate solution
for the Wisma Darul Aman housing department, eliminating the time-consuming manual
calculations, record-keeping, and data retrieval during interviews [3, 4].

The potential outcomes of this study are expected to demonstrate a significant
enhancement in the efficiency and accuracy of the housing department’s interview pro-
cess, benefiting low-income Malaysians in need of affordable housing. The digital app-
roach will also provide greater accessibility and ease of use for the system’s users. The
study will also aim to guide future system enhancement and explore possibilities for
integrating the developed HIMS with the existing housing department system, namely
Kedah Housing & Property Information System (KHIS), to create a unified web-based
platform for managing the entire housing process.

2 Background of the Housing Interview Management System

Several studies have discussed housing management systems and record management
systems in different domains, such as education, construction, and communication [5-7].
For instance, Walia, et al. [4] developed a Student Record Management System (SRMS)
using PHP and SQL as their database to manage student records such as attendance and
subject results efficiently. Similarly, Omosebi [8] focused on enhancing their existing
housing management system by introducing new functions, including record-keeping
and generating reports for decision-making [4, 8]. HIMS shares similarities with both
studies [4, 8], as its main goal is to streamline an efficient and manageable system
that enhances record-keeping and report generation. However, unlike the mentioned
systems, HIMS incorporates features for generating information and scores based on
interview responses. The findings from previous studies, combined with the preliminary
findings of this study, will serve as a basis for developing a comprehensive and effective
HIMS. By leveraging these unique features, the HIMS aims to optimize the applicant
selection process, providing a comprehensive and user-friendly solution for the housing
application.

The HIMS is developed using Visual Studio Code, an IDE that allows developers to
write software code efficiently. The system aims to improve efficiency and data retention
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by reducing paper use and minimizing data loss. This system will also save time and
energy for administrative staff, increase their satisfaction, and be more environmentally
friendly. Moreover, the system is designed to be user-friendly and easy to maintain. It
enables staff to add, update, and retrieve applicants’ information quickly and efficiently.
The system can also generate applicant information, and scores obtained more clearly
and accurately. Furthermore, the system can detect whether an applicant has previously
applied for a PPR house, which is believed to improve the quality of hires significantly
[9]. Overall, this system is expected to enhance the efficiency and effectiveness of housing
programs, particularly in public housing authorities [8, 9].

2.1 Tools for Housing Interview Management System Development

The HIMS was developed using a combination of PHP, HTML, CSS, and JavaScript
programming languages, while XAMPP was utilized as the database management sys-
tem. PHP and related technologies are popular in web-based development [4] and can
be easily deployed on web servers. Additionally, Miro was employed during the initial
stages of the system design to provide a visual representation of the system’s architec-
ture and design. The stand-alone application using PHP and XAMPP allows for efficient
storage and retrieval of applicant information, minimizing data loss and reducing errors
in the manual process. This system is expected to improve efficiency and accuracy in
the housing interview process, leading to increased satisfaction for the staff.

3 Methodology of the Study

The software development life cycle (SDLC) was selected as the appropriate model
for this project, as it encompasses the stages of the software development process and
ensures the efficient implementation of high-quality software in meeting the specified
requirements. Additionally, prototyping methodology, a software development approach
where a prototype is built, tested, and refined until satisfactory [10], was employed to
develop the HIMS due to its simplicity and ease of understanding. Figure 1 shows the
phases of the prototyping model.

\

Quick Build User Refining
design P || P

Implement
> an
Maintain

Requirements

Fig. 1. Phases of prototyping methodology [10]
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3.1 Requirements

To develop the HIMS, it was essential to understand the concept, the individuals involved
in the process, and the requirements. The requirements-gathering process involved exam-
ining the interview form utilized by the Housing Department during the interview pro-
cess. The form was analyzed to comprehend the entire interview process, including the
calculations involved and how the assessments were evaluated.

3.2 Quick Design

A simple framework design was created to give users a high-level system overview. The
design was created using an online software called Miro and was developed based on the
project scope and requirements, including the appearance and features of the system.
The framework includes various components, including interview questions, to store
applicant information. This would enable the staff to understand the flow, conveniently
digitize all the interview details into the corresponding fields, and effortlessly maintain
or refer to the stored information.

3.3 Build Prototype

The prototype is developed based on the data collected from the quick design and is
a scale-down working model of the system. The project mainly focuses on develop-
ing a stand-alone application for the working environment using Visual Studio Code
(VSC) and Xampp for data storage. The system development process incorporated all
the requirements collected during the initial stage.

3.4 User Evaluation

After the system was created, it was converted into an actual application and tested in
the real world. The staff evaluated the HIMS based on the requirements, functionality,
and performance. They shared their comments and ideas for further enhancement or
implementation during the next round of system redesign. The strengths and weaknesses
of the HIMS were identified through user evaluation.

3.5 Refine Prototype

The refined prototype is where the current system development will be revised for the
next redesigning or rebuilding prototype. After collecting the ideas and comments from
the staff, the HIMS has been reconsidered to achieve the user’s requirements and the
project scope. This evaluation and refined prototype were developed in loop mode until
the staff was satisfied with this system.

3.6 Implement and Maintain

After the final system was developed based on the prototype, it went through testing
before sending to production. As the HIMS met all the requirements and satisfied the
staff after the re-evaluation process, it is now complete and ready to be used during the
interview session.
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4 Design and Development of the Housing Interview Management

System

Following the six phases of Prototyping Software Development, the design, and devel-
opment of the HIMS is proposed. The requirements-gathering process was carried out
by discussing the process taken by the staff to store, calculate and retrieve the data during
and after an interview process, including referring to the example of the interview form,
which was used manually to store the applicant’s information. These processes were
examined to determine the need for an interview-based system to manage the interview
process. The requirements-gathering approach delivered six essential requirements and
their priority, as shown in Table 1. The main functional requirements of the HIMS are
Check Qualifications, Create Applicant Information, Calculate Scores, Update Appli-
cant Information, Delete Applicant Information and Generate Applicant Information

and Score.
Table 1. List of requirements of the HIMS
ID | Requirement Description Priority
1 Check Qualification
1.1 | The system requests the admin to insert the applicant’s identification Mandatory
number
1.2 | The system will check the applicant’s identification through the database | Mandatory
1.3 | The system will display an error if the applicant’s identification is found | Mandatory
in the database
1.4 | The system will display a link to the application form if the applicant’s | Mandatory
identification is not found in the database
1.5 | The system allows the admin to click the link Mandatory
2 Create Applicant Information
2.1 | The system will request the admin to store the applicant information in | Mandatory
three sections
2.2 | The system will request the admin to complete the applicant information | Mandatory
in three sections
2.3 | The system will ensure there is no empty field Optional
3 Calculate Score
3.1 | The system requests the admin to click the calculate button to count the | Mandatory
overall score
3.2 | The system will store the applicant’s information and score if the admin | Mandatory
clicks on the submit button
4 Update Applicant Information

(continued)
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Table 1. (continued)

ID | Requirement Description Priority

4.1 | The system allows the admin to update the applicant’s information Optional

4.2 | The system allows the admin to select the section to update the Mandatory
applicant’s information

4.3 | The system will update the information if the admin clicks the update Mandatory

5 Delete Applicant Information

5.1 | The system allows the admin to delete any applicant’s application Optional

5.2 | The system will display a confirmation message before deleting an Mandatory

6 Generate Applicant Information and Score

6.1 | The system will generate the applicant’s information and score obtained | Mandatory

6.2 | The system allows the admin to view the applicant’s information and Mandatory
score obtained

6.3 | The system allows the admin to download the applicant’s information Optional

and the score obtained

The requirements stated in Table 1 were interpreted into the computer system func-

tionality. The next step is to use appropriate modeling methods and tools to visualize
and model the system’s needs. The use case diagram is used as the applied model in
this study. The diagrams were illustrated using Visual Paradigm. Figure 2 shows the
use case diagram and the connections between the use cases and the system users. The
six major use cases are: (i) check qualification, (ii) check applicant information, (iii)
calculate score, (iv) update applicant information, (v) delete applicant information, and
(vi) generate applicant information and score.

i
ADMIN

Fig. 2. The use case diagram of the HIMS

During the quick design phase, the flow of the HIMS was conceptualized. The low-
fidelity prototype, or the initial idea for the system, was created and designed on a
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whiteboard interface. The functionality of each interface design was illustrated using
the Miro online design tool, as shown in the graphs below. Figures 3, 4, and 5 display the
selected screenshots of the interfaces for the HIMS. Figure 3 shows the ID verification
process interface, which checks the qualification status. IDs are redirected to a link if
found to be new. Figure 4 shows the interface for the application form, featuring three
sections dedicated to applicant interviews, where staff fill out the form accordingly.
Figure 5 shows the interface for generating the applicant’s information and the obtained
score. After completing the form, the interface displays the overall information and
the score achieved. It should be noted that the low-fidelity prototype is a quick and
simple representation of the system’s interface design. It was used as a basis for further
development and refinement in the later stages of the project. The Miro online design
tool allowed the project team to collaborate and iterate on the interface design to meet
the project’s requirements and standards. Overall, the quick design phase was crucial
in laying out the basic structure and flow of the system, which was then refined and
improved in subsequent stages. The low-fidelity prototype and the Miro design tool
were important tools in the quick design phase, allowing for efficient collaboration and
rapid iteration.

EX S ——

SISTEM PENGURUSAN TEMUDUGA

NO. KAD PENGENALAN PEMOHON

SISTEM PENGURUSAN TEMUDUGA (-
BORANG PENILIAN PEMOHON o

Fig. 4. Application Form Interface 1 (left) and Application Form Interface 2 (right)
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Fig. 5. Score Report Interface

5 The Housing Interview Management System Development

During the development phase, the HIMS was constructed following the requirements
outlined in the previous section. Software prototyping is a web-established technique for
demonstrating software requirements and enables developers to receive user feedback
and suggestions based on their interactions with the prototype. The main tools utilized
during the development process comprise of PHP, JavaScript, HTML and CSS and
XAMPP, which served as the database for the system. The Interview form was used as
the primary reference point during the development process, focusing on reorganizing
the questions and refining the calculation process to make it more efficient. Additionally,
the FPDF file was imported into the code to allow the system to generate a comprehensive
score and user information in PDF format, which staff can download and view in greater
detail. The selected interfaces of the HIMS are illustrated in Figs. 6, 7 and 8. Figure 6
shows the main screen, the system’s landing page. Figure 7 shows the ID verification
process interface, which checks the qualification status. New IDs are redirected to a
link if found to be new. Figure 8 shows the interface for generating the applicant’s
information and the obtained score. After completing the form, the interface displays
the overall information and the score achieved. In short, the development of the HIMS
was guided by the objective of creating a more efficient and streamlined process for
managing applicant information and generating scores based on their responses.

Sistem Pengurusan

Temuduga

Fig. 6. Main Screen Interface
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Semak Kelayakan

851201028923

Anda layak membuat permohonant
orang Permohonar

Fig. 7. ID Verification Interface

Fig. 8. Score Report Interface

6 The Evaluation and Result of the Housing Interview Management
System

6.1 The Evaluation Setting

A usability evaluation was carried out on a limited number of six designated adminis-
trators of the Housing Department. Nielsen [11] supported the choice of three to five
respondents for the evaluation. This approach was deemed suitable as these respon-
dents are directly involved in collecting and analyzing the housing applicants’ forms.
The study aimed to ensure that the results are based on the insights and experience of
those with relevant expertise and responsibilities in the housing application process.
The six respondents were approached based on their participation in a recent program
in Langkawi, where they conducted interviews for the PPR house. A post-task ques-
tionnaire was used as the instrument for the evaluation, consisting of 23 questionnaires.
The questionnaires are divided into two sections: Section A and Section B. Section A
includes two open-ended questions, inquiring the respondents to provide their feedback
and opinions about the HIMS. In contrast, Section B inquires the respondents to rate
their opinions on the system’s usefulness, ease of use, and satisfaction using a five-point
Likert scale, where one represents strongly disagree, and five represents strongly agree.

6.2 The Usability of the Housing Interview Management System

An analysis was conducted on the responses in Section B of the post-task questionnaire,
which measures the respondents’ perception of the HIMS’s usefulness and ease of use.
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It also measured their satisfaction. Table 2, Table 3, and Table 4 reported the frequency
and average of the responses. Most respondents rated four and five of the post-task scales
for the three aspects of usability—only a few rated neutral. On the other hand, none of
the respondents rated strongly disagree or disagree.

Table 2. The responses on the HIMS usefulness

The Usefulness of the | Strongly Disagree | Disagree | Neutral | Agree | Strongly Agree
HIMS

The Housing 0 0 0 1 5
Interview
Management System
enhances my
effectiveness in
accessing the
application

The Housing 0 0 0 0 6
Interview
Management System
makes storing all the
applicant’s
information easier
The Housing 0 0 0 0 6
Interview
Management System
makes it easier to
generate all the
applicant’s
information and the
score they obtained

The Housing 0 0 0 0 6
Interview
Management System
makes updating the
applicant’s
information easier
The Housing 0 0 0 2 4
Interview
Management System
meets my needs

(continued)
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Table 2. (continued)

The Usefulness of the | Strongly Disagree | Disagree | Neutral | Agree | Strongly Agree
HIMS

The Housing 0 0 0 1 5
Interview
Management System
does everything I
would expect it to do

The Housing 0 0 0 1 5
Interview
Management System
is beneficial overall

The findings from the evaluation are summarized from the responses in Section B
of the post-task questionnaire. The HIMS received predominantly positive ratings from
the respondents across all usability aspects. Table 2 illustrates the system’s usefulness,
showing that it significantly enhanced the staff’s effectiveness in accessing applica-
tions, making storing, generating, and updating applicant information more manageable.
Moreover, the system fulfilled their needs and expectations.

Table 3 provides an overview of the system’s ease of use, with respondents strongly
agreeing that it was easy to use, user-friendly, and flexible. Though a few rated neutral,
the majority expressed positive views regarding their ability to learn and remember how
to use the system effectively. Meanwhile, Table 4 presents the respondent’s satisfaction
with the HIMS. The majority expressed high satisfaction levels, indicating that the system
worked as desired, was lovely and pleasant to use, and effectively facilitated the housing
interview process.

Based on the results from the evaluation study, the HIMS showed positive results
and demonstrated its effectiveness in streamlining the housing interview process. It is
beneficial because the staff can store the applicant’s information during the interview
session, and this system can also calculate the applicant’s score based on the answer
given. Besides, there is some feedback and comment from the respondents when uti-
lizing this system in Langkawi. Most respondents are satisfied with the system because
the function and aim are achieved. However, there were constructive recommendations
from the respondents, which could further enhance the system’s impact. Some suggested
transitioning the system from a stand-alone application to a web-based platform to sim-
plify setup and usage. Additionally, making the system more user-friendly, particularly
for the older generation, would increase accessibility and utilization. In conclusion, this
evaluation study has the potential to bring about meaningful changes in housing man-
agement, public services, and the lives of low-income Malaysians by optimizing the
housing interview process’s efficiency and accuracy.
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Table 3. The responses on the ease of use of the HIMS

Ease of Use of the
HIMS

Strongly Disagree

Disagree

Neutral

Agree

Strongly Agree

The Housing Interview
Management System is
easy to use

The Housing Interview
Management System is
user-friendly

The Housing Interview
Management System is
flexible

The Housing Interview
Management System is
easy to learn how to
use it

The Housing Interview
Management System
without written
instruction

I can easily remember
how to use it

I do not notice any
inconsistency as [ use
the Housing Interview
Management System

I can recover from
mistakes quickly and
efficiently when using
the Housing Interview
Management System

I can use Housing
Interview Management
System successfully
every time

The Housing Interview
Management System is
easy to use
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Table 4. The respondents’ responses on their satisfaction with HIMS

Ease of Use of the Strongly Disagree | Disagree | Neutral | Agree | Strongly Agree
HIMS

I am satisfied with the | 0 0 0 0 6
Housing Interview
Management System

The Housing 0 0 0 1 5
Interview

Management System
works the way I want

The Housing 0 0 0 0 6
Interview
Management System
is lovely and pleasant
to use

I can quickly look at
the applicant’s score
and information

The Housing 0 0 0 2 4
Interview
Management System
is extremely helpful
during the housing
interview process

7 Conclusion and Future Work

The design and development of the HIMS were described in this study, addressing the
issue of time-consuming manual processes during the housing interview process. The
system offers an efficient and accurate solution for the Wisma Darul Aman housing
department in managing affordable housing applications for low-income Malaysians.
The system’s requirements were gathered through the Prototyping Software Develop-
ment Methodology, and a stand-alone application was created to facilitate the interview
process.

To enhance the system further, future work could focus on integration with the
existing housing department system, KHIS, to create a unified web-based system. Addi-
tionally, conducting user experience evaluations and gathering feedback from a broader
group of housing department staff can provide valuable insights for continuous improve-
ments. By implementing such enhancements and addressing usability concerns, the
HIMS can better serve its purpose, streamline housing interviews, and ultimately benefit
low-income Malaysians in need of affordable housing, contributing to improved public
service delivery. With technology as an enabler, this system showcases the potential to
modernize and optimize essential public services, making them more accessible and
efficient for the target beneficiaries.
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Abstract. Understanding the influence factors on online purchasing behavior
from a Malaysian consumer perspective is crucial for businesses and marketers
aiming to thrive in the digital marketplace. This study aims to investigate the factors
that influence online purchasing behavior among Malaysian consumers. It gives
detailed insights into how the factors affect consumer behavior. The questionnaire
was adopted in accordance with previous research, and data were collected using a
survey method. Approximately 560 respondents’ data were collected through con-
venience sampling, with the criteria of being Malaysian, above 18 years old, and
having used an e-commerce platform at least once. Descriptive statistics, correla-
tion coefficients, and multiple regression analyses were conducted, and the find-
ings showed that attitude, psychology, product price, privacy, perceived benefits,
and accessibility were significant factors in online purchase behavior. Meanwhile,
perceived risk was found to be significant but negatively affects online purchase
behavior. The results revealed that online consumers’ purchase behavior is not
influenced by trust and security, hedonic motivation, emotional and promotional
factors. However, the findings should be further explored by delving deeper into
specific factors and exploring emerging trends, such as social commerce or live
stream, to be more generalizable. This is the first study to measure the eleven
influencing factors on online purchasing behavior comprehensively.

Keywords: Online Purchasing Behavior - Malaysian Consumer - Attitude -
Hedonic Motivation - Perceived Risk

1 Introduction

The expansion of the internet and advances in technology have changed the way peo-
ple shop, and online shopping is becoming more and more popular around the world.
Malaysia is no exception, with a significant increase in online shoppers in recent years.
According to areport by [1], the e-commerce market in Malaysia was forecast to increase
continuously between 2023 and 2027 by 2.9 million individuals, with an expected annual
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growth rate of 17.35%. Initially, the Malaysian Communication and Multimedia Com-
mission [2] targets online retail sales in Malaysia to exceed 6.1% (RM22.6 billion) by
2020. As a result, Malaysia nowadays is witnessing market shifts from conventional
one-to-one transactions to the electronic market. The growth of the e-commerce market
in Malaysia has led to a growing interest in understanding the factors that influence
consumers’ online purchasing behavior. Several studies have identified various fac-
tors influencing online purchasing behavior, including attitude toward online shopping,
psychological factors such as trust and self-control, product price, perceived benefit,
accessibility of online shopping platforms, and privacy concerns.

Additionally, expanding Internet purchases will give marketers and researchers a
fresh concept for examining the trends in Malaysian purchasing behavior [3]. On the
other hand, as online purchasing grows exponentially, consumers have more opportuni-
ties to participate in online selling. The number of internet vendors has increased more
quickly, leading to a highly competitive market [4]. Understanding the factors influenc-
ing Malaysian consumers’ online purchase behavior in this situation is crucial for online
marketers. However, there is limited research on the factors influencing online purchas-
ing behavior among Malaysian consumers. The few studies that have been conducted
have focused mainly on specific industries or products, such as the travel industry or
smartphones. Thus, there is a need for a comprehensive study that examines the factors
that influence online purchasing behavior among Malaysian consumers across different
industries.

This study aims to fill the research gap by investigating the factors influencing online
purchasing behavior among Malaysian consumers. The study focuses on eleven main
factors, including attitudes, psychological factors, product price, privacy, perceived ben-
efits, and accessibility, which have been identified in previous research as important fac-
tors in online purchasing behavior. Examining these factors could help provide valuable
insights for online retailers and marketers interested in attracting and retaining online
customers in Malaysia. The remaining sections of this article are organized as follows.
Section 2 presents the related work of the study. Section 3 presents the methodology.
Section 4 determines the findings and discussion of the research. Section 5 concludes
the study.

2 Related Work

It’s interesting to hear that consumer online shopping behavior is influenced by multiple
factors such as attitude, psychology, product price, privacy, perceived benefit, and acces-
sibility. Attitude towards online shopping has continued to be found to be an important
predictor of online purchasing behavior. A recent study by [5] found that attitude towards
online shopping significantly positively affected online purchase intention. A study by
[6] indicated that how people feel about online shopping is related to how much they
spend and how they plan to spend it. In the current situation where the pandemic has
caused budget constraints, customers may be more willing to turn to cheaper products
to save money. Additionally, one study from [7] suggested that transactional character-
istics can be used to divide customers into different groups. By using this, we can know
the behavior of each cluster. Three methods for grouping things were used: KMeans,
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KModes, and KMedoids. Psychological factors have also been found to be influential in
online shopping behavior. According to a study by [8], several psychological elements
can promote and affect consumers’ online shopping behavior during the COVID-19
pandemic.

Product price continues to be an important factor in online shopping behavior, and
recent research has explored how price sensitivity differs across product categories.
Consumers may buy more if they think your price is cheaper than competitors’. However,
the response may be disappointing if the price is substantially greater than planned.
According to [9], product prices are divided into three dimensions: fair price, fixed price,
and relative price. In contrast, price strategy can be categorized as odd pricing, bundle
pricing, and discount pricing strategy. Several studies have shown that the price of a
product is more important and relevant to consumer purchasing behavior [10]. Moreover,
perceived risk plays a big role in how consumers buy things online. According to [11]
the decision to buy something via the internet is heavily influenced by how secure and
confidential consumers believe their information to be. A recent investigation by [12]
found that financial and privacy risks are some of the risks online shoppers face.

The accessibility of online shopping platforms is also an important factor in online
shopping behavior. A recent study by [13] determined that accessibility is an important
factor for the reputation of online shopping malls. However, [14] stated that accessibility
factors do not much impact the development of customer attitudes. Customers in India
prefer face-to-face contacts with insurance agents due to a lack of accurate product
information on websites. Perceived benefit, trust and security also as stated by [15] has
positive relationship with online purchase behavior. An empirical study [16] found that
trust and perceived benefits determine consumer attitudes toward online shopping, and
factor analysis and structural path model analysis were used to test the hypothesized
relationships of the research model. This finding shows that the better the perceived
benefit, the higher the likelihood of online buying behavior among consumers. To sum
up, the identified factors that influence online purchasing behavior play a significant role
in shaping consumers’ decisions and actions in the online marketplace.

3 Methodology

The quantitative research method used in this study consists of an open-ended question
using five Likert scales distributed via Google Form through WhatsApp and Telegram
channels. The population is defined as the entire group about which information must
be ascertained, whereas sampling is a subgroup of the population chosen for the study
[17]. The number of e-commerce users in Malaysia have reached 16.53 million by 2020.
Due to the time and cost limitations experienced in the data collection process, the entire
population cannot be reached. 560 responses were collected for this study, which needs
384 to be unbiased. The target population for this study is Malaysian respondents who
use an e-commerce platform for purchases and are aged 18 and above. The sampling
method used is convenient sampling, but respondents needed to have experience in online
purchasing at least once in their lifetime. Face and content validity tests were done on
the questionnaire. Face validity was checked by talking to supervisors and co-workers
with experience in the study field, while content validity was determined by using a
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panel of experts of four people with strong backgrounds in marketing, e-commerce,
and information systems from each faculty. The process of collecting data is around
3 months, from Feb 2023 until Mei 2023.

The survey, a questionnaire, was divided into three main components. Section A
covers the consumer’s demographics, Section B focuses on measuring the factors that
affect how people buy things online. This study looked at eleven factors: attitude, per-
ceived risk, trust and security, psychological, hedonic motivation, promotion, product
price, privacy, emotional, perceived benefit, and accessibility. In Section C, respondents
were asked how they bought things online. Additionally, we utilized modified scales
from past research to develop scales for measuring various constructs. Table 1 illustrates
the references from which the measurement scale has been adapted and modified as per
the study. Sections B and C were measured using a five-point Likert scale (from strongly
disagree to strongly agree).

4 Results and Discussion

4.1 Respondent Background

The background characteristics of the respondents that have been highlighted include
their gender, age, level of education, ethnicity, annual income, employment status, state,
how often they use online shopping sites, how much they spend on average, and what
kind of products they buy. A summary of the respondents’ profile is presented in Table 1.

Table 1. Respondent’s Profile

Demographic Information Frequency Percent
Gender Male 105 18.8
Female 455 81.3
Age 18 — 25 years old 358 63.9
26 — 35 years old 90 16.1
36 — 45 years old 76 13.6
46 — 55 years old 27 4.8
56 and above 9 1.6
Level of Education SPM 19 34
Diploma 95 17.0
Bachelor’s Degree 373 66.6
Master’s Degree 64 11.4
PhD 9 1.6
Ethnicity Malay 497 88.8
Chinese 18 32

(continued)
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Table 1. (continued)

Demographic Information Frequency Percent
Indian 6 1.1
Others (Sabah & Sarawak) 39 7.0
Monthly income Below RM5,000 439 78.4
RMS5,001-RM10,000 56 10.0
RM10,001-RM15,000 10 1.8
RM15,001-RM20,000 15 2.7
Above RM20,000 40 7.1
Employment status Student 335 59.8
Private Sector 92 16.4
Government Sector 87 15.5
Self-employed 25 4.5
Unemployed 21 3.8
Current residential Johor 123 22.0
Kedah 15 2.7
Kelantan 23 4.1
Melaka 84 15.0
Negeri Sembilan 75 134
Pahang 16 29
Perak 20 3.6
Perlis 12 2.1
Pulau Pinang 9 1.6
Selangor 71 12.7
Sabah 52 9.3
Sarawak 12 2.1
Terengganu 9 1.6
Kuala Lumpur/Putrajaya 39 7.0
How often do you Daily 141 25.2
v_isit online shopping Weekly 158 28.2
sites?
Fortnightly 31 55
Monthly 55 9.8
Occasionally 175 31.3

(continued)
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Table 1. (continued)

Demographic Information Frequency Percent
What is the average Less than 30 min 165 29.5
amount of time that 30min—-1h 276 49.3
you spend online 1-2h 82 14.6
shopping sites daily? More than 2 h 37 6.6
Type of products Elect Device & Appliances 214 38.2
that you usually Health & Beauty 387 69.1
purchase on online Baby, Toys & Kids 87 15.5
shopping sites Groceries & Pets 98 17.5
Home & Lifestyle 275 49.1
Women Fashion & Accessories 405 72.3
Men Fashion & Accessories 97 17.3
Sport & Lifestyle 132 23.6
Automotive & Motorcycle 48 8.6

The respondents’ profiles and other important background information were ana-
lyzed using descriptive analysis, which summarizes the key findings of the study sample.
Table 2 describes the sample. 81.3% of responders were women and 63.9% were 18-25,
according to the profile. 66.6% of employed students have a bachelor’s degree. 78.4%
of respondents earned less than RM5,000 per month, and 88.8% were Malay. 31.3% of
respondents rarely visited online buying sites, while 49.3% spent 30 min to 1 h on them
everyday. Health and beauty products are purchased online by 69.1% of respondents.

4.2 Reliability Analysis

The data obtained from the 560 respondents served as the basis for the reliability test
that was carried out. Cronbach’s Alpha was used to determine the reliability of the
questionnaire, which contained 85 items on the scale. To accomplish this, SPSS was
applied. The results of the Cronbach Alpha test were shown in Table 2. According to
[18], the minimum acceptable reliability should be set at 0.60, and the analysis of this
questionnaire in this study has a Cronbach Alpha value of higher than 0.7. However,
according to [19], Cronbach alpha levels of 0.690 for perceived risk and 0.576 for
perceived security are acceptable. Acceptable Cronbach alpha values are values that are
more than 0.5.

4.3 Descriptive Statistic

Descriptive statistics were used in the present study to provide a general description of
the constructs used. Statistical values of means, standard deviation, minimum, and max-
imum were computed for the independent, moderating, and dependent variables. The
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Table 2. Cronbach Alpha

Variable Number of Item Cronbach Alpha
Attitude 7 0.773
Perceive Risk 6 0.690
Trust & Security 6 0.576
Psychological 5 0.797
Hedonic Motivation 5 0.868
Promotion 6 0.820
Product Price 6 0.821
Privacy 6 0.801
Emotional 6 0.812
Perceived Benefit 6 0.890
Accessible 6 0.906
Online Purchase Behavior 10 0.856

results of the statistical values obtained are shown in Table 3. All the latent variables used
in the present study were measured on a 5-point scale anchored on 1 = strongly disagree
and 5 = strongly agree. The overall mean ratings for Attitude, Perceived Risk, Trust &
Security, Psychology, Hedonic Motivation, Promotion, Product Price, Privacy, Emo-
tion, Perceived Benefit, and Accessibility (independent variables) and Online Purchase
Behavior (dependent variable) were also reported.

Table 3. Descriptive statistic

Construct Item |Mean | Std Construct Item |Mean | Std
Deviation Deviation

Attitude BA1 433 |.704 Promotion BF1 432 |.834
BA2 432 |.714 BF2 |4.25 |.847
BA3 |4.46 |.762 BF3 |4.00 |.998
BA4 |4.51 789 BF4 |4.01 958
BAS |3.63 |1.055 BF5 |3.50 |1.096
BA6 |3.46 |.979 BF6 |3.52 |1.048
BA7 |4.44 |.723 Product Price | BG1 [4.20 |.842

Perceived Risk BB1 |3.23 |1.055 BG2 |3.73 | 1.006
BB2 (4.18 |.793 BG3 |4.16 |.813
BB3 348 |1.043 BG4 |3.73 | 1.040

(continued)
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Table 3. (continued)

Construct Item | Mean | Std Construct Item |Mean | Std
Deviation Deviation
BB4 [3.34 |1.042 BG5 [4.13 |.870
BB5 346 |1.126 BG6 432 | .741
BB6 |3.59 |1.004 Privacy BH1 437 |.751
Trust & Security BCl 340 | .861 BH2 [4.17 |.820
BC2 344 |.925 BH3 |3.57 |.982
BC3 341 |.926 BH4 |4.00 |.874
BC4 350 |.885 BH5 [3.94 |.846
BC5 396 |.791 BH6 |3.92 |.888
BC6 [3.98 |1.016 Emotional BIl |3.79 |.867
Psychological BD1 |4.08 |.973 BI2 |4.06 |.843
BD2 |3.74 |1.209 BI3 347 |1.104
BD3 [3.05 |1.316 BI4 393 |.905
BD4 | 4.09 |.845 BI5 |4.12 |.750
BD5 |4.29 |.787 BI6 |3.76 |.905
Hedonic Motivation | BE1 |4.08 |.845 Perceived BJ1 428 |.769
BE2 387 970 Benefit B2 389 | .852
BE3 |4.27 |.809 BJ3 427 |.726
BE4 [3.94 |1.007 BJ4 418 | .811
BE5 4.09 | .871 BJ5 434 |.749
BJ6 |4.15 |.853
Accessible BK1 [4.35 730 OPB C1 4.26 1.060
BK2 |4.20 |.789 c2 387 |1.205
BK3 |4.11 781 C3 332 |.964
BK4 |4.06 |.839 C4 440 |.803
BK5 |4.33 |.719 C5 4.13 |.984
BK6 |3.99 |.825 Cc6 371 ].960
C7 3.79 |1.037
C8 436 |.763
C9 4.11 |.814
Cl10 |4.18 |.798

Table 3 shows the mean and standard deviation for the seven questions in the first
variable, which is attitude. The item which has the highest mean is “I will prefer online
shopping only if the online prices are lower than the actual price at physical stores”,
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with the value of (M = 4.51, SD = .78) and the question which has lowest mean is “The
information given about the products and services on the internet is sufficient” with the
value of (M = 3.46, SD = .97). The highest mean score is based on the 5-point Likert
scale. It indicates that the respondents agree they prefer to purchase online products if
the price is lower than the physical store. Meanwhile, the respondent was less sure about
sufficient information of product and services on the internet. The mean and standard
deviation for the second variable, which has six questions about perceived risk, are shown
by Table 3. The question that has the highest mean is “It is hard to judge the quality of
the merchandise over the Internet,” with the value of (M = 4.18, SD = 0.79) and the
question with the lowest mean score is “I believe my personal information may not be
shared”, with the value of (M = 3.23, SD = 1.05). It shows that the respondent agrees
that verifying the quality of the product purchased online is difficult. Meanwhile, the
respondent felt less sure their personal information would remain private.

The third variable, which is Trust and Security, contained six questions. The question
with the highest mean is “I do not simply trust any online shopping”, with a value
of M = 3.98, SD = 1.01). The question with the lowest mean value is “I feel safe
about the transactions on online shopping sites” with a value of mean of (M = 3.40,
SD = .86). It indicates that the respondents agreed that they do not simply trust any
online purchase. The respondents, however, were less sure about the security of online
shopping transactions. Meanwhile, the fourth variable, which is Psychology, contained
five questions. The question with the highest mean is “I buy a product online because
of others’ feedback”, with a value of M = 4.29 (SD = .78), while the question with the
lowest mean value is “I do online shopping when I feel sad” with a mean value of M =
3.40 (SD = .86). It shows that the respondents agreed that they purchase a product after
reading reviews online. Meanwhile, the respondents disagreed that being in a bad mood
can make them more likely to shop online.

The fifth variable, Hedonic Motivation, contained five questions. The question with
the highest mean is “I truly enjoy hunting for bargains when I am shopping on this
online shopping site” with a value of M = 4.27 (SD = 0.80). Since the mean value falls
within the range of 3.8 to 4.2, it can be concluded that most of the respondents agreed
with this statement. The respondents also enjoyed looking for deals while making online
purchases on shopping sites. Table 3 shows the mean and standard deviation of the sixth
variable, Promotion, which contained six questions. The question with the highest mean
is “I often buy discounted products” with a value of M = 4.32 (SD = 0.83), while the
question with the lowest mean value is “I still like to participate in the promotion if a
price-off promotion requires buying more than one product” with a mean value of M =
3.50 (SD = 1.09). These results suggest that the respondents frequently bought items
on sale, but they were less sure about participating in promotions requiring buying more
than one product to receive a discount. Table 3 also displays the mean and standard
deviation for the six questions in the seventh variable, which is Product Price. The
question with the highest mean is “Online shopping allows me to look for the best price
before purchasing” with a mean value of M = 4.32 (SD = 0.74), while the question
which obtained the lowest mean value is “I believe that online retailers always offer the
lowest price” with a mean value of M = 3.73 (SD = 1.00). This implies the respondents
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agreed that they look for the best price before making an online purchase but were less
certain about whether online retailers always offer the lowest prices.

The eighth variable is Privacy. The question with the highest mean is “I would likely
do online shopping if the level of online security is well taken care of” with a value of
M = 4.37 (SD = 0.75), while the question with the lowest mean value is “I believe that
online shopping sites will secure my personal information” with a mean value of M =
3.57 (SD =0.98). This indicates that the respondents were likely to purchase items online
if the level of internet security is high enough. Still, they are less confident that online
shopping sites will secure their personal information. The next variable is Emotion. The
question with the highest mean is “The function of online shopping sites enables me to
accomplish a shopping task more quickly than other ways of shopping” with a value of
M = 4.12 (SD = .75). Most of the respondents agreed with this statement, as the mean
for the variable is in the range of 3.75 to 4.1. It is shown that the respondents agreed
that online shopping sites enable them to complete a purchasing task faster than with
conventional shopping methods.

The average and standard deviation for the Perceived Benefit variable are shown in
Table 3. The question with the highest mean is “I can buy from online shopping sites
whenever I want” with a value of M = 4.34 (SD = .74). As the mean score for the
variable is between 3.8 and 4.3, most of the respondents agreed with this statement that
by using online shopping, they can purchase at any time. Meanwhile, in the Accessible
variable, the question with the highest mean is “It is a great advantage to be able to
shop at any time of the day on the internet” with a value of M = 4.35 (SD = .73). As
the average variable is between 3.9 and 4.3, most of the respondents agreed with this
statement that being able to shop online at any time is a huge benefit.

The final variable is Online Purchasing Behavior, which contained ten questions.
The question with the highest mean is “I have bought online products more than once”
with a value of M = 4.40 (SD = .80), while the question with the lowest mean value is
“I think the quality of the online products is better” with a mean value of M = 3.32 (SD
= .96). This indicates that the respondents agreed that they frequently purchase items
online. Meanwhile, they were less sure about the quality of the products they purchase
online.

4.4 Correlation Analysis

Table 4 shows a correlation analysis based on Pearson Correlation (r), which indicates the
degree of association between the independent and dependent variables. The correlation
coefficients (r) of each variable are as follows: ATT (r = .532, strong relationship);
RISK (r = .078, weak relationship); SEC (r = .334, moderate relationship); PSY (r =
.508, moderate relationship); HED (r = .593, strong relationship); PRO (r = .523, strong
relationship); PRI (r = .623, strong relationship); PRIV (r = .591, strong relationship);
EMO (r = .590, strong relationship); BEN (r = .657, strong relationship); ACC (r =
.684, strong relationship). All the variables have a correlation coefficient between 0.334
and 0.684, meaning that the strength of the independent and dependent variables ranges
from moderate to strong. This shows that most variables have a positive and significant
relationship with online shopping behavior. However, the correlation coefficient for
perceived risk is only .078, which is a weak relationship. This result is supported by a
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Table 4. Correlation

ATT ‘RISK ‘SEC ‘PSY ‘HED ‘PRO \pm \va ‘EMO ‘BEN ‘ACC ‘OPB
ATT |1
RISK | .158"™ |1
SEC | .386" | 470" |1
PSY |.399™ |.1317" | 280" |1
HED |.525™ | .081 3277 | 687 |1
PRO | .429™ | 229" | 355" | 506" | .549™" |1
PRI | .494™ | 191" | 365™ | 520" | .626™ | .622"" |1
PRIV | .446™ | 206™" | 422" | 425" | 492" | 546™ | 586" |1
EMO |.523" | 185" | 414™ | 446™ | 523" | 541" | 633" | 623" |1
BEN | 572" | 129" | 420" | 387" | .528™" | 447" | 600" | .624™ | 684" |1
ACC | .570™ | 1117 | 359™ | 430" | .583™ | 488" | .629™ | .642™ | .661"" |.796™ |1
OPB |.532 |.078 | .334™ | .508™ |.593"" |.523" |.623"" | .591%" | .590"* | .657*" |.684™ |1

**Correlation is significant at the 0.01 level (2-tailed).
Source: Research calculation by using SPSS

study by [20], who stated that the perceived risk variable does not affect online buying
decisions.

4.5 Multiple Regression

This study utilized regression analysis to assess the independent variables’ significance
level and potential influence on the dependent variable. Table 5 presents the findings
of the regression analysis. The results indicate that Attitude significantly affects Online
Purchase Behavior with a significant coefficient of 0.023 < 0.05 and a  value of 0.082.
Furthermore, Perceived Risk has a significant negative effect on online purchase behavior
with a significant coefficient value of 0.024 < 0.05 and a f value of -0.071. Trust
and Security, conversely, did not influence online purchase behavior, as indicated by
a significant coefficient value of 0.931 > 0.05 and a B value of 0.003. Psychological
factors significantly affected online purchase behavior with a significant value of 0.003
< 0.05 and a B value of 0.114. Hedonic Motivation did not influence Online Purchase
Behavior, as indicated by a significant value of 0.087 > 0.05 and a § value of 0.076.

Additionally, Promotion did not influence Online Purchase Behavior, as indicated
by a significant value of 0.60 > 0.05 and a p value of 0.072. Meanwhile, Product Price
significantly affected Online Purchase Behavior with a significant value of 0.003 < 0.05
and a P value of 0.127. Next, Privacy concerns significantly affected Online Purchase
Behavior with a significant value of 0.006 < 0.05 and a B value of 0.110. Emotional
factors did not influence Online Purchase Behavior, as indicated by a significant value
of 0.620 > 0.05 and a B value of 0.021. Meanwhile, Perceived Benefits significantly
affected Online Purchase Behavior with a significant value of 0.001 < 0.05 and a B
value of 0.171. Finally, Accessibility significantly affected Online Purchase Behavior
with a significant value of 0.001 < 0.05 and a § value of 0.214. This indicates that
Accessibility significantly affected Online Purchase Behaviour.
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Table 5. Regression Analysis

Model Unstandardized Standardized t Sig
Coefficient Beta
B Std.Error

(Constant) 3.860 1.650 2.339 .020
Attitude 136 .060 .082 2.275 .023
Perceived Risk —.117 .051 —.071 -2.265 .024
Trust Security .006 .071 .003 .086 931
Psychological .184 .062 114 2.958 .003
Hedonic 130 .076 .076 1.715 .087
Motivation

Promotion 107 .057 .072 1.883 .060
Product Price 205 .069 127 2.964 .003
Privacy .188 .069 110 2739 .006
Emotional .034 .069 .021 496 .620
Perceived Benefit |.279 .081 171 3.429 <.001
Accessible .346 .081 214 4.270 < .001

5 Conclusion

This paper has presented the important variables that influence Malaysian consumers’
online purchase behavior. The grouping of factors has been identified as the major deter-
minants of online purchasing behavior. When people shop online, these variables signif-
icantly influence their choices and actions. To improve the online shopping experience
for Malaysian consumers, businesses must recognize and address these factors to cre-
ate effective marketing strategies, optimize pricing strategies, address privacy concerns,
highlight the advantages of their products, and improve accessibility. Businesses may
more effectively meet the wants and preferences of Malaysian customers by consider-
ing these influencing elements, ultimately boosting their online sales. According to the
findings, accessibility, attitude, perceived risk, psychological effects, product pricing,
privacy, and perceived advantage all impact online purchasing behavior.
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Abstract. ICTs have the potential to increase efficiency, productivity, and overall
performance in the agribusiness sector. However, the utilization of ICT among
agribusiness practitioners in Somalia is not well-understood. This study inves-
tigates the effects of perceived usefulness (PU) as well as perceived ease of use
(PEOU) on the intention to use (ITU) information and communication technology
(ICT) services among agribusinesses practitioners, including farmers, producers,
growers, managers and agribusiness owners in Somali agribusiness industries.
The Technology Acceptance Model (TAM) was utilized to evaluate the two cru-
cial components of the use of ICT in agribusiness. A set of questionnaires has
been developed for data collection from employees of agribusiness companies. A
hundred and three (103) employees have responded, the data has been analyzed
with descriptive statistics and Multiple Linear Regression (MLR) analysis was
applied to test the hypotheses. The finding highlights that PU and PEOU highly
correlated with the ITU ICT services among agribusiness practitioners in Soma-
lia. This indicates a positive effect of PU and PEOU toward using ICT services.
The study recommends that agribusiness companies provide ICT training and
skills for their employees to continuously improve their operations and services.
The research sheds light on the potential utilization of ICT services in Somalia’s
agribusiness sector, which can contribute to the productivity and performance of
their agriculture industry.

Keywords: Perceived Usefulness - Perceived ease of use - ICT services -
Agri-business - TAM

1 Introduction

Agribusiness is crucial in improving economic development, food security, and sustain-
able development. They also contribute significantly to the global economy by provid-
ing employment opportunities, generating stakeholder income, and promoting economic
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development [1, 2]. In addition, it has ensured increased productivity, reduced poverty,
and created employment opportunities for the rural population [1, 3, 4]. Besides, agri-
cultural expansion in sub-Saharan Africa is hampered by agribusiness firms’ lack of new
advanced technological capabilities, management and staff incompetence, and infras-
tructure and resources [3, 5, 6]. Other challenges include poor implementations of ICT
services, which leads to the resistance of agribusiness partitioners in agricultural business
industries. This indicates that companies do not prioritize the strategic implementation
of ICT in their operations. On the other hand, ICT has played a crucial role in the
progress and improvement of countries, especially when it is used effectively. The suc-
cessful implementation of ICT in the agriculture industry in developed countries has led
to significant advancements in the efficiency and productivity of the agriculture value
chain. However, the adoption of ICT in the agriculture industry in sub-Saharan Africa
was slow, and major transformations still need to occur [7].

Several studies have discovered that using ICT in agribusiness can enhance produc-
tivity, reduce costs, and improve the livelihoods of farmers and agribusiness practition-
ers. It also contributes to the overall operations of agribusiness activities and the value
chain process. Nevertheless, adopting ICT services is not always straightforward, and
various factors can influence an individual’s intentions to use these services [8]. A few
agricultural businesses in Somalia have started utilizing technology to stay competi-
tive and access global markets [9]. However, they face significant challenges, such as
a lack of management and staff expertise, inadequate infrastructure and resources, and
the absence of innovative technologies. These obstacles may impede the adoption and
effectively using new technologies, lower productivity, and hamper overall progress.
Hence, this study analyzes the relationship between PU and PEOU on intention to use
ICT services and how these factors influence ICT services adoption among agribusiness
practitioners in Somalia. In addition, this research strengthens the literature on ICT ser-
vice adoption regarding agribusiness. Furthermore, it provides insights into factors that
may enhance the adoption and use of ICT services in Somalia’s agribusiness sector.

This study employs TAM theory to explain ICT services’ adoption by agribusiness
practitioners in Somalia. Here, the results inform strategies and policies that can improve
the adoption and use of ICT services in the agribusiness sector, improve productivity, and
promote overall progress in Somalia. The remaining sections of the paper will follow a
specific structure. First, there will be an overview of the literature review. Subsequently,
the research framework and hypothesis development will be discussed. The research
setting will then be introduced, followed by an examination of the methodology applied
in this study. Consequently, the data analysis will be presented, and the study’s findings
will be explained. Finally, the paper will conclude by summarizing the primary research
points.

2 Literature Review

2.1 ICT in Agriculture

Literature on using ICTs in agriculture suggests that ICTs can enhance efficiency, pro-
ductivity, and competitiveness in the agricultural sector. For example, ICTs Services
have been employed in agriculture with precision farming. This method utilizes drones,
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sensors, and Global Positioning System (GPS) technology to enhance crop yields and
decrease expenses [10]. According to Ayim et al. [7] study, various obstacles impede the
adoption of ICT in African agribusiness, such as inadequate policies, limited expertise,
and insufficient technological infrastructure. Another study indicated that personal ICT
gadgets such as phones, radios, and televisions could improve climate-smart agriculture
adoption by providing farmers with timely information and forecasts. This access to
information can significantly enhance farmers’ welfare and facilitate the uptake of other
agricultural innovations, such as biological control. Furthermore, this study emphasizes
the importance of providing farmers with ICT tools to enhance their decision-making
abilities and promote sustainable agriculture. Therefore, policymakers and agricultural
practitioners should prioritize adopting ICT tools to improve farm productivity and
sustainability [11].

Additionally, it is found that ICT use in small agribusinesses in Nigeria’s native
communities. The researchers have established that social factors are crucial in these
communities and that a balance between designing ICT solutions and addressing social
elements is necessary to increase the acceptance of ICT advancements, such as Internet
access, computers, and online portals [12] Lokeswari [13] has determined that adopting
ICT services among agricultural staff is influenced by various factors such as infras-
tructure, education, content availability, affordability, and PU. Despite awareness of the
benefits of ICT, the lack of infrastructure and technical knowledge is a significant bar-
rier to adoption. Hence, efforts should be made to improve ICT infrastructure, provide
relevant training and education, and develop affordable and accessible ICT solutions to
increase adoption and use among rural farmers [13].

2.2 ICT Services in Agribusiness

Several factors, including access to technology, education level, business size, and exist-
ing technology usage influence the adoption of ICT in small-scale agribusiness enter-
prises in Somalia. Additionally, limited knowledge and skills and inadequate infras-
tructure were identified as significant barriers to adopting ICT. In addition, government
policies and regulations may have a substantial role in enhancing ICT adoption and sup-
porting the growth of small-scale agribusiness enterprises in Somalia [9]. Nevertheless,
other research has shown that ICT can drive sustainable agribusiness innovation [14].
For example, precision agriculture technologies, such as precision planting and fertil-
ization, can improve crop yields while reducing the use of resources and minimizing
the environmental impact [15]. Similarly, using ICT in supply chain management can
improve the traceability and transparency of food products, leading to more efficient and
sustainable production and distribution processes [16]. Furthermore, food sustainabil-
ity transitions are enhanced using information and communication technologies (ICTs),
improving resource productivity, reducing inefficiencies, lowering management costs,
and improving chain coordination across agro-food value chains [16].

Conversely, ICT services refer to the many services offered through information and
communication technology. (ICT). It covers various topics, such as telecommunications,
software, hardware, the internet, cloud computing, IT support, e-commerce, and many
more [17]. Additionally, these ICT services have played an essential role in facilitating
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business operations, enhancing the effectiveness and efficiency of agribusiness activities
and its practitioners.

3 Theoretical Framework and Hypotheses Formulation

3.1 Technology Acceptance Model (TAM)

TAM is broadly recognized and influential in information systems and technology man-
agement. Davis developeditin 1986 and revised itin 1989 to explain how users accept and
adopt new information technology (IT) systems. Numerous researchers have expanded
and applied the TAM theory in various technological contexts. Examples of these con-
texts include e-government [18], e-learning [19], healthcare information systems [20],
e-commerce exchanges [21], mobile money services [22], ICT innovation in agriculture
[7] and among others.

In addition, TAM refers to a theoretical framework explaining the factors that deter-
mine users’ usage and acceptance of new technology. It assumes that people will adopt
a technology they deem useful and easy to use. In addition, TAM suggests that two
main factors influence users’ acceptance and usage of new technology: PU and PEOU
[21]. PU and PEOU are the primary factors in user adoption of IT. As a result, they are
believed to shape an individual’s overall attitude toward employing technology [23, 24].
Furthermore, Davis [25] established that PEOU and PU influence user perceptions of
system adoption. This is also observed in similar studies [22, 26, 27]. On the other hand,
the study found that perceived usefulness and ease of use have no significant effect on
attitude variables on the usage of mobile banking services [28]. Therefore, the authors
recommend a need for strategic improvement and improvement for this business to
enhance the overall performance of this service [28]. Meanwhile, some authors contend
that PEOU and PU do not solely determine the ICT services adoption. Instead, they
claim that other factors also significantly promote adoption, including perceived trust
and system quality [20, 29]. This aligns with another study that indicates that students’
perceived usefulness and ease positively affect the intention to use M-learning in middle
school in China [29]. The primary emphasis of the present study is on adopting ICT ser-
vices in agribusiness among agribusiness managers and employees. In this context, PU
and PEOU are identified as the main determinants of ICT service adoption, as portrayed
in Fig. 1.

Perceived
Usefulness

Intention to Use
ICT Services

Peiceived Ease of
Use

Fig. 1. Research model for ICT adoption among Agribusiness practitioners.
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3.2 Hypothesis

Perceived Usefulness (PU). PU refers to how a person believes utilizing a particular
technology will enhance their job performance or make tasks easier to complete. Accord-
ing to the TAM, PU is crucial in establishing technology adoption and user acceptance
[30]. Research has shown that PU significantly impacts the adoption of technology in
various contexts, including e-government [31], healthcare [32], education [33], as well
as online travel services [34]. Therefore, the PU influences ICT adoption in agribusiness
in Somalia. Hence, the hypothesis given below is constructed.

H1: Perceived Usefulness (PU) significantly affects agribusiness practitioners’
intention to use ICT Services.

Perceived Ease of Use (PEOU). PEOU refers to the degree to which users believe tech-
nology is easy to use and does not require much effort to learn or operate. According
to TAM, PEOU is critical in demonstrating technology adoption and user acceptance
[30]. Research has consistently presented that PEOU substantially affectssers’ ITU tech-
nology systems [30, 35, 36]. Hence, this suggests that agribusiness practitioners tend
to employ ICT services in agribusiness if they deem them to be easy to use. Several
studies indicate that PEO positively affects the intention to adopt ICT services such as
information systems, web-based learning, e-governments, and mobile money services
[31, 37]. The hypothesis proposed is that there is a positive relationship between PEOU
and ITU on ICT services in agribusiness:

H2: Perceived Ease of Use (PEOU) significantly affects the intention to use ICT
Services among agribusiness practitioners.

4 Research Methods

4.1 Instrument Design and Measurements

The research examines the use of ICT services by individuals working in agribusiness
in Somalia. Most respondents were chosen from agribusiness personnel as they actively
engage in agriculture activities within the country. The researcher will collect data from a
representative sample of agribusiness companies in the target population. The study uses
arandom sampling method to ensure the sample represents the target population. To test
the research model, the researchers employed an online questionnaire survey to collect
information about adopting ICT services among agribusiness employees. The survey
research design was adopted as the data collection method, and the online questionnaire
survey was categorized into two sections. The researcher gathered demographic infor-
mation in the first section. In contrast, the second section gathered agribusiness staff’s
responses regarding PU and PEOU of ICT services and their intention to use them. To
ensure validity for the survey content, the measurements for the concepts utilized in the
study were obtained from existing literature. Therefore, a 5-point scale that ranges from
“strongly disagree” to “strongly agree” was applied. Note that the measurements for
PEOU and PU were obtained from prior research studies conducted by Venkatesh et al.
[38].
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4.2 Data Analysis

The study also utilizes a quantitative method to analyze data by conducting an online
survey with a random sample of hundred and three (103) respondents and agribusiness
staff from different agricultural companies in Somalia. The study also utilized SPSS
version 26 to conduct descriptive analyses of the sample characteristics, allowing the
researchers to obtain valuable insights into the study participants. The Cronbach alpha
value was examined to ensure the reliability of each variable used in the study. Pearson
correlation was used to determine the significance of the relationship between variables.
Finally, multiple linear regression analysis was performed to determine the relationship
between the independent variables (PEOU and PU) and the dependent variable (ITU).
These statistical techniques helped the researchers better understand their data and draw
conclusions about the relationships between variables.

4.3 Reliability

According to Table 1, the reliability coefficients indicate that all variables obtained an
acceptable internal consistency level, given the scores being greater compared to the
rule of thumb (<.70). The PU and PEOU had the highest Cronbach’s alpha values, with
0.918 and 0.914, respectively. At the same time, the behavior intention variable also
scored high, 0.899.

Table 1. The variables’ Cronbach’s alpha:

No. Variables Items Alpha
1 Perceived Usefulness 5 0.918
2 Perceived Ease of Use 5 0.914

Behavioral Intention 3 0.899

5 Results and Findings

5.1 Descriptive Analysis

Profile of Respondents. Table 2 provides information about the demographics of the
103 respondents in a study. The table is divided into five categories: gender, age cat-
egories, level of education, level of ICT skills, and position. Regarding gender, most
respondents were male, about 72.8% of the total respondents, while the balance of
27.2% was female.

The respondents were categorized into four age groups, with the largest group being
26-35, approximately 44.7% of the total respondents, followed by those aged 18-25,
accounting for 41.7%. Moreover, respondents aged 36—40 were only 7.8%, while those
aged 40+ reported only 5.8%.
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Regarding education, most respondents possess a Bachelor’s degree, 58.3%, pre-
ceded by those having a Master’s degree at 23.3%. Respondents with a Diploma reported
9.7%, and those with secondary and below high school education accounted for 7.8%
and 0.9%, respectively. In addition, regarding ICT skills, most respondents were at an
intermediate level (49.5%), while 23.3% had advanced ICT skills, and 27.2% had basic
ICT skills. Staff was the highest response percentage for the position, 35.9%, while
managers were 25.2%, followed by farmers at 11.7%. Furthermore, growers and others
were the same percentage of respondents which is 9.7% for each group. Finally, the low
percentage of respondents were producers, only 7.8%.

Table 2. The respondents’ demographics

Demographics Frequency Percentage
Gender

Male 75 72.8
Female 28 27.2
Total 103 100
Age Categories

18-25 43 41.7
26-35 46 44.7
3640 8 7.8
40+ 6 5.8
Total 103 100
Level of Education

Master’s degree 24 233
Bachelor’s degree 60 58.3
Diploma 10 9.7
Secondary 8 7.8
Below High school 1 0.9
Total 103 100
Level of ICT skills

Advanced Level 24 233
Basic ICT Level 28 27.2
Intermediate ICT level 51 49.5
Total 103 100
Position

Farmer 12 11.7

(continued)
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Table 2. (continued)

Demographics Frequency Percentage
Growers 10 9.7
Manager 26 25.2
Producers 8 7.8

Staff 37 359

Other 10 9.7

Total 103 100

Table 3 below presents data on internet usage among 103 respondents, showing the
number and percentage of respondents in each category. Only 5.8% of the respondents
use the internet for less than an hour, while 18.5% use it for 1-2 h, 32% use it for 3—4 h,
17.5% use it for 5-7 h, and a significant proportion of 26.2% use it for over 8 h. These
results suggest that many respondents utilize the Internet for extended periods.

Table 3. Internet usage

How frequently do you use the internet Frequency Percentage
<lh 6 5.8

1-2h 19 18.5

34h 33 32

5-7h 18 17.5

>8h 27 26.2

Total 103 100

Table 4 provides the mean and standard deviation for each of the five items (PU1
to PUS5) used to measure the perceived usefulness of ICT service in agribusiness. The
overall mean score for all five items is 3.41, which suggests that respondents generally
agree with using ICT services in agribusiness. However, the standard deviation of 1.465
indicates some variability in their responses.

Table 4. Descriptive analysis of the perceived usefulness

ITEM | Perceived usefulness

Mean | Std. Deviation

PU1 | Using of basic ICT tools and services (word processing,
spreadsheets and PowerPoint) enables me to accomplish

tasks more quickly

3.56 |1.493

(continued)
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Table 4. (continued)

ITEM | Perceived usefulness Mean | Std. Deviation

PU2 | The use of Advanced ICT tools (Internet application) allows |3.51 |1.501
me to access & share information

PU3 | The use of Advanced ICT tools (drive) improves to store my |3.50 | 1.468
data through the online

PU4 | The use of social media enhances the efficiency in 322 1434
communication among Agribusiness Communities (officers,
customers, growers, producers, extensionist, and farmers)

PUS | ICT allows agribusiness officers to provide their agricultural | 3.26 | 1.428
products information (foods, fibers, fuels, and raw materials)
more quickly

Overall Mean and Standard Deviation 341 | 1.464

According to Table 5, the total mean score for perceived ease of use on intention
to use ICT services in agribusiness was 3.3, with a standard deviation of 1.31. This
indicates that the respondents’ opinions about the perceived usability of ICT services in
agribusiness are favourable.

Table 5. Descriptive analysis of the perceived ease of use

Item Perceived ease of use Mean | Std. Deviation
PEOUI1 | It would be easy for me to become skilful at using ICT tools | 3.21 | 1.460
and applications
PEOU2 | I would find the ICT tools and applications easy to use 3.27 |1.359
PEOU3 | Learning to operate the ICT tools and applications is easy 336 |1.220
for me
PEOU4 | my interaction with ICT services would be clear and 330 |1.211
understandable
PEOUS | I would find ICT services easy to use 325 |1.281
Overall Mean and Standard Deviation 330 |1.31

According to Table 6, the mean scores for ITU1, ITU2, and ITU3 were 3.06, 3.28,
and 3.45, respectively. These results show that participants were generally eager to use
ICT services in agribusiness (ITU1), planned to use these services (ITU2), and strongly
advocated using these services to others. (ITU3). The standard deviation values for these
items indicate some variation in the responses, indicating that some participants were
more or less willing to utilize, plan to use, or promote ICT services in agribusiness than

others.
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Table 6. Descriptive analysis of the intention to use ICT services.

Item | Intention to use ICT services Mean | Std. Deviation
ITU1 | I’'m willing to Use ICT services in Agribusiness 3.06 |1.349
ITU2 | I will plan to Use ICT services in agribusiness 328 | 1.294
ITU3 | I would highly recommend using ICT services in agribusiness |3.45 |1.506

Overall Mean and Standard Deviation 326 |14

5.2 Correlation Coefficients

Table 7 displays the Pearson correlation coefficients between three variables: PU, PEOU,
and ITU ICT services. The findings signify a strong positive correlation between PU
and PEOU (r = 0.795, p < 0.01), suggesting that as the belief in the usefulness of
technology increases, the perception of ease of use is also prone to increase. Moreover,
a moderate positive correlation between ITU and both PU (r = 0.685, p < 0.01) and
PEOU (r =0.702, p < 0.01) occurred, indicating that as users perceive a technology to
be more useful and easier to use, they are prone to intend to use it. All correlations are
statistically significant at the 0.01 level, indicating that these relationships are unlikely
to be due to chance. These findings suggest that PU and PEOU are important factors
that influence users’ ITU ICT service among agribusiness practitioners in Somalia.

Table 7. Pearson’s Correlation analysis for Perceived Usefulness, Perceived ease of use and
Intention to Use.

PU PEOU ITU
Perceived Usefulness (PU) 1
Perceived ease of use (PEOU) 795" 1
Intention to use (ITU) ICT 685" 702" 1

**Correlation is significant at the 0.01 level (two-tailed).

5.3 Hypothesis Test

The regression model is used for testing the two hypotheses presented above, also per-
formed using SPSS 26. The path significance of each hypothesized association in the
research model and variance explained (R2 value) by each path were examined, and
Table 8 shows the test results. This research examines the effect of PU and PEOU on ITU
of ICT services among agribusiness practitioners in Somalia. Moreover, two hypothe-
ses were postulated: H1 stated that PU significantly impacts ITU ICT services among
agribusiness practitioners. Meanwhile, H2 suggested that PEOU positively affects ITU
ICT services among agribusiness practitioners. According to the results presented in
Table 8, the study conducted a regression analysis of the dependent variable (ITU of
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ICT services) on the predicting variables of PU and PEOU. The analysis presented that
the independent variables significantly predicted the ITU ICT services among agribusi-
ness practitioners, with an F-value of 57.89 and a significance level of less than .001.
Therefore, this indicates that the two factors studied significantly impact the ITU of ICT
services in agribusiness.

Furthermore, the adjusted R-squared value of 0.53 suggests that the regression model
can elaborate 53% of the variation in ITU. Additionally, coefficients were further to ascer-
tain the influence concerning factors on the criterion variable ITU ICT services among
agribusiness practitioners. H1 evaluates whether PU possesses a significant and posi-
tive effect on ITU. Other than that, the findings revealed that PU significantly impacts
ITU ICT services among agribusiness practitioners (B = 0.344, t = 3.080, p = 0.003).
Consequently, H1 was supported. H2 evaluates whether PEOU has a significantly posi-
tive impact on ITU ICT services among agribusiness staff. The outcomes illustrate that
PEOU is significantly positive on ITU ICT services among agribusiness employees (B
= 478, t = 3.80, p = .000). Hence, H2 was supported.

Table 8. Regression analysis

Hypothesis Regression weights B T Sig Result
HI: PU-----ITU 344 3.080 .003 Supported
H2: PEOU-----ITU 478 3.80 .000 Supported

Adjusted R .53

F (2,100) 57.89

Note. *P < 0.05 PU: Perceived Usefulness, PEOU: Perceived Ease of Use, ITU: Intention to Use
ICT service in Agribusiness

6 Discussions

The study examined the effect of PU and PEOU on ITU of ICT services among agribusi-
ness practitioners in Somalia. The researchers adopted a multi-perspective approach and
concentrated on two main variables in the TAM aspects to establish the theoretical frame-
work. They conducted an online survey among agribusiness practitioners, comprising
producers, growers, farmers, agribusiness staff, and agri-industry managers in Somalia,
who verified the proposed research model.

The findings revealed that PU positively affects the ITU of ICT services among
agribusiness staff in Somalia. This outcome is consistent with earlier research
that has established the PU’s substantial role in determining the acceptance and
use of various types of technology, including mobile money service, e-service, e-
learning, e-government, and ICT services [18, 22, 27, 34, 39]. Therefore, agribusiness
staff/employee can improve their operational efficiency in managing agricultural opera-
tions, processing data, and communicating with stakeholders by adopting ICT services
like mobile applications, computer software, and online platforms. This research con-
cluded that PU has a highly favourable impact on the ITU of ICT services among
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agribusiness employees. However, another study has indicated that the PU of e-filing
does not influence its utilization in the context of taxi payment systems [40].
Moreover, the study also discovered that the PEOU significantly affects the ITU
of ICT services among agribusiness employees. This is in line with other studies on
adopting technologies such as online movies, e-government services, e-learning, and
technological innovation among farmers [18, 41, 42]. According to the research, trust
in technology, trust in the bank, perceived ease of use, perceived usefulness, and com-
plexity are the factors that influence customers significantly to use off-branch e-banking
in India, whereas perceived risk was not significant [43]. Meanwhile, the study discov-
ered that both PU and PEOU influence customers’ intentions to use online purchasing
and trust. These studies demonstrate the importance of both PU and PEOU in predict-
ing consumers’ level of technology acceptance [44]. Nevertheless, a study shows that
perceived ease of use does not significantly impact Internet banking adoption by cus-
tomers. However, the authors emphasized additional elements influencing customers’
intentions to use Internet banking, such as trust, websites’ social features, compatibility
with lifestyle, and online customer services. In summary, previous studies indicate that
PEOU significantly predicts employees’ ITU ICT services in agribusiness. This indi-
cates that if users perceive the ICT service as efficient and user-friendly, they are more
likely to utilize it. Consequently, agribusiness owners should adopt a strategic approach
when implementing ICT innovation services to ensure the technology is user-friendly.

7 Conclusion

ICT services are essential to the effectiveness of agricultural activities and employee
productivity. Also, it facilitates the entire value chain, from farmers to consumers. The
successful implementation of ICT will also assist the agribusiness staff performance and
decision-making process. This study investigates the effect of PU and PEOU on ITU ICT
services among agribusiness practitioners in Somalia. Here, the TAM theory was utilized
to assess the two main components of the theory: PU, as well as PEOU, and this research
provides insight into how ICT services are used in Somalia, particularly agribusiness,
from the PU and PEOU perspectives. This study aims to develop and evaluate a model that
anticipates how efficiency, perceived usefulness (PU), and perceived ease of use (PEOU)
would affect the intentions to use ICT services among agribusiness practitioners. A
subsequent online survey was conducted to collect information from the 103 participants
in a random sample. Agribusiness experts from various companies responded to the
questionnaire to provide their perceptions of the variables. The study highlights that
PU and PEOU substantially influence the ITU of ICT services among agribusiness
practitioners in Somalia. The findings suggest that efforts to promote ICT usage in this
sector should highlight the technologies’ benefits and ease of use.

Additionally, it is suggested that policymakers and stakeholders invest in improv-
ing the infrastructure and training programs for agribusiness practitioners to facilitate
the adoption and effective use of ICT services. Nevertheless, the research has limi-
tations, including its focus solely on agri-industry employees. Therefore, future stud-
ies should widen their scope to include other stakeholders, including policymakers,
agribusiness entrepreneurs, ministries of agriculture officers, and employees of local
non-governmental organizations (NGOs) and international agencies.
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Abstract. Machine Learning (ML) has seen a major increase as a method to
improve operations for businesses and consumers in different industries. It has
been highlighted to enhance efficiency for businesses in product creation, prod-
uct development, marketing, and customer experience. The purpose of this paper
was to review worldwide studies investigating ML adoption by rural businesses
to determine the level of ML adoption research conducted in the context of rural
farms. A systematic literature review incorporating a Template Analysis (T.A.)
was conducted to determine the level of research investigating drivers and barriers
to ML adoption by rural enterprises. The reviewed studies were selected based
on research purpose (investigating the take-up of innovations/technology by rural
businesses), year of research (2000-2023), and inclusion of rural businesses in the
studies. Additionally, the reviewed studies were analysed based on the year of each
study, the geography of the study, the sector, and the size of businesses, including
the level of location/rurality of included businesses and the degree of technol-
ogy/innovation adoption by enterprises. The findings from the study highlight a
research problem based on limited research investigating the adoption of ML by
rural farms in several regions around the world. Additionally, the findings from
the review highlight a lack of clarity on the relationship between the sector and the
size of businesses and their adoption of ML. The significance of the highlighted
findings is that there is scope for further research investigating the adoption of ML
by smaller rural businesses, which may inform their survival and growth and may
have wider implications for policymakers and practice. Therefore, encouraging
future primary research focusing on ML adoption by rural farms in the regions
under-represented in the literature. Additionally, the findings from this paper have
policy, practical, and theoretical implications.
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1 Introduction

Rural business has played a vital role in ensuring job creation, support towards the
national economy, and support towards tourism. It has also acted as a deterrent against
depopulation and extinction of ancient cultures within an isolated and remote area.
Adopting innovative technologies like Machine Learning (ML) has been highlighted as
compulsory for rural businesses’ survival and growth. In addition, such businesses over-
come the perception of the digital divide established for rural communities established
from the general population’s and government’s collective opinions. Machine Learning
(ML) is a field within artificial intelligence that utilizes available data to coach machines
towards emulating human behaviour [1]. The current innovations in ML have made it
a major topic of discussion amongst professionals in all industries where the discus-
sions have mainly revolved around the optimum integration of ML in practice. Donal
Hebb developed the ML program in 1949 to support an investigation into brain-cell
interaction [2]. Machine Learning consists of multiple steps which start with collecting
data from a source that the machine intends to be educated from. Then the data is pre-
processed before selecting and retrieving the relevant features that will be integrated into
the machine’s training. The features are then inputted into a statistical model that can
train itself to identify patterns based on the unique characteristics of each feature class.
Therefore, ML involves automated training to enable machines to make decisions based
on set factors related to different scenarios.

Machine Learning has transformed operations in various industries regarding cost-
effective practices, including the service industry, where online chatbots deal with cus-
tomer inquiries rather than businesses spending money to hire call centre staff [1].
Currently, ML-programmed robots are delivering lectures at universities which will
eventually lead to the replacement of human university faculty with ML, which will be
a cost-effective strategy [2]. These examples of the cost-effective benefits of adopting
ML can be especially beneficial for smaller businesses which make up over 90% of all
businesses worldwide [1]. This is especially the case for more isolated smaller busi-
nesses in rural regions, which can survive and thrive through cost-saving and efficient
measures offered by ML [2]. Therefore, ML adoption by rural businesses may lead to the
revival of the rural economy. Regarding business sectors like farming, Meshram et al.
[2] explain ML as a technology that benefits farmers in lowering losses from operations
by outlining solutions that optimize the management of crops. Cockburn [3] adds to the
discussion on ML by Meshram et al. by identifying ML as a process that offers insight
into relevant methods for analyzing large datasets retrieved from sensors installed within
farms. Several authors [4-6] identified the influence of ML in ensuring the survival and
growth of businesses in isolated areas, including smaller businesses that make up over
90% of all businesses in nations around the world. Therefore, ML adoption amongst
smaller rural businesses can positively impact the national economy and job creation.
However, there appears to be a highlighted research problem attributed to a shortage of
studies investigating the level of research conducted for innovation/technology adop-
tion by rural businesses in terms of business size, sector, and degree of adoption (e.g.,
daily/weekly/monthly).

Therefore, the identified practical benefits of ML and the shortage of studies inves-
tigating the impact of ML on rural businesses have encouraged a Systematic Literature
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Review in this paper of worldwide studies exploring ML adoption by rural businesses
to identify the level of ML adoption research conducted in the context of rural farms.
This paper is structured as follows: Sect. 2 will outline the research methodology for this
research. The findings from the systematic review are presented and analysed in Sect. 3.
A discussion based on the key findings from this research will be provided in Sect. 4.
Section 5 will discuss the key findings in terms of policy, practical and theoretical impli-
cations, the problems and limitations encountered in the research, and recommendations
for future businesses and researchers.

2 Research Methodology

Various authors from around the world highlight the importance of research methodology
as it allows researchers to establish specific procedures/techniques adopted to identify,
select, process, and analyze information about a given topic area [7-9]. In the case of
this research, a systematic literature review was adopted to analyze worldwide literature
investigating innovation/technology adoption by rural enterprises. A systematic literature
review consists of a scholarly-based synthesis of evidence on a presented topic area using
critical methods to identify, define and assess research related to the topic area [9]. The
prerequisites for studies to be included in this research are outlined in Table 1.

Table 1. Prerequisites informing the inclusion of each study in the Systematic Review

Steps Prerequisites

Step 1 Does the research purpose investigate rural businesses’ take-up of
innovations/technology?

Step 2 Was the study conducted during the period 2000-2023?

Step 3 Are rural businesses included in the studies?

In Table 1, ‘Step 1’ targets studies of innovation/ML adoption by rural farms. How-
ever, other rural business-based studies were included if rural farm-based studies in a
location were not highlighted, ‘Step 2’ determines whether the study was conducted
during 2000-2023. The rationale behind the inclusion of this step while selecting stud-
ies was that the year 2000 symbolizes a global paradigm shift from the analogue era
to the digital era, which can be demonstrated by a widespread change from Digital
Subscriber Line (DSL) internet adoption to ADSL (Asymmetric Digital Subscriber
Line)/Broadband adoption amongst most developed and emerging regions [10]. As
demonstrated in previous research, ML is based on broadband-driven technologies [1].

A Template Analysis (T.A.) method was developed to identify themes and patterns
to identify the level of research conducted for ML adoption by rural businesses. A
TA incorporates the development of a coding ‘template’, with themes identified by
researchers within a data set, and arranges them in a meaningful and related manner [9].
The criterion for the T.A. method is provided in Table 2.
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Table 2. A Criterion for the Template Analysis

Prerequisites

Year

Geography

Business Size

Business Sector

Level of rurality of business location

Level/Degree of Technology/Innovation Adoption

The year of studies was adopted as a criterion to ensure that the research was not
dated. The geography criteria allowed researchers to identify the level of existing research
investigating innovation adoption by rural businesses. The business size and sector crite-
ria permitted the research to determine if existing literature factored in business size and
sector with innovation adoption. The rurality of businesses included in the reviewed stud-
ies allowed the researchers to determine if businesses’ isolation level was not factored in
studies investigating innovation adoption. The rurality in terms of location for the busi-
nesses was assessed based on the dimensions of rurality outlined by Gilani et al. (2023).
The dimensions of rurality (Table 5) to assess the rurality of a location are based on the
location’s population and population density, proximity to urban areas, development,
culture, and social perception. The final criterion investigating the degree of technol-
ogy/innovation adoption by businesses in the reviewed studies allowed the researchers to
identify whether existing literature has addressed the frequency of innovation adoption
by rural businesses.

3 Systematic Literature Review

Authors through findings from studies conducted in regions around the world have iden-
tified the positive influence of ML in improving business operations, regardless of sector
or size of businesses [4-6]. Several authors have highlighted how ML can support busi-
ness owners like farmers in assessing soil and weather conditions to establish optimum
conditions for growing crops and managing livestock. Therefore, a review of worldwide
studies investigating the adoption of innovation/technology by rural enterprises has iden-
tified drivers and barriers that influence adoption. In the case of this research, factors that
promote innovation adoption were labelled as drivers, and factors that limit/completely
stop innovation adoption were labelled as barriers [1]. From the systematic review of
worldwide studies, drivers for innovation adoption by rural businesses are provided in
Table 3 regarding location and the authors for each study. From organizing the review
findings in Tables 3 and 4 in terms of a study’s authors’ names and location, the level
of research investigating ML/innovation adoption by rural businesses in each location is
highlighted, which will inform the readers on under-represented locations in the context
of this research.



328 S. A. M. Gilani et al.

Table 3. Drivers for Innovation Adoption by Rural Businesses

Drivers Location Author(s) cited
Access to business information Asia [11]
Scotland, UK [12, 13]
Affordability (cost) Africa [14, 15]
Europe [16]
New Zealand [17]
North America [18]
Communication Africa [19]
Asia [20, 21]
Australia [22]
Scotland, UK [23, 24]
Wales, UK [25]
Confidence/training Europe [26, 27, 28]
United Arab Emirates (UAE) |[1]
Culture (growth-driven business) Africa [19, 29]
Asia [11,30]
England, UK [31, 32, 33]
Europe [34]
New Zealand [35]
North America [36]
Wales, UK [23]
Scotland, UK [25]
Environmentally friendly Scotland, UK [39]
Improved income for businesses Asia [30]
England, UK [40]
New Zealand [35]
Scotland, UK [41, 42, 43]
Wales, UK [38]
Infrastructure, e.g., satisfactory broadband | Australia [44]
quality and speed England, UK [45]
New Zealand [35]
Wales, UK [46]

(continued)
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Drivers Location Author(s) cited
Marketing/Promotion Africa [47]

Asia [48]

Scotland, UK [37]

Wales, UK [38]
Support towards daily operations (Planning) | Africa [49]

Asia [30]

England, UK [33]

New Zealand [50]

Scotland, UK [51]

As shown in Table 3, ‘communication’, organizational ‘culture’, ‘infrastructure’,
‘marketing’, and ‘planning’ were identified as the main drivers for innovation adoption.
The barriers against innovation adoption by rural businesses are provided in Table 4 in
terms of location and authors for each study.

Table 4. Drivers for Innovation Adoption by Rural Businesses

Barriers Author(s) Location
Confidence/training [52] Canada, North America
[53] Scotland, UK
[46] Wales, UK
[1] United Arab Emirates (UAE)
Cost [54] Canada, North America
[55] Europe
[33] England, UK
[56] Scotland, UK
[1] UAE
Culture [33] Asia
[52] Canada, North America
[57] New Zealand
[58] Scotland, UK
[1] UAE
Lack of government support (awareness) [11] Asia

(continued)
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Table 4. (continued)

Barriers Author(s) Location
[28] Australia
[52] Canada, North America
[33] England, UK
[56] Europe
[17] Scotland, UK
Poor Infrastructure [47] Africa
[30] Asia
[59] Australia
[54] Canada, North America
[33] England, UK
[60] Scotland, UK
[25] Wales, UK
Security/Level of trust [30] Scotland, UK
[1] UAE

In Table 4, the main barriers against innovation adoption were identified as ‘lack of
government support’ and ‘poor infrastructure’. It should be noted that the main drivers
and barriers for innovation adoption by rural businesses identified in Tables 3 and 4
were established by the number of reviewed studies referring to each driver and barrier
related to innovation adoption. As per the analysis criteria outlined in Table 2, the
reviewed studies did not clarify the level of rurality of the business locations, size of
businesses and business sectors. The degree of innovation adoption (e.g., daily, monthly,
or annually) was not clarified for the businesses in the reviewed studies where Deakins
et al., Galloway, and Galloway and Kapasi [11] were the only studies that addressed the
frequency of innovation adoption.

Therefore, the review of studies on technology/innovation adoption by rural busi-
nesses has established a dearth of literature that collectively clarifies the sector and size
of businesses, the rurality of businesses’ location, and the degree of innovation adoption
by businesses. Additionally, there appear to be no studies outside of Gilani et al. [1]
investigating ML adoption by rural businesses. The review highlighted several under-
represented geographic areas among the reviewed studies investigating innovation/ML
adoption by rural businesses. Therefore, there is scope for future research investigat-
ing the level of ML adoption by rural businesses in under-represented regions (in the
systematic review) like Scotland or Pakistan.
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4 Discussion

As mentioned in the previous section, ‘communication’, organizational ‘culture’, ‘infras-
tructure’, ‘marketing’, and ‘planning’ were highlighted in the reviewed studies as the
main drivers for innovation adoption, however, ‘lack of government support’ and ‘poor
infrastructure’ were identified by the review as the main barriers against adoption. The
drivers and barriers to ML/innovation adoption by rural businesses highlighted in the
Systematic Literature Review (SLR) are illustrated in Fig. 1.

» Communication
» Culture
Innovation/ML Adoption » Good Infrastructure

» Marketing
CRural Businesses)

» Planning

l Innovation/ML Nou-adoptionJ

» Lack of Government Support
»  Poor Infrastructure

Fig. 1. Drivers and Barriers to Innovation/ML Adoption by Rural Businesses

In Fig. 1, the green outline on the shapes and green arrows represent the drivers for
innovation/ML adoption. The red outline on the shapes and red arrows represent barriers
against innovation/ML adoption.

The critical review also identified a lack of clarity on business sizes and sectors,
degree of adoption of innovation/technology, and rurality of business included in the
studies. Additionally, no existing literature was identified for investigating ML adoption
by rural businesses, and the review did not identify a theory dedicated to investigating
ML adoption by rural businesses.

For future related studies to better identify the size and sector of businesses included
in the research, the authors recommend a primary research study by accessing business
contact details from online business databases and then through an initial survey like
telephone/online questionnaires determining the size and sector of businesses. To better
understand the level or degree of adoption of ML by rural businesses, the authors rec-
ommend questions within semi-structured interviews or questionnaires aiming to clarify
the frequency of ML in terms of whether it was adopted daily/weekly/monthly. To better
understand the rurality of businesses in future research investigating ML adoption by
rural businesses, the authors propose the adoption of the rural dimensions developed by
Gilani et al. [12] (in Table 5) to gain a more informed understanding of the layers of
rurality based on 5 factors.
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Table 5. Dimensions for defining Rural areas [64]

Dimension Focus

Dimension 1 Population and population density
Dimension 2 Proximity to urban areas
Dimension 3 Development

Dimension 4 Culture

Dimension 5 Social Perception

As shown in Table 5, Dimension 1 addresses each area’s population number and
population density. The travel distance between a given area and the nearest recognised
urban area is represented by Dimension 2. Dimension 3 evaluates the development of
an area in terms of things like resources and infrastructure. The culture within a given
area is the fourth dimension identified by Gilani et al. [12]. The social perception related
to identifying rural areas is addressed in Dimension 5. The findings from the review
of worldwide studies have also informed theory related to innovation/ML adoption. A
review of worldwide studies investigating innovation adoption by rural businesses that
involved theories like the Technology Acceptance Model (TAM), Diffusion of Innova-
tions (Dol) theory, and Technological Organisational and Environmental (TOE) frame-
work; informed Gilani et al. [1] development of the Broadband Adoption Framework
(BAF) which could investigate the frequency of broadband adoption by rural based
enterprises. The BAF was composed of features from the Dol theory and TOE theories.
Gilani et al. [1] identified that the DOI theory has the characteristics to investigate the
frequency of ML adoption.

In contrast, the TOE framework was highlighted to be the most appropriate to inves-
tigate innovation adoption by organisations. Therefore, a merger of DOI and TOE led
to the creation of the BAF [1]. The BAF is illustrated in Fig. 2.

The drivers and barriers related to broadband adoption are illustrated within the
technological, organisational, and environmental contexts of TOE in Fig. 2. The words
and lines in Fig. 2 with the symbol D are drivers; words and lines with the symbol B
are barriers; anything with the symbol D/B are both drivers and barriers. The single
arrows in the lines labelled with D and B are respectively represented by drivers leading
to broadband adoption and barriers leading to non-broadband adoption. The double-
arrowed black lines represent the interconnectivity between the technology, organization,
and environment contexts. Knowledge is symbolised by ‘K’, Persuasion is symbolised
by ‘P’, Decision is labelled as ‘D’, Implementation is labelled as ‘I" and Confirmation is
symbolised by ‘C’. Adoption is labelled as ‘A’, and Rejection is symbolised by ‘R’. The
BAF has been amended to the Innovation Adoption Framework (IAF) for this research
investigating ML adoption by rural enterprises. The IAF is illustrated in Fig. 3.

All the elements within the IAF in Fig. 3 can be interpreted the same as in the
BAF. This theory can be adopted in future research studies investigating the drivers and
barriers to ML adoption by rural businesses.
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Organisational

Access to Business Info (D)

Culture (D/B)

Confidence/Knowledge/ Training (D/B)
Environmentally friendly (D)

Good Communication (D)
Technological Improved income (D)

Increased Cost (B)
Marketine/P: .

Culture (D/B) Planning (D) *
Infrastructure (D/B) Reduced Security/Level of trust (B)

| N Y |

Broadband Adoption and then
Broadband Use
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(D) represents Drivers.

(B) represents Barriers.

(D/B) represent both Drivers and Barriers.

Double arrowed black lines represent the
inter-connectivity between the contexts.

(4] [®]

Environmental

Culture (D/B)
Environmentally friendly (D)
Increased Cost (B)
Infrastructure (D/B)
Government policy/support (B)
Marketing/Promotion (D)
Planning (D)

Fig. 2. Broadband Adoption Framework [1]

5 Conclusion and Recommendations

This paper aimed to review worldwide studies to identify the level of literature inves-
tigating ML adoption by rural farms/businesses. A review of studies from 2000-2023
identified drivers and barriers to innovation/technology adoption by rural businesses.
However, outside of Gilani et al. [1], no other studies were highlighted that investigated
ML adoption by rural businesses. Additionally, limited clarity was provided on the size,
sector, rurality of location, degree/frequency of adoption, and theory offered among the
reviewed studies. Therefore, a scope was identified for future research investigating ML
adoption by businesses in terms of their size, sector, and location’s rurality. To over-
come the limitations identified from the systematic review of studies, in future research,
business size, and sector can be identified through purposive sampling (will allow the
researcher to use their insight informed from the literature to target and select a relevant
and representative sample to a related research study’s focus); the rurality of businesses’
location can be better clarified by the rural dimensions developed by Gilani et al. [12];
the frequency of ML adoption can be clarified via primary research questions. Finally,
an original contribution is made in this paper through the development of the Innovation
Adoption Framework (IAF), which represents innovation adoption by rural businesses
around the world and is informed by the findings of the SLR. The IAF may inform future
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research studies investigating the degree of ML adoption by rural businesses. In addition
to developing the TAF, another significant contribution from this paper was made by
reviewing worldwide literature on ML adoption by rural businesses to identify the level
of research conducted on ML adoption by rural farms. However, limited research was
highlighted on ML adoption by rural farms. As highlighted from the systematic review,
different regions were found to be under-represented for ML adoption research in a rural
context. Based on this, the authors of this research propose further research in rural areas
like Scotland and Pakistan.

In terms of policy implications, the authors of this paper believe that further research
investigating ML adoption by rural farms may inform policymakers in terms of infras-
tructure improvement and improving take-up amongst rural populations. For example,
the findings of this paper and future related primary research studies’ findings may
inform policymakers to devise strategies further to support the survival and growth of
smaller businesses. For example, the findings of this paper may inform policymakers in
the UAE government that have already established policies like the Competitive Knowl-
edge Economy of Vision 2021 to aid and support smaller businesses through the Khalifa



Adoption of Machine Learning by Rural Farms: A Systematic Review 335

Fund (established to support UAE-based SMEs through funding) [13]. In terms of prac-
tical implications, the findings from future research may also inform rural businesses
about the benefits of ML and how it can be incorporated into business operations. This
paper has already addressed the implications of literature and theory by referring to
the contribution to knowledge that may be made from future studies investigating ML
adoption by rural businesses and proposing the inclusion of the IAF in future studies.
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Abstract. The rapid growth of computer technology has led to the invention of
digital assets containing financial values like cryptocurrency and e-wallets, con-
sequently increasing individuals’ digital asset ownership. However, many people
do not realise the importance of estate planning for their digital assets. In the
case of sudden death, unavailable estate planning would cause the digital assets
to vanish due to unavailable access to the digital assets’ credentials. Therefore,
digital asset owners must have proper estate planning to allow smooth inheritance
of their digital assets before an individual’s death, ensuring that their family is
being taken care of. Besides, digital estate planning is also crucial to preventing
cybercrimes such as identity theft and fraud. Hence, this paper bridges the gap by
developing an estate planning software model to sustain digital assets containing
economic values. The software model was developed by gathering the require-
ments for digital asset estate planning and visualising it in a prototype. Then, an
evaluation was conducted on the prototype that visualised the proposed model.
The results suggested that it is usable and facilitates digital asset estate planning.
The significant contribution of this research is that the prototype enhances the
security of one’s digital assets by giving access to a trusted person. It is also sim-
ple and cost-effective for digital asset owners by providing independent services
for estate planning.

Keywords: digital assets - cryptocurrency - estate planning - sustainability -
online systems

1 Introduction

The rapid evolution and advancement in computing technology have created various
digital belongings like email, pictures, videos, documents, data, social media accounts,
and cryptocurrencies [1]. They are also named virtual properties that cover in-game
objects and avatars, websites, URLs, domain names, eBooks, tickets, chats, and bank
accounts [2]. In addition, some of these belongings have financial values, whether direct
or indirect, and appear to be valuable digital assets. Over the years, the number of digital
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asset owners is exponentially increased. However, despite the plethora of digital assets,
limited studies have been conducted on maintaining their sustainability. Therefore, this
paper will address this issue by focusing on the inheritance of digital assets through
estate planning. Although digital asset ownership grows rapidly, people are not moving
at the same pace in terms of preserving and sustaining them. In other words, this area
of research is still in its infancy stage, and it requires critical attention by researchers,
policy makers, and digital assets owners to ensure that digital assets won’t vanish after
the owners’ death.

Further, there is a need to enhance traditional estate planning mechanisms to cater
to digital assets’ needs. For example, according to a study by an Oxford University
researcher, within the next 50 years, Facebook will have an estimated 1.4 billion deceased
user profiles, which will outnumber the living by 2070 [3]. Unfortunately, all these digital
assets are abandoned after the owner’s death, leading to a critical question of how those
accounts will be managed in the afterlife. Therefore, early digital estate planning has
become essential to manage digital assets’ inheritance and future ownership before
an individual’s death [4]. This way could facilitate the management of digital assets,
especially with economic values, and minimise the risk of loss and destruction.

Additionally, estate planning for digital assets becomes essential for protecting and
preserving digital assets from cybercrime and cybersecurity threats since digital assets
have an indefinite lifespan. Nowadays, digital asset protection from theft is a severe con-
cern for estate planning of digital assets, for example, fraud prevention firm ID. Analyt-
ics shows nearly 2.5 million identities of deceased Americans were used to fraudulently
create credit card accounts, make an unauthorised purchase, apply for loans, or even
commit fraud [5]. Moreover, identity theft has been reported as a frequent cybercrime
in the United States, which has affected more than 47 percent of Americans for $712.4
billion in 2020. Besides, cyber-attacks and crimes are anticipated to grow occasionally
by targeting digital assets with financial values like cryptocurrency and social media
accounts.

Lack of estate planning for digital assets will increase cyber-attacks, particularly
identity theft on unmonitored social media accounts. Eventually, estate planning for
digital assets can solve this problem by preserving the economic values of an estate and
protecting an individual’s digital assets, identity, legacy, privacy, and security. Therefore,
this research adopted the digital asset’s definition by Singh, Shrivastava, and Ruj [6],
which described it as “any valuable data that exists over cyberspace that users want to
pass on to their descendants.” This study will explore and propose an estate planning
model suitable for sustaining digital assets. The model helps explicitly in preserving
digital assets for smooth and efficient digital assets inheritance after the owners’ death.

2 Background and Related Studies

The term “digital assets” initially referred to trade secrets and intellectual property in
the digital form and was first introduced in the 1990s [7]. However, Pinch [8] argued
that “digital asset” has no universally accepted definition. Moreover, the lack of proper
definitions can raise issues for lawyers in assisting clients with estate planning [9]. Hence,
it is crucial to provide a clear definition of digital assets so that the boundary of the study
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can be identified and it can meet its actual purpose. For this purpose, this study adopted
the digital assets by Singh, Shrivastava, and Ruj [6]. They defined it as any tangible
or intangible resource that contains an economic value and future benefit. Therefore
data associated with email, social media platforms (such as Facebook, Instagram, and
Twitter), user’s websites, blogs, and data stored on cloud services, including videos,
pictures, photographs, diaries, songs, and books, are all classified as digital assets [6].

The term digital assets can also cover domain names, electronic accounts, and other
assets that only exist in digital form [9]. However, as the digital world constantly evolves,
more confusion has arisen about what is considered a digital asset [10]. For example,
digital assets may include electronic bank and investment account statements. However,
there are many emerging types of digital assets, like online wallets, coupons, and gift
cards. Further, cryptocurrency is another example of digital assets containing economic
values developed on blockchain technology [11]. All these digital assets are considered
in one’s estate planning. Research and development have attempted to facilitate estate
planning services for digital assets by handling and managing the confidentiality of the
assets and their owners [12]. In addition, some studies and development used software
and Internet technology to automate many traditional estate planning processes.

The Internet has been the central technology for communication and socialising
with others [13]. The widespread use of Web technology [14] has replaced traditional
computer systems, making websites a common platform for information searching by
numerous users [15]. Moreover, web-based applications are the standard system used in
various social domains, such as managing mental health [16] and recommending attrac-
tive places [17]. Therefore, web-based applications and their technology are potentially
used in facilitating the management of digital assets, particularly for estate planning,
thus sustaining them for a smooth inheritance process.

The web-based estate planning for digital assets offers an enhanced mechanism for
traditional estate planning. It allows asset owners to manage their digital assets more
efficiently at any time and place. However, estate planning tools may lead to users’
concerns about their reliability, the data stored at the providers’ repository, and how the
tools would facilitate inheritance after the owners’ death. Although, for example, service
providers could claim that their estate planning tools would provide account security for
their digital assets, technically, the service providers created an extensive repository
of users’ wealth which could be the target of security attacks like identity theft [18].
Therefore, recent research by Singh, Shrivastava, and Ruj [6] proposed a digital asset
inheritance model that contains security features like asset privacy, identifiability, the
privacy of keys inheritance, non-repudiation, user privacy, and robustness. However, this
study lies at the protocol design level and is still in its infancy for stable implementation.
Therefore, it is unclear how the protocol can impose the same level of control as in
traditional estate planning.

Another limitation of the existing web-based estate planning for digital assets is that
the services are not regulated. In other words, the services run independently without
a trusted third party, like lawyers, that can keep digital assets’ information confidential
[19]. Finally, web-based estate planning for digital assets is considered new; therefore,
the main concern is how stable the service will continue to exist as the turnover in the
industry has been significant [20]. Therefore, there is a need to study the technical aspects
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of web-based estate planning to develop a model that could facilitate understanding
among estate owners, estate planners, and policymakers to sustain digital assets. Hence,
to solve the issues, this study proposes an estate planning model for digital assets that
aims to facilitate the management of the user’s digital assets and their estate planning.
The model will lead to the development of an intuitive system where asset owners
can securely store the information of digital assets, assign beneficiaries, and appoint
professional service providers, such as lawyers, executors, or financial advisors [8].

3 Methods

This study is conducted in five phases: problem understanding, analysis, model develop-
ment, model visualisation, and evaluation. Specific activities were carried out for each
phase to achieve the study’s objective. For example, during the problem-understanding
phase, observations were made to understand the current situation related to the own-
ership of digital assets and how this trend will affect a person’s social life even after
death. After that, the analysis phase is carried out by doing content analysis activities in
the literature and on the Internet. This analysis will produce a list of potential solutions
to the problems identified in the previous phase. Next, the model development phase
will be carried out by identifying the appropriate components and formulating a model
for estate planning for digital assets. Next, the proposed model is visualised through
prototype development. Finally, the prototype was tested through usability evaluation
to confirm the proposed model. Figure 1 illustrates the phases of the method, the main
activities involved in each phase, and their deliverables.

Problem

understanding } '{ Observation } ” List of gaps ‘

List of potential
solutions
H Model crafting H Proposed model
Mo'del Prototype
visualization ‘ development Frolotype ‘
Evaluation Usab”l.ty Validated model
evaluation

Fig. 1. The research phases, activities, and deliverables

Analysis Content analysis

Model
development

4 Results and Discussion

This section discusses the findings of the study based on the methodology described in
Sect. 3. In addition, this section will explain the findings related to the proposed model,
the developed prototype, and the model validation results based on tests that have been
conducted with users.
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4.1 The Proposed Model

After the observation was carried out to understand the problems and gaps in estate
management for digital assets, this study lists the existing gaps as stated in Sect. 1 of this
paper. Then, content analysis from scientific materials and documents on the Internet
is analysed to list solutions that may be appropriate to the problems related to estate
planning for digital assets. The output obtained from these two phases has been used to
develop a model for sustaining digital assets through estate planning. Finally, the solution
list is analysed to identify the main components required for the proposed model.

The proposed model contains five main components: people, digital assets, commu-
nication, management, and digital protection. People are the main component in this
model, which covers the owners of digital assets. In addition, the executor is the individ-
ual who manages the estate planning of the asset owner who produces the will. Then the
judge is the party that confirms the will produced by the executor. Next, the beneficiary
is the heir to the digital asset owner, who will receive the inheritance of the digital asset
after the owner dies. These four parties must be present to ensure the estate planning
process is complete and perfect.

The second component is digital assets included in estate planning, as described in
Section two of this paper. In general, digital assets are divided into three main groups:
personal content such as pictures, videos, documents, and websites that may be stored
in the cloud or other forms of storage such as pen drives or hard drives. The second
category is online accounts such as social media and email accessed using a username
and password and other additional authentication such as personal identification number
(PIN) or biometric. Finally, digital assets in the third group are related to the ownership
of assets that store monetary value, for example, cryptocurrencies, e-wallets, and Internet
banking.

The third component is related to estate planning management. The management
aspect is crucial to ensure that information related to digital assets can be stored effi-
ciently and securely. Therefore, computing technology needs to be used to ensure that
the storage of digital asset data can be appropriately managed through an efficient pro-
cess and recognised by law. Therefore, laws, processes, and technology can ensure that
digital assets are sustained by providing an efficient mechanism to manage the estate
of digital assets. The fourth component in this model is communication, allowing other
components to interact and complete the estate management cycle for digital assets.
This component is driven by web technology connected through the Internet network
and produces the will document, the final output in the estate management cycle.

The last component is related to digital protection. First, it provides security protec-
tion for data pertaining to a person’s digital assets and the amount of wealth owned. This
protection covers the confidentiality and privacy of the asset owner. Second, this model
proposes a permanent repository to store digital asset data so that the information can be
stored permanently and can only be changed with the permission of the asset owner and
verified by a judge to protect the integrity of the wills. Figure 2 illustrates the proposed
model.
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Fig. 2. The proposed model for the estate planning of digital assets

4.2 The Prototype of the Proposed Model

The proposed model contains the necessary components in estate planning management
to ensure digital asset sustainability. However, this model must be translated into a
tangible form and understood by the entities involved in this ecosystem. Therefore,
visualising the proposed model as a system prototype is appropriate for this study.
Furthermore, it can be evaluated by all the entities involved. Thus, a prototype was
developed to illustrate the proposed model named Digital Estate Management System
(DEMS) runs on a web-based platform.

Before the development of the prototype, a requirement-gathering process was con-
ducted using (1) document analysis and (2) interface analysis. These activities are nec-
essary to be conducted to detail the proposed model. It is because the model is just
a conceptual representation. Hence, it does not have the detail of how it works in the
ecosystem. Document analysis involves gathering information from existing documen-
tation that may or may not involve interaction with a human expert to confirm or add
to this information [21]. With the document analysis technique, the existing system,
including website and mobile applications, was studied by gathering their information
and manuals to analyse its functions, how the system works and how it can perform
different functions. Interface analysis involves reviewing the interface of the existing
system and building a context diagram that displays the entities that send data to and
receive data from it at a high level. Then, interfaces for a user to interact with the system
were identified, including the user workflow between the systems, user roles and priv-
ileges, and any management objectives for the interface. Then, interface specifications
were prepared to document the components defined during interface analysis and allo-
cate requirements to the various types of interfaces. Details for each interface type may
include interface description, data fields, characteristics, and more.

DEMS requirements were listed based on the information collected, as shown in
Table I. There are three types of priority requirements (1) mandatory (M), which
describes a compulsory function that a DEMS must have (2) desirable (D), which
describes that the requirement is reasonable to have; and (3) optional (O), which the
requirement could be considered to have it.
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Table 1. List of Requirements For DEMS.

No. | Requirements Description Priority
1 Register
1.1 | The system allows a new user to register an account by entering their name, M

email, password, and confirmed password

1.2 | The system will prompt an error message if a new user does not fill in all the |M

required fields
1.3 | The system will prompt an error message if the email is used M
1.4 | The system will prompt an error message if the password and confirmed M

password are mismatched

1.5 | The system will send a verification email to the new user’s email to complete | M

registration
Login and Logout

2.1 | The system requires users to enter their email and password to log in to their | M
accounts

2.2 | The system will prompt an error message if a user does not fill in the M

information in all the required fields

2.3 | The system will prompt an error message if a user enters an incorrect email or | M

password
2.4 | The system allows users to reset the password if they forget the password M
2.5 | The system allows users to log out of their accounts anytime M

3 Manage User Profile

3.1 | The system allows user to view their profile M

3.2 | The system allows users to add profile information like name, gender, date of | M
birth, address, etc.

3.3 | The system allows users to remove profile information M

3.4 | The system allows users to edit profile information M

4 Manage Digital Asset Information

4.1 | The system allows users to view their digital asset information M

4.2 | The system allows users to add new digital assets by entering information like | M
asset name, type, account credentials, beneficiaries, and notes

4.3 | The system allows users to delete digital asset information M

4.4 | The system allows users to edit digital asset information M

5 Manage Executor Information

5.1 | The system allows userto add their executor information like name, address, M
email, and phone number

5.2 | The system allows usersto remove executor information M

(continued)
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Table 1. (continued)

No. | Requirements Description Priority
5.3 | The system allows users to edit executor information M
5.4 | The system allows user to view their executor information M

6 Sign the will

6.1 | The system can generate a will document to display the user’s digital estate M
planning information

6.2 | The system allows a user to view and sign the will M

6.3 | The system allows a user to select from a list of judges to send the will (0]
document to the judge via email

6.4 | The system generates a new will when users update digital asset information | M

7 Receive an inactive alert email

7.1 | The system can send an inactive alert to the user through email when the user | O
has not been logged in for three months

7.2 | The system will send an email to the executor if a user does not log in aftera | O
notification email has been sent

The requirements listed in Table 1 were translated into a use case diagram, as shown
in Fig. 3, to show a system’s interaction with external entities/actors [23]. A use case is
a software modelling diagram used in system analysis to identify, clarify, and organise
system requirements [22, 23]. Three actors are identified as (1) asset owner —the owner of
digital assets who performed the digital estate planning, and (2) the judge — an authorised
public official who acts as a witness to sign and approve a validity of a will document

Digital Estate Management System

Fig. 3. The use case diagram of the DEMS.
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and (3) executor — a person assigned by the asset owner to administer that person’s estate
upon their death. The main use cases for the DEMS are “Register”, “Login”, “Manage
User Profile”, “Manage Digital Asset Information”, “Manage Executor Information”,
“Sign the Will” and “Receive Inactive Alert Email”.

The structural components of DEMS are illustrated in a class diagram, as shown
in Fig. 4. The class diagram shows the attributes, operations, and relationships among
objects in the system, including the interfaces, actors, database, and system controller.
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Fig. 4. The class diagram of DEMS.

The list of requirements, the use case diagram, and the class diagram were trans-
formed into a prototype interface. This section illustrates the prototype developed for
DEMS that represents the requirements explained in the previous subsection. This proto-
typeis an early version of the system used to demonstrate concepts of the proposed system
[24]. The tools to develop the prototype include MySQL Databases, phpMyAdmin for
backend development, and cPanel, CodePen, and JSFiddle for frontend development.
Interfaces of DEMS are shown in Figs. 5, 6, 7, 8,9, 10, 11 and 12.
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4.3 Evaluation

The developed prototype has been evaluated to confirm that the proposed model is
appropriate and relevant. It was carried out through a usability test among digital asset
owners. Usability is the term that is generally described as a factor of system quality,
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and it defines the quality of systems and products from a human point of view who use
the systems [25]. A web application’s usability is one of its most critical factors [15].
“Usability evaluation” refers to the entire test, planning and conducting the evaluation,
and presenting the results [26]. The main goal of usability evaluation is to measure
the system’s usability and identify usability problems that can lead to user confusion,
errors or dissatisfaction [25]. In this method, the asset owners were requested to perform
specific tasks to measure the system’s usefulness, ease of use, and the user’s satisfaction
with the system.

The evaluation was participated by 30 respondents recruited through social media.
During the evaluation, the respondents were given the Internet link to access DEMS and
a post-task questionnaire adapted from [27]. The post-task questionnaire was divided
into two sections, consisting of 31 questions, including multiple-choice and open-ended
questions. Section A asked for the respondents’ demographic information. In contrast,
Section B asked their opinions about DEMS on a five-point Likert scale to rate the degree
to which they agreed or disagreed with a statement [28]. For example, one represents
strongly disagree, and five strongly agree. In addition, the respondents performed the
following step-by-step procedure for the evaluation: (1) read the given information sheet
and sign the consent form, (2) perform evaluation tasks as listed in the information sheet,
and (3) answer the post-task questionnaire.

The respondents comprised 19 females and 11 males, aged between 21 and 30.
70% of the respondents were students, 20% worked in the private sector, and 10% were
self-employed. Regarding the respondents’ employability, 70% were unemployed, 13%
worked in business, management, and administration, 10% were involved in finance,
and 7% worked in information technology. All respondents claimed they owned digital
assets; 93% owned online banking the most, with only 7% claiming they owned the most
digital asset in E-wallet. 63% of the respondents admitted that they did not know about
estate planning, while 37% knew it.

The respondents’ responses to Section B of the post-task questionnaire were anal-
ysed. The section measures the respondents’ perceived usefulness, ease of use and satis-
faction with DEMS Tables 2, 3 and 4 reported each aspect’s frequency and percentage (in
the brackets) of responses. Most respondents rated four or five agree and strongly agree
with the questionnaire. None of the respondents rated one, which strongly disagrees with
all questions, and only a few rated three, which is neutral with the statement.

Overall, the results and findings of the evaluation suggested that DEMS is helpful
and easy to use, and users were satisfied with the system. Based on the response, most
respondents agree that DEMS improves their effectiveness in estate planning as it can
save time managing digital assets. Besides, respondents also perceived that they could
quickly learn to use and remember the system without written instruction. Finally, the
respondents also claimed they are satisfied with the DEMS as it is pleasant to use and
intended to recommend the system to others.

One prominent feature of this model is that the people component contains the
executor and judge. These two entities are one example of a security part that promotes
data security and develops a trusted environment. This study’s outcomes benefit system
developers, service providers, and policymakers in digital assets management. The pro-
posed model can help the parties to identify the components that must be available in
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Table 2. Usefulness of DEMS.
Usefulness of DEMS | Strongly Disagree | Disagree | Neutral | Agree Strongly Agree
DEMS enhances my |0 (0.0) 0(0.0) 2(6.7) |19(63.3) 9(30.0)
effectiveness in
estate planning for
digital assets
DEMS makes it 0(0.0) 0(0.0) 3(10) 17 (56.7) | 10 (33.3)
easier to store and
manage digital asset
information
DEMS enables me to | 0 (0.0) 0(0.0) 13.3) |18(60.0) |11(36.7)
generate documents
more quickly
It saves my time 0(0.0) 0(0.0) 2(6.7) |20(66.7) | 8(26.7)
when I use this
application
DEMS meets my 0(0.0) 1(3.3) 5(16.7) |18 (60.0) |6 (20.0)
needs
DEMS does 0(0.0) 2(6.7) 5(16.7) |17 (56.7) | 6(20.0)
everything I would
expect it to do
DEMS is useful 0(0.0) 1(3.3) 5(16.7) |19(63.3) |7(23.3)
overall
Table 3. DEMS Ease of Use
DEMS Ease of Use | Strongly Disagree | Disagree | Neutral | Agree Strongly Agree
DEMS is easy to use | 0 (0.0) 0(0.0) 4 (13.3) |18 (60) 8 (26.7)
DEMS is user 0(0.0) 1(3.3) 6(20.0) 1 16(53.5) |7(23.3)
friendly
DEMS is flexible 0(0.0) 2 (6.7) 4(13.3) |16(53.5) |8(26.7)
DEMS is easy to 0(0.0) 0(0.0) 5(16.7) | 15(50.0) |10 (33.3)
learn how to use it
I can use DEMS 0(0.0) 0(0.0) 3(10.0) |18 (60.0) |9 (30.0)
without written
instructions

(continued)
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Table 3. (continued)

DEMS Ease of Use | Strongly Disagree | Disagree | Neutral | Agree Strongly Agree

I can easily 0(0.0) 0(0.0) 2(6.7) 16 (53.3) | 12 (40.0)
remember how to
use DEMS

I don’t notice any 0(0.0) 2(6.7) 4(13.3) |18 (60.0) |6 (20.0)
inconsistencies as |
use DEMS

My interaction with | 0 (0.0) 3(10.0) |5(16.7) |15(50.0) ' 7(23.3)
the application
would be clear and

understandable
I can use DEMS 0(0.0) 0(0.0) 2(6.7) | 19(63.3) |9 (30.0)
successfully every
time

Table 4. The Users’ Satisfaction of DEMS.
Satisfaction of Strongly Disagree | Disagree | Neutral | Agree Strongly Agree
DEMS
I am satisfied with 0(0.0) 0(0.0) 6 (20) 15 (50) 9 (30)
DEMS
I would recommend | 0 (0.0) 0(0.0) 5(16.7) | 18 (60) 7 (23.3)
DEMS to my friends
DEMS works the 0(0.0) 3(10.0) |6(20) 13(43.3) | 8(26.7)
way I want it to work
I feel I need to have a | 0 (0.0) 4(13.3) | 7(23.3) | 13(43.3) 6(20)
DEMS application
DEMS is wonderful |0 (0.0) 0(0.0) 5(16.7) | 18 (60) 7(23.3)
and pleasant to use

the new era of estate planning and further formulate appropriate policies to facilitate its
administration and develop tools to smooth this process.

5 Conclusion and Future Works

This paper proposed an estate planning model for digital assets to provide a sustainable
mechanism primarily through inheritance. There is an urgent need to look at the proper
management of digital assets, significantly when the ownership of digital assets rises
exponentially. It is even increasingly important when those digital assets have attached
economic and financial values. However, what happens when the owners of digital
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assets pass away? Hence, it requires estate planning for digital assets. Nevertheless, the
traditional estate planning mechanism cannot cater to the dynamic and uncertain features
of digital assets. For example, what if a person passes away and his cryptocurrency wallet
username and password are unknown to anyone else? Therefore, an enhancement of the
traditional estate planning model is deemed required.

Therefore, this paper addresses the gap by proposing a model and demonstrating
the development and evaluation of DEMS, a web-based application that visualises the
proposed model. The evaluation suggested that DEMS is usable and relevant. However,
further improvements to the model can be considered. For example, other researchers
might test the model through other methodologies like expert review, interview, or survey
to gather different perspectives on estate management. Another way to extend the study
is by implementing advanced technology like blockchain to protect the secrecy and
integrity of the data communicated by the entities involved in the entire ecosystem.
Finally, validating communication protocol is another way of enhancing and extending
the work.
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