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Abstract. TikTok is a popular social networking application that offers trend
research and is a valuable source for users. However, this is often misconstrued for
content, which may not be suitable for children due to misappropriate content. This
study aims to improve user perception of Tik Tok by using topic modelling and clus-
tering techniques to identify trending topics in TikTok videos. The research uses
Latent Dirichlet Allocation (LDA) and K-means clustering techniques to enhance
the recognition of local and global topics across text documents. The methodol-
ogy includes data collection, data pre-processing, clustering, topic modelling, and
results. Ten subjects associated with trending TikTok videos are displayed using
the LDA algorithm, and the generated topics are used to produce an Inter-topic
Distance Map. The method’s effectiveness is evaluated using log-likelihood score
and perplexity measurements. It has a log-likelihood score of 5579 and a perplex-
ity score of 287. A good model is one with a higher log-likelihood and lower
perplexity. The study ex-tracts popular TikTok topics using both the LDA topic
modelling technique and the K-means clustering algorithm.

Keywords: social networking application - topic modelling - clustering
analysis - latent dirichlet allocation - tiktok

1 Introduction

Trending analysis is the practice of gathering data and attempting to identify patterns or
trends in data. It can also determine whether an organization’s objectives have been met.
Nowadays, Tik Tok is a new source and one of the most interesting and useful sources of
information in social networking applications involved in trend analysis. TikTok was the
most common application that grew faster and attracted 1.5 billion active users [1] of the
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hundreds of millions of users from children and young adults. This application lets users
create short video content, sharing 15-s and up to 60-s videos on any topic. Influencer
Marketing Hub said Tik Tok was formerly known as Musical.ly until ByteDance, a
Chinese company, took over the app, and users were transferred to Tik Tok.

TikTok is a popular app among children and adults, often viewed as having dis-
advantages rather than advantages [2]. However, it offers interesting content such as
business tips, cooking tips, and many other types of information. The study aims to
classify video content into categories to improve user perception of TikTok. Users can
better understand its features and avoid inappropriate content by analyzing the content.

The primary contribution of this study is the use of clustering and topic modelling
methods to uncover hot topics from Tik Tok videos. The goal of the effort was to improve
the recognition of local topics within a single document and a group of global topics
across a series of text documents using Latent Dirichlet Allocation (LDA) and K-Means
clustering algorithms. The remainder of the document is structured as follows: Sect. 2
includes a literature review; Sect. 3 describes data preparation and methodology; Sect. 4
illustrates experiments and results; and Sect. 5 concludes the paper.

2 Related Work

A topic modelling experiment based on user comments on social media is shown in the
study [3]. The author conducted an experiment using two datasets from Yahoo and Tokyo
Electric Power Company (TEPCO), which covered the most popular news stories and
video streaming comments, respectively. LDA was used to implement topic clustering
based on topic modelling. This experiment received 15,000 comments throughout the
same period. The results of the modelling are displayed in Fig. 1.
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Fig. 1. Modelling’s outcome
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In the [4] study, Twitter social media was searched for information about the Covid-
19 epidemic from March 3rd to March 31st. This author copied ten thousand tweets.
The outcomes of clustering based on latent semantic analysis produced more clusters
than clustering based on LDA. Because the largest cluster would show the day of trend,
it was used as a comparison. The total number of confirmed cases in each nation and

worldwide are shown in Fig. 2 [4].
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Fig. 2. Number of confirmed cases

This study [5] focuses on the two-step problem of extracting semantically relevant
themes and trend analysis of these subjects from a large temporal text corpus utilising
an end-to-end unsupervised technique. The author first created word clouds based on
the frequency of terms in each cluster of abstract text. As a result, terms that were
less prevalent and significant to the cluster were deleted from word clouds. The author
generated word clouds based on the TF-IDF scores of phrases belonging to a cluster.
The TF-IDF based on a word cloud of four distinct clusters is displayed in Fig. 3 [5].

supply_ chain

coecsy etfictency

ILife-¢ ycle

lecision making

§.€ase STUdY e forental pertorsance

e gNg_em1SS10NS iwi vie
lyfﬂncycle

food waste

env1ronmental 1mpacts oresults s

155100 reox arbon

co? egplSSlons :

energy|efficiency:

cl)mqgeA(nange lte

carbon; emissiongresnhouse gas

Fig. 3. TF-IDF based on a word cloud of 4 different clusters

The study from [6] has addressed the issue by focusing on Facebook fan pages. The
type of special account that has more significance than standard Facebook accounts.
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Using a combination of LDA-based topic distribution and post interaction indices, the
authors presented a vector for Facebook fan pages. Figure 4 shows the process of LDA
to obtain the topic distribution vector for a specific document in a fan pages text corpus.
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Fig. 4. Process of LDA

In [7], a new spammer classification method is based on the LDA topic model. This
technique captures the spamming essence by retrieving global and local data regarding
topic distribution patterns. Clustering based on online spam detection is proposed to
discover spammers that appear to be posting legal tweets but are difficult to identify using
existing spammer categorization methods. The examination of the K-means technique
produces an accurate result, and it also identifies spammers on social media.

A past study from [8] explained the process of document clustering by using K-
means and K-medoids algorithm (see Table 1.). This study focuses on hundreds of
documents collected from Entertainment, Literature, Sports, Political, and Zoology. The
authors implement the K-means algorithm on the WEKA tool and K-medoids on the
Java platform. Both results of each algorithm are compared to get the best cluster.

Based on Table 1, each cluster defines documents of a particular domain topic.
According to the result, the authors conclude that the K-means algorithm is more efficient
than the clusters obtained from the K-medoids algorithm [8].

The following word clustering experiment, carried out by [9], focuses on grouping
Chinese words using LDA and K-means in accordance with five categories: politics,
economics, culture, people’s livelihood, and science and technology. The Latent Dirichlet
Allocation (LDA) algorithm and the k-means clustering algorithm are combined in a
novel approach that is put forth in this work. The highest probability of each topic is
picked as the centroids of k-means after some topics are retrieved using LDA. In the
final stage, the K-means algorithm is employed to group every word in the text [9]. The
authors calculate the K-means centroids using the LDA algorithm findings and utilise
the Chinese word similarity calculation method to calculate the distance between the
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Table 1. Comparison of K-means and K-medoids algorithm.

COMPARISON

Algorithm Cluster number Number of documents Efficiency

K-means 0 18 27.78%
1 3 66.67%
2 39 25.64%
3 25 24%
4 15 26.67%

K-medoids 0 43 18.60%
1 11 54.15%
2 7 42.85%
3 35 14.2%
4 4 50%

words. The authors calculate the K-means centroids using the LDA algorithm findings
and utilise the Chinese word similarity calculation method to calculate the distance
between the words. As a result, the suggested algorithm’s average similarity is higher
than that of the K-means algorithm.

To group Arabic documents, they were analysed using K-means and topic modelling
[10]. LDA and K-means clustering methods were coupled in this study’s dataset of
Arabic text texts. Datasets that represent news stories are obtained from the internet.
The experiments choose and apply TF-IDF weighting. This work’s authors conclude
that using topic modelling techniques during the clustering process enhances the quality
of clusters for Arabic text texts [10].

Using the K-means technique, the study in [11] carried out text document cluster-
ing. The comparison of K-means clustering and K-Means clustering using Dimension
Reduction approaches is covered in this work. The BBCSports dataset, which comprises
five categories, including athletics, cricket, football, rugby, and tennis, is used for the
comparison. The authors’ evaluation metrics include accuracy, precision, recall, and f-
measure. The efficiency of K-means clustering with and without DR methods is seen
in the following figure [11]. K-means with information gain DR 1is superior to K-means
clustering without dimension reduction approaches, as shown in Fig. 5.

A study on document feature extraction using LDA was conducted in [12]. The
information was collected from websites of Indonesian news media by choosing news
categories and saving them as text files. The TF-IDF K-Means methodology and the
LDA method were used to compare the document clustering results.

Thus, based on previous studies, trend topics in social networking sites such as Tik
Tok are still new in the current study. Hence, the use of topic modeling and clustering
techniques to identify trending topics in Tik Tok videos is proposed in this study. In
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Fig. 5. Comparison of K-Means and K-Means with DR techniques

addition, this research also aims to improve the recognition of local topics in one doc-
ument and a group of global topics across a collection of text documents using Latent
Dirichlet Allocation (LDA) and K-Means clustering techniques.

3 Material and Methods

This study followed the four steps of trending topic analysis of TikTok videos, as shown
in Fig. 6: data collection, preprocessing, clustering, and topic modelling algorithms and
results. The following subsections clarify each step in detail.

Data Collection

s 4

Data Pre-Processing

(Tokenization, Stopwords, Lemmatization)

. 4

Clustening and Topic Modelling
(K-Means, Latent Dirichlet Allocation (LDA)

2

Result

Fig. 6. Steps of Trending Topics Analysis of Tik Tok Video
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3.1 Data Collection

This work mined Tik Tok data between April 25th and May 11th, 2021, for our experi-
ment. The data was gathered by randomly extracting Tik Tok metadata such as number
of views, number of likes, number of plays, video descriptions, etc. The Tik Tok API
was utilized to collect 7552 data elements with 8 attributes at random, and this work
used Python language software for data analysis and topic modelling tasks. The data was
filtered based on the description’s most frequently used terms and hashtags. Figure 7
shows the overview of the dataset.

In [9]: | dataset.shape
dataset.head()
out[9]:
user_name video_desc video_length video_link  n_likes n_shares n_comments n_plays
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Fig. 7. Tik Tok Datasets

3.2 Data Preprocessing

The first data preprocessing steps were carried out to eliminate noise from the dataset. It
started by removing the following terms as noise from Tik Tok data: text and symbols that
are not standard, mentions, hashtags, emoji, null values, and unwanted characters from
the Tik Tok descriptions. In addition, to reduce dimensionality and promote the topic
coherence, all words were transformed to lowercase. Following that, the preprocessing
steps listed below were carried out:

Tokenization: This process changes a string sequence into words, keywords, phrases,
symbols, and other items known as tokens. Each sentence is divided into a list of words,
with all punctuation and extra characters removed.

Stop Word Removal: Words that are often used but have no effect on the data’s meaning
were also eliminated from the corpus. The LDA algorithm could only use the most
important words as input by deleting such sentences from the text, yielding more accurate
results. The work combines English and Malay stop words to remove the mixed term
from the corpus. The work also extends the stop word by adding related words, as shown
in Fig. 8.

Lemmatization: Lemmatization is the process of converting words to their base word.
For instance, ‘playing becomes ‘play,” ‘running becomes ‘run,” and ‘meeting becomes
‘meet’. The benefit is that it can minimize the dictionary’s overall number of unique
terms. As a result, the number of columns in the document-word matrix will be reduced,
resulting in a denser matrix with fewer columns.
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# NLTK Stop words
from nltk.corpus import stopwords
stop_words = stopwords.vords('english') + stopwords.words('malay")
stop_words.extend([ ‘foryoupage', ‘fyp', 'for', ‘you', ‘page’,
‘esekeli’, 'tiktok', 'foryou', 'fyppppppppppppppp’, ‘foryourpage', 'stitch’, ‘viral’,

......

‘tiktokmalaysia‘, ‘masing'])

Fig. 8. Stop word by adding some related words.

3.3 Clustering and Topic Modelling

The K-means clustering and LDA topic modelling methods are employed to the sets
used in this work to identify patterns for trending topic discovery. The detail of following
algorithm listed below:

K-means Clustering: K-means is a conventional clustering technique that seeks for
each observation of each attribute value and compares it to the nearest mean, and it is
used to define clusters that are similar to one another [13]. The k-means algorithm takes
the input parameter k and partitions a set of n-objects into k-clusters. Cluster similarity is
calculated using the mean value of the objects in the cluster, which serves as the cluster’s
centre of gravity. Steps that this work take for text clustering using k-means algorithm is
(i) determine the & value, (ii) identify the segregation of topic clusters, and (iii) clustering
evaluation model using Euclidean distance. Figure 9 shows the k-means algorithm.

Algorithm 1: &~means algorithm

1: Specify the number £ of clusters to assign

2: Randomly initialize & centroids.

3: repeat

4:  expectation: Assign each point to its closest centroid.

5:  maximization: Compute each cluster's new centroid (mean).
6: until The centroid positions do not change.

Fig. 9. k-means algorithm

Latent Dirichlet Allocation (LDA): Topic modelling is unsupervised natural language
processing used to represent text with the help of several topics. A generative model
called LDA explains sets of observations made by unseen groups and explains why
certain parts of the data are similar [14]. LDA is also a generative probabilistic model
that is commonly utilized in the field of information retrieval [15]. Depending on the
input settings, the generated topics can be highly generic or very specific [16].

3.4 Experimental Setup

The experiment started by preprocessing the TikTok Metadata by subsetting video
descriptions with Python code. A word cloud was used to ensure that no unwanted
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content was included in the text corpus created from the video descriptions. Addition-
ally, the word cloud can be utilised to verify the results of the preprocessing technique.
The corpus was then represented using the bag of words characteristics representation
technique. The bag of word words in the text corpus were therefore subjected to the
LDA topic modelling technique.

By creating a topic per document anda word per topic model, LDA algorithms classify
documents into themes. A keyword distribution is used to represent each processed video
description. The LDA also assumes that the data used for the analysis are a mixture of
subjects. The subject will next generate phrases depending on their likelihood matrix.
Five topics were initially taken out of the data. However, to determine the ideal number
of topics in the corpus, later found to be 10, the best model estimators were used.

4 Experiments and Results

The experiment yielded a word cloud of the Tik Tok description of frequent words, as
seen in Fig. 10.
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Fig. 10. Word Cloud of The Tik Tok Description

According to the word cloud, the majority of the words throughout the period are
related to funny videos, food content, and Korean music videos. Hence, some of their
words were included in ‘Food,” ‘Movie,” ‘Korean’ and ‘Comedy’ topics. Furthermore,
some of the other words are related to the ‘Pets’, ‘Tutorial’ and ‘Sports’ topics. In
addition, this work created an Intertopic Distance Map using the generated subjects. It
gives a broad overview of the topics and how they differ from one another. It also allows
for a detailed analysis of top phrases associated with each topic. The right panel, as
illustrated in Fig. 11, presents a horizontal bar chart representing the top keywords that
can be used to understand the topics.

Table 2 shows the results of applying the LDA algorithm to extract ten topics related
to trending videos on Tik Tok. Topic 0 is about sharing material regarding drawing and
painting. Other common words in this category include ‘artwork,” ‘animation,” and so
on. Furthermore, as shown in Table 2, topic 1 is about creating Autonomous Sensory
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Fig. 11. Inter-topic distance plot of the 10 topics

Meridian Response (ASMR) video material or any enjoyable video. Some popular words
associated with this topic include ‘ear,” ‘foodie,” ‘food,” and so on. As a result, this form
of ASMR content.

Table 2. Results of Applying The LDA Algorithm

TopicO | Topic1 | Topic2 | Topic3 Topica | Topics Topic6 | Topic7 Topic 8 Topic9 | Topics
Topic0 | draw art share single i vietmyusa i drawe | Art/Creative Content
nt
Topic1 | satisfy ear asmr rich poor country teach office firework hairpiece = Asmr/Satisfy Content
Topic2 | treatme | animatio | care soonent respect | skill toenail epic compilation boss Animation/Treatment/
nt n Sing Content
Topic3 | food movie | main | satisfying cartoon | eat music hoove Content
Topic4 | blackpin | fish guy cute member | release read support amazing content | Korean/Game Content
k
Topic5 | duet comedy | explore | genshinimpac | good malaysian check feature male ngakak | Comedy/Cooking Content
t
Topic6 | free wait lame shipping live answer ice question giant work Business/Work Content
Topic7 | funny | blink fail animal challenge | tiktokmalaysia | tiktokguru | football funnygame pedicure | Funny/Sports Content
Topic8 | tutorial | day edit education science | didyouknow | trick change warning hagtt Tutorial/Education/
Tricks Content
Topic9 | love girl baby | pizza car beautiful sport woman sikit nail Love Content

This work uses log likelihood score and perplexity measures to assess the algorithm’s
performance on the dataset. It acquired a perplexity score of 287 and a log likelihood
score of 5579. A model with a greater log likelihood and a lower perplexity is regarded
as good. The degree of perplexity is a measure of how well a model predicts a sample.
Following that, this model was put to the test by predicting the topic using the newly
developed LDA Model. Before predicting the topics, the work uses a random text using
the same preprocessing technique. The transformation order and the result are shown in
Fig. 12. Figure 13 shows the code to get similar documents.
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Segregation of Topic Clusters
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Fig. 12. Segregation of Topic Clust

# Get similar documents

mytext = o eat food and cook"]

doc_ids, docs = similar_documents(text=mytext, doc_topic_probs=lda_output, documents = data, top_n=1, verbose=True)
print("\n")

Topic KeyWords: ['movie', 'main’, 'satisfying', 'cartoon', 'eat
Topic Prob Scores of text: [[6. 6. 6. 8.7@. @ @. 0. @
Most Similar Doc's Probs: [[@. €. . 8.7@. @ 0. 8. @
Topics:  Food/Movie/Music Content

, 'music’, "nailsmanicure’, 'popularscience’, ‘hoove’, 'Food/Movie/Music Content']
6]
8. 1]

Fig. 13. Similar Documents

In conclusion, this work uses K-Means clustering on the document’s topic probability
matrix with k-10 since the optimal model has 10 clusters to cluster video descriptions that
share similar subjects and plots. To depict X and Y columns, singular value decomposi-
tion (SVD) is employed. SVD ensures that the two columns collect the most information
available for the LDA model. Hence, Euclidean distance and the likelihood score are
employed to find similar subjects. The themes that are the most comparable are classified
with the shortest distance.

5 Conclusion

This study encompasses the LDA topic modelling technique and the K-means clustering
algorithm, both used to extract trending topics from Tik Tok. The study aimed to locate
and extract the most popular Tik Tok content. The LDA method obtained a perplexity
score of 287 and a log likelihood score of 5579 from 7552 video data. The perplexity score
evaluates how well the probability models predict. However, this measure is insufficient
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unless accompanied by a manual topic evaluation. Some of the study findings are trendy
topics, such as comedy and sports content. As a result, because data is a multi-language
combination, future work will need to incorporate the extraction of keywords from the
data. This work is also interested in evaluating different topic extraction algorithms, such
as a combination of natural language processing and machine learning, and comment
analysis [17].
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