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Preface

This year’s International Conference on Computing and Informatics (ICOCI 2023)
conference proceedings, centered around the theme “Nurturing an inclusive digital
society for a sustainable nation,” reflect the ever-evolving intersection of technology
and society. The exploration of how we can harness digital innovation to foster sustain-
ability, unity, and growth underscores our shared commitment to shaping a better digital
landscape for our nations and the world.

The dedication and enthusiasm demonstrated by contributors from various countries
highlight the significance of the addressed topics. Congratulations and appreciation are
extended to all authors and presenters for their valuable contributions to this intellectual
discourse.

As these proceedings find their place in our esteemed publication venues, they mark
the continuation of the journey of knowledge dissemination. The enriched understanding
and insights contained within these works pave the way for future research and inno-
vations, contributing to a positive ripple effect that extends beyond the confines of this
conference and into our societies.

The sub-themes of this year’s conference proceedings are Digital Entrepreneur-
ship and Innovation, Digital Healthcare and Well-Being, Digital Media and Informa-
tion Literacy, Education Transformation through Technology, Ensuring Cybersecurity
and Privacy, Harnessing Technology for Sustainable Development, and Navigating
AI Development and Deployment. All these sub-themes serve as focal points for the
exploration of diverse facets within the digital landscape.

This comprehensive exploration reflects the global perspective embedded in our
discussions, showcasing the collaborative effort of minds from various corners of the
world. The rich diversity of ideas and experiences brought forward by our contributors
enriches the depth of understanding in each sub-theme.

We received a total of 134 paper submissions, a testament to the widespread interest
and engagement in the topics under consideration. Through a rigorous double-blind
review process, each paper was meticulously evaluated by at least 3 reviewers. Out of
the submissions, 55 papers were selected for inclusion in these proceedings, representing
the highest standards of academic rigor and relevance.

We sincerely hope that the knowledge shared within the pages of these conference
proceedings serves as a robust foundation for future advancements and positive change
in our ever-evolving digital societies. May the insights contained herein inspire fur-
ther exploration, innovation, and collaboration, leading us towards a more inclusive,
sustainable, and digitally connected future.

Warm regards,

Nur Haryani Zakaria
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Abstract. Information Security Governance has become one of the main focus
areas of government management because of its importance in protecting the
overall information assets of government organizations. The Cybersecurity Gov-
ernance Framework that is applied in the government environment should ideally
follow the flow of government management and bureaucracy. Government man-
agement and bureaucracy directives are usually interpreted, disseminated, and
implemented through a series of policies related to cybersecurity. Policies should
ideally be implemented from the policy-making level to the operational level,
where they are eventually being implemented. Implementing cybersecurity will
involvemany stakeholderswhich are regulated by rules and regulations. This study
reports on follow-up and interviews of key actors/informants in Jakarta Smart City
(JSC). Initial experience shows that the implementation of cyber security in JSC
must follow the flow of the prevailing government bureaucracy. Three factors
were involved in implementing bureaucracy-based cybersecurity: Legal Funda-
mental for Cybersecurity Management, Security Management, and Cybersecurity
Stakeholders.

Keywords: Information Security · Security management · Security Framework ·
Security Bureaucracy

1 Introduction

At the beginning of the twenty-first century, cyber-based threats added a new dimension
to understanding security threats from the previous century. Advances in information
and communication technology (ICT), especially those based on the internet, have led
almost everyone to utilize and use it in variousways. This implies that both governmental
and non-governmental entities possess the capability to pose threats to network disrup-
tion, as attributing actions in cyberspace to specific perpetrators be-comes challenging,
especially when actions occurring in one location can have worldwide consequences
[1].
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The advent of a wave of information and communication technology transformation
is a viable choice for providing excellent service to city people [2]. Techno-logical devel-
opments have driven expansion in the provision of innovative offerings by individuals
and groups to ensure the growth of smart cities. In general, Information Technology
is changing our daily life and trans-forming the city into a smart and sustainable way
to make the economy, environment, quality of life, control, and express the city more
efficient and effective.

The operation and implementation of a smart city relies heavily on cloud computing
that provides storage and delivering all information. Cloud computing is not only a
source of information but also a place to store data and a place for users to connect;
simultaneously, a huge security risk is unavoidable [3].

According to [4] cybersecurity in smart cities is determined by three actors: people,
process, and technology as below:

1. People - refer to people with a smart vision and a relationship with smart cities as
users, policymakers, planners, and service providers.

2. Process - about value systems and behavioral guidelines that support the imple-
mentation of cybersecurity in smart cities, including multi-stakeholder partnerships,
regulations, and policies that are in line with local wisdom from the local area.

3. Technology - focuses on cybersecurity technology infrastructure, includes cloud
computing infrastructure, internet of things (IoT), machine to machine (M2M), and
various application services provided by smart cities.

In general, all national cyber security policies aim to defend cyberspace fromenemies
while at the same time developing cyber resilience. However, the topography of cyber
threats, the socio-political situation, security trends, traditions, and different levels of
cyber awareness have led to significant differences in the cybersecurity tactics of different
countries [5]. Although in general the goal of cyber security in various countries is the
same to protect the cyber world from adversaries, many cyber security implementations
experience different problems, fail to fulfill their objectives, and are not implemented
properly, especially in developing countries [6]. [7] identify that regulatory factors,
policy and legal issues, organizational structure, Cooperation, and local wisdom values
cause the failure of cybersecurity implementation. Therefore, this study will explore in-
depth the cybersecurity challenges in smart cities and the fac-tors involved. This study
uses Actor-Network Theory [8] as a theoretical lens to explore phenomena in actor
collaboration in networks involving humans and non-humans. The actor-network theory
(ANT) is reviewed in the following section.

2 Theory Review

Actor-Network Theory (ANT) is an interdisciplinary theory spanning social science
and technology created in the 1980s by Callon and Latour to analyze and understand
numerous sorts of events [9]. According to [10], ANT is defined by three main princi-
ples: general symmetry (researchers are dedicated to treating hu-mans and non-humans
equally), agnosticism (not siding with humans or non-humans), and free association
(not separating humans and non-humans). As a result, ANT researchers must consider
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both human and non-human agents, analyze them from the same perspective, and treat
them equally [11]. The moment of translation from the ANT viewpoint is frequently
employed as a theoretical lens in information system studies [13]. ANT views humans
and non-humans (such as data storage, concepts, papers, technology, or anything similar)
as actors [9]. The purpose of the ANT deliberation on non-human actors is to study the
potential and constraints of non-human actors’ engagement in certain situations [14].

Technology cannot be separated from its social aspect therefore, the use of ANT is
crucial in exploring the phenomenon of cybersecurity networks in Smart cities because
smart cities involve information technology and social elements simultaneously as a
heterogeneous socio-technical system [12].

3 Research Method

This research uses an interpretive case study based on ANT elements to explore in-
depth the cybersecurity challenges in the smart city of Jakarta and the factors involved.
Interpretive case studies are qualitative research that can be descriptive, interpretive,
or evaluative used as an examination of certain phenomena, such as programs, events,
processes, institutions, or social groups [20].

The philosophy of critical realism frames this research. Critical realism must go
below the surface to understand and explain why things happen the way they are and
speculate about the structures andmechanisms that underpin observed social events [15].
This research is a type of study that looks back at social phenomena, asks questions about
their reality, and finds new sets of answers. The concern behind this research is to find
out how the situation, obstacles, challenges, and elements in cyber security aspects in
Jakarta Smart City (JSC). Many factors or actors are involved, potentially from elements
of people, technology, processes, policies, finance, and many more.

A case study approach was used to collect data for this study, and an informal
and semi-structured interview style was used. This method is adaptable as it allows
the researcher to ask additional questions during and after the interview [21]. The main
objective of this interview is to identify human and non-human elements in implementing
cyber security in smart cities in Indonesia. The unit of analysis in this research is the
network actor who implements cyber security in JSC. In analyzing the data, this study
uses the concept of template analysis, which requires the researcher to create a list of
codes (templates) that represent the themes identified in the textual data [22].

4 ANT Based Framework

ANT is rich in concepts and elements to support Information System research in under-
standing the evaluation or planning of new IS projects based on a network of various
human and non-human actors. Based on the elements of ANT, this study presents the
framework for achieving the objectives of this research (see Fig. 1).

The framework developed based onANT translationmoments that represent interac-
tions between actors. It focuses more onmutual determination between actors when they
communicate. The translation involves a process of change that follows four moments,
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namely (a) problematization, (b) intervention, (c) enrolment, and (d) mobilization. Prob-
lematization requires the identification of actors and the establishment of OPP. Prob-
lematization involves i) identifying the issue or problem, ii) recognizing various actors
through punctualized actors, iii) identifying the interests and roles of each actor, iv)
determining the OPP, and v) identifying potential obstacles towards achieving the OPP.

ISSUE

PUNCTUALISED 

ACTOR / ACTORS

INTEREST

OBSTACLE

INTERRESSEMENT
(Instrument Required)

ENROLEMENT

(Strategy Needs)

MOBILIZATION
(Instrument and Strategies 

used)

OPP

Key Issues Regarding 

the Application of Cy-

bersecurity in the 

Smart City Context

ANT Translation 

Process

Fig. 1. Framework utilizing Actor-Network Theory for the examination of cybersecurity imple-
mentation network within JSC.

The following translation is the moment of interressment, to convince other actors
to accept the role given by the main actor through the creation of an interressment
mechanism. The next moment is enrolment, about determining a series of strategies as
an actor-focused effort to define and connect various roles that allowother actors to accept
the role assigned by the main actor. Mobilization is the last stage of translation, which
includes the use of various methods by the focal actor to ensure that representatives or
spokespersons of all actors act following the agreement and do not betray the proponent’s
interests.
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5 Punctualization in Actor Networks

Before analyzing the following section regarding the inhibiting and supporting fac-tors
for the cybersecurity implementation by the four translational moments, it is necessary
to describe the network actors in the cybersecurity implementation in JSC. Therefore,
this section will begin with the punctualization of opening each black box actor or
punctualized actor by enlarging each black box and explaining its contents. The concept
of punctualization allows the conversion of the entire network to a single point [16].

This concept helps reduce the complexity of the actor-network or enlarge it for
deeper andmore detailed investigations [19]. This research follows themain actors in the
network of cybersecurity actors: the Director of JSC, The Special Capital Region (DKI)
Jakarta Province Communication Informatics and Statistics Agency, and theOperational
Executing Unit. The concept of punctualization presents the reasons and details for
selecting actors in the following sections.

5.1 The Punctualized Actor of the Director of Jakarta Smart City

The Director of Jakarta Smart City performs the JSC system’s planning, and manage-
ment, as regulated in DKI Jakarta Governor Regulation Number 280 of 2014. Therefore,
the Director of the JSC has sufficient authority to establish and develop the JSC. In 2020,
through the Decree of the Governor of DKI Jakarta Number 17 of 2020, JSC was des-
ignated as a technical implementing unit that implements the Financial Management
Pattern of Regional Public Service Agencies (BULD). With the change of status to
BLUD, JSC has more flexibility in managing finances without relying on the Regional
Revenue and Expenditure Budget (APBD) and has the authority to establish partnerships
to serve interests. Since turning into a BLUD, the initiator of JSC is the Director of JSC.
Therefore, the Director of JSC can be identified as the main actor in this project.

As the main actor, the JSC director is responsible for coordinating all the actors in
JSC. The first responsibility is to lead and coordinate the executors of tasks under him.
Regarding cybersecurity, the JSC director leads the entire task force to work closely
together to ensure that all Jakarta’s data and information technology infrastructure is
secure. Second, to coordinate and establish Cooperation with other parties from gov-
ernment and private institutions to smooth JSC management. Third, report and account
for all tasks at JSC. The Director of JSC is fully aware that to achieve good cybersecu-
rity management. It is necessary to comply with applicable standards, regulations, and
rules. Standardization, Regulation, and Rules can be categorized into non-human actors
(processes). Rules and regulations become the foundation for focal actors to mobilize
other actors, such as people and technology.

In short, the focal actor must associate with other actors, namely processes, people,
and technology, to motivate or compel the relevant actors to enroll in the cybersecurity
implementation actor-network. The JSC director can be defined as the main actor in
the actor-network. The process is used as the basis and rule to mobilize the people in
managing the technology to implement cyber security in JSC.
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5.2 The Punctualized Actor of the DKI Jakarta Province Communication,
Informatics, and Statistics Agency

The DKI Jakarta Province Communication, Informatics, and Statistics Agency is the
agency that regulates matters of communication, informatics, statistics, and coding. In
carrying out its duties, this institution is led by a head of service who is under and respon-
sible to the governor through the regional secretary (DKI Jakarta governor regulation
No. 265/2016). The functions of this institution include:

a. Prepare strategic plans, work plans, and budgets for the DKI Jakarta Provincial
Communication Information and Statistics agency.

b. Develop and formulate communication, informatics, statistics, and coding policies.
c. Develop norms, standards, procedures, and criteria in communication, informatics,

statistics, and coding.
d. Provide technical guidance, supervision, monitoring, evaluation, and reporting on all

activities, communications, informatics, statistics, and coding.

The agency has five areas, three secretarial divisions, and four technical service
units. One of the technical service units is JSC (DKI Jakarta Governor Regulation No.
265/2016). In carrying out his duties, the director of JSC must comply with the regula-
tions and policies that have been set and be responsible to the DKI Jakarta Provincial
Communication Information and Statistics agency. In the eyes of the focal actor (director
of JSC), the DKI Jakarta Provincial Communication Information and Statistics Agency
is seen as a potential actor in cyber security implementation, therefore it is registered
in the main actor-network. When this actor is zoomed in, it is seen that the agency has
a role as a policymaker, coordinator of cyber security implementation, and governance.
However, cybersecurity implementation at JSC is entirely the responsibility of the JSC
director.

At this point, it can be concluded that this network of actors consists of: (1) the DKI
Jakarta Provincial Communication Information and Statistics Agency, which plays a
role in formulating rules, regulations, and standards for the successful implementation
of cyber security, (2) Rules, regulations, and standards that is a non-human actor who
becomes the reference for the focus actor (JSC director) in carrying out his duties.

5.3 The Punctualized Actor of the Operational Executing Unit

In carrying out his activities, the main actor (JSC director) cannot do all the work alone.
The Director of JSC needs people who can assist him in carrying out his work. Based
on DKI Jakarta Government Regulation Number 280 of 2014, the director of JSC was
assisted by:

a. Administration Subdivision
b. Planning, Research and Development Implementing Unit
c. Operational implementing unit
d. Functional position subgroup

Of the four sections above, those directly related to cybersecurity are the operational
implementing unit. The duties of the Operational Implementing Unit according to DKI
Jakarta Government Regulation Number 280 of 2014 related to cyber security, include:
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a. Develop standards and operational procedures for the implementation of JSC’s
information technology facilities and infrastructure.

b. Prepare plans for procurement and maintenance of JSC informatics facilities and
infrastructure.

c. Carry out the process of providing, maintaining, and maintaining JSC’s information
technology infrastructure and facilities.

d. Monitor and evaluate the availability of the feasibility and readiness of JSC
information technology infrastructure and facilities.

e. Implement JSC information technology management
f. Manage the JSC system/application and its infrastructure.
g. Collect, process, present, develop, and report data and information related to JSC.

From the explanation above, it is concluded that this network of actors consists of:
(1) Operational Implementing Unit whose task is to assist the main actors in planning,
implementing, and reporting for the successful implementation of cyber security, (2)
rules, regulations, and standards which are non-humans actors become the foundation
of this actor-network to work, and (3) technology that is the work object of this actor-
network. The details of each punctualized actor are summarized in Table 1.

Table 1. Overview of the punctualized actor in cybersecurity implementation

Puctualized Actor Actors Interest Obstacle

Director of JSC Element of Process,
People, Technology

- Negotiate, motivate,
coordinate and then
work with other
punctulized actors
- Initiation,
implementation,
monitoring and
evaluation of
cybersecurity

- Flexibility in budgets
and collaboration
- Freedom of governance
for smart city
development

The DKI Jakarta
Province
Communication,
Informatics and
Statistics Agency

Element of Process - Prepare rules,
regulations, and
standards for the
successful
implementation of
cybersecurity
- Leadership in
cybersecurity
implementation

Must be assisted by other
units to carry out the
functions assigned by the
governor

The Operational
Executing Unit

People, Technology - Implementing cyber
security for public
services in Jakarta
Smart City
- Improve
cybersecurity in
public services

Work according to the
rules, regulations, and
direction of the leadership
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6 Setting Up Obligatory Passage Points

Obligatory Passage Point (OPP) refers to motivating actors to accept tasks and functions
by focused actors who show interest and explain how the functions and tasks can help
achieve their interests. However, in carrying out their duties, functions, and personal
interests, all actors must overcome a series of obstacles [18]. Different actors have to
deal with different problems. In the cyber security actor-network, all the main actors
have their interests and constraints. The details of the punctualized actors in the network
shown in Table 1 can be illustrated with the following OOP diagram (see Fig. 2).

Director of 

JSC

Operational Execut-

ing Unit 
The DKI Jakarta Province 

Communication, Informatics, 

and Statistics Agency

- Initiation, implementation, 

monitoring and evaluation 

of cybersecurity.

- Negotiate, motivate, coordi-

nate, and then work with 

other punctualized actors.

- Prepare rules, regulations, and 

standards for the successful 

implementation of cybersecu-

rity.

- Leadership in cybersecurity 

implementation

- Implementing 

cyber security for 

public services in 

Jakarta Smart City

- Improve cyberse-

curity in public 

services.

- Flexibility in budgets and collaboration

- Freedom of governance for smart city development

- Must be assisted by other units to carry out the 

functions assigned by the governor.

- Work according to the rules, regulations, and direc-

tion of the leadership

Actors

Creating success cyberse-

curity for public services in Ja-

Goal & Interest

OPP/

Obstacles

Fig. 2. The OPP of Actor-Network of cybersecurity in JSC

Figure 2 shows, first, the actor-network contains three main actors as previously
described, (i) Director of JSC, (ii) The DKI Jakarta Provincial Communication Informa-
tion and Statistics Agency, and (iii) Operational Executing Unit. Second, from the point
of view of the focus actor, OPP is to create cybersecurity public services in JSC. Third,
in achieving OPP, all actors will have their own interests. The JSCDirector will carry out
his functions in initiating, implementing, monitoring, and evaluating cybersecurity. The
DKI Jakarta Provincial Communication Information and Statistics Agency will control
cyber security in Jakarta, and the Operational Implementation Unit can improve cyber
security in public services in Jakarta. Fourth, achieving this OPPwill not be easy because
each actor must overcome obstacles. The DKI Jakarta Provincial Communication Infor-
mation and Statistics Agency cannot implement cybersecurity alone, so it involves other
units to implement it. The Operational Implementing Unit cannot freely carry out its
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duties. It must comply with the leadership’s, rules, regulations, and direction. Finally,
if all the actors can overcome the obstacles, they will benefit as determined, and the
actor-network mission will be complete. This OPP cannot perfectly unite all actors in
the translation process, which results in the actor network’s mission not being fully
completed. The imperfections in completing the mission of the actor-network will be
analyzed to find the factors that support and hinder the completion of the mission of the
actor-network.

7 Interessement Moment

In the problematization process, the actors involved agreed to be included in the network.
In practice, it is not guaranteed that they are all consistent in the network of actors, some
of whom may think they are not worthy of joining because of their identity. Therefore,
it takes a second moment, namely interressement. Several tools were used to establish
a balance of power that favored each actor in overcoming obstacles to passing the OPP.
Referring to the network of cyber security actors at JSC, the instruments needed for
the moment of interest are standardizations, Standard Operating Procedures, Laws and
regulations, policies, and leader instructions.

Standardization is an instrument needed by non-human actors, especially in elec-
tronic systems for public services. It acts as a liaison between the focus actor and other
actors and helps the focus actor in coercing and controlling other actors to perform the
required activities in the actor network. Standard Operating Procedures are necessary
tools for humanandnon-humanactors, especially in software andhardwaremaintenance.
If the network actor does not have this device, there is no good communication between
the security system, hardware, and users. In other words, this device can help non-human
actors to have a universal language to interact or communicate in the actor-network.

Laws and regulations are other significant instruments needed by a network of actors.
Laws and regulations are the main handle of the focus actor (JSC Director) to lock
all human actors in position. Like laws and regulations, policies are another crucial
instrument a network of actors needs. Policies are very effective to use in imposing the
interests of various actors in the network. Lead instruction is another tool used to conduct
the interessement of several actors in the network.

8 Enrollment Moment

Enrollment is the third moment of translation, which refers to a set of strategies as actor-
focused efforts to define and link various roles that allow other actors to be enrolled. This
process relates to the transforming or moving intangible things such as ideas, concepts,
and plans into something tangible in the real world [17]. The analysis of enrollment
moments in this study is summarized in Table 2.
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Table 2. Enrollment process summary

Enrollment Moment

Process Aspect People Aspect Technology Aspect Governance Aspect

ISSUE A need for legal
basic of cyber
security
development

People is the
weakest link in the
context of
cybersecurity

Rapid technology is
accompanied by
increased risk of
cybercrime interest

Regional Leaders
determine
information
security governance

ACTORS - Director of JSC
- The DKI Jakarta
Province
Communication,
Informatics, and
Statistics Agency

- Director of JSC
- The DKI Jakarta
Province
Communication,
Informatics, and
Statistics Agency
- Operational
Executing

- Director of JSC
- The DKI Jakarta
Province
Communication,
Informatics, and
Statistics Agency
- Operational
Executing

- Director of JSC
- The DKI Jakarta
Province
Communication,
Informatics, and
Statistics Agency

INTEREST Align all actors’
interests in
procuring
cybersecurity needs
at JSC

- Maintaining the
stability of the
actor network

Negotiate with
actors regarding
security
optimization

Providing
cybersecurity
governance
solutions

OPP Availability of legal
basis for
procurement
of cyber security
development needs

Creating a stable
actors-network in
aligning the
interests of each
actor

Availability of
security devices in
accordance to
technological
developments

Availability of
references for the
cybersecurity
governance

OBSTACLES - Cybersecurity
management must
refer to applicable
laws and regulations
- Cybersecurity in
smart cities is still
not considered a
priority

Awareness
Ego Sectoral
Leadership
Commitment
Knowledge
Habit and
Behaviour

Limited budget for
Procurement of
security devices
Security technology
devices have not
embraced cyber
security by design

National cyber
security governance
master plan has not
been developed

INTERESMENT
MECHANISM

Instrument Used:
- Presidential
Regulation Number
95 of 2018
- Ministerial
Regulation Number
4 of 2016

Instrument Used:
Standardization
Law and
regulations Policy
SOP Leader
Instructions

Instrument Used:
Standardization
Law and regulations
Policy
SOP Leader
Instructions

Instrument Used:
Standardization
Law and
regulations
Policy SOP
Leader Instructions

ENROLLMENT
MECHANISHM

Strategy Taken:
-Conduct a study to
establish the legal
basis for the
procurement of
cyber security
development needs
-Include security in
procurement as
needed

Strategy Taken:
Digital literacy -
Applying the
consequences of
laws and
regulations -
Update knowledge
regularly -
Socialize the risk
security -
Automated
periodic password
changes

Strategy Taken:
Conduct Proof of
concept (POC) to
negotiate with
actors in the
network to provide
an understanding of
how a security
technology product
can be used
optimally

Strategy Taken:
Provide own team
to ensure the
system built is safe
and in accordance
with the rules
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9 Mobilization Moment

Mobilization includes the use of various methods by the focal actor to ensure that rep-
resentatives or spokespersons of all actors’ act under the agreement and do not betray
the interests of the proponent. The following section describes the existence of several
actors that remained stable during the mobilization of the JSC cybersecurity network.

9.1 Legal Fundamental of Cybersecurity Actor Network

To keep all actors aligned for a certain period on the interests of actor focus, controlling
all activities of human and non-human actors is necessary. Control can only be carried out
based on existing laws and regulations or other considerations that do not conflict with
the rules. In the network of actors at JSC, the main actors have the freedom to determine
policies in security governance. This policy setting aims to define in detail the policies
used to control the implementation of security, from defining security requirements,
implementing security to measuring security maturity. In deriving policies, the focused
actor (director of JSC) should consider the purpose of establishing the JSC to align the
policies made with the objectives of the JSC.

9.2 Security Policy Control

To mobilize the network, the main actors must comply with the central government’s
rules, regulations, and compliance requirements. The rules and regulations the central
government set are usually general. To be implemented following the objectives of the
JSC, themain actorsmust reduce these rules to policies that are directly related to security.
Security policy control is under guard by the fundamentals of security management
in a policy framework. Security standards and policies generated from general laws
and regulations are part of the security framework, whereas security requirements are
formed from compliance requirements. It can be concluded that security policy control
is a security framework that includes security policies, security standards, and security
requirements.

9.3 Security Implementation Control

Security implementation involves three components, namely people, technology, and
process. Human resource managers and policymakers are part of the people. Policies,
protocols, and guidelines that create a protective environment for safeguarding systems
and data are process. While technology consists of hardware and software to protect
systems and data from external and internal threats. Security implementation control in
the people aspect, as explained in the enrollment moment is the main actor, focuses on
overcoming problems related to awareness, sectoral ego, knowledge, leadership com-
mitment, and the behavior of actors in the network. From the technological aspect,
controlling the implementation of security is focused on improving network security.
Efforts that have been made to improve security are improving the quality of the firewall
from layer three to layer seven. In addition, the use of other technology devices using
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the latest version. In the process aspect, the main actor link to the activities carried out
by the government in general. The process aspect includes all policies, protocols, stan-
dards, SOPs, and guidelines that create a protective environment to ensure the security
of systems, technology, and data.

9.4 Evaluation and Measurement of Security Maturity

Security maturity evaluation and measurement are used to assess the overall security
program and specific security domains. At JSC, the evaluation and measurement of
security maturity begin with an audit of the system use. The audit was conducted on
governance, end-to-end, and data storage aspects. The audit is carried out in two stages,
internal audit by the JSC team and validation by external audit, invited auditors, or
consultants. The results of this audit becomeanobligation to be correctedor become input
for future security improvements. BSSNmeasured security maturity or national external
security audit. This measurement is carried out in the partnership contract to measure
mal protection and administration of electronic certificates. In addition, a government
agency’s information security governance system must be evaluated with the KAMI
index (Information Security Index). The KAMI index is an application to evaluate the
maturity level and completeness of the application of SNI ISO/IEC 27001:2009.

9.5 Collaboration and Cooperation

Collaboration and cooperation with other parties are needed to anticipate cyberattacks
and respond quickly to cybersecurity incidents. Collaboration and cooperation carried
out by JSC with BSSN, Other Units in Local Government Environments, Academics
and Universities, and Security Professionals. Because the function of JSC is to provide
services for all circles and agencies, JSC must collaborate on security matters with
other units within the Regional Government. Together with academics and universities,
cooperation is built to strengthen governance. University academics and experts will
assist the JSC team in technical guidance related to cybersecurity governance. To deal
with specific security incidents, the JSC team requires professional assistance when the
incident occurs. Therefore, JSC is also working closely with security professionals.With
BSSN, JSC cooperates concerning the use of electronic certificates.

10 Conclusion

This study has identified three sets of interrelated factors that are key to the implemen-
tation of cybersecurity in Jakarta Smart City, namely (1) Cyber Security Stakeholders,
(2) Legal Fundamental for Cyber Security Management, and (3) Security Management.
From the punctualized actors, two stakeholders related to cyber security were identified.
These stakeholders are the DKI Jakarta Provincial Communication Information and
Statistics Agency and the Director of JSC with the Operational executing Unit (Smart
city management). The DKI Jakarta Provincial Communication Information and Statis-
tics Agency is interested in preparing rules, regulations, and standards to implement
cybersecurity successfully.
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Through enrollment moments and mobilization moments, other stakeholders are
identified. First BSSN, in terms of measuring security maturity or external security
audits at the national level and the use of electronic certificates. Second, academics from
various universities provide technical guidance related to cybersecurity governance.
Third, security professionals in handle certain incidents that the smart city teamhas never
handled. Fourth, co-operate with private companies to realize effective cybersecurity and
protect smart cities from cyber-attacks most of the technology infrastructure is owned
and operated by private companies.

The second factor identified is the Legal Fundamental for Cybersecurity Manage-
ment. The implementation of cyber security must have a clear legal foundation. At
the moment of interessement, two legal instruments were identified as guidelines for
policy-makers in managing cyber security. These instruments are international security
standards and laws. At the moment of mobilization, the JSC director reduced the general
laws and regulations into policies at the technical level. In carrying out the derivation,
the policies made by the director of JSC must be in line with the objectives of the
JSC. Therefore, the purpose of the smart city has also been identified as the basis of
cybersecurity management.

The third factor is securitymanagement. Securitymanagement controls three aspects:
security policy control, security implementation control, and security audit and evalua-
tion. Security Policy Controls are built into a security framework including security poli-
cies, standards, and requirements.Meanwhile, Security ImplementationControl includes
people, technology, and processes integrated into the implementation framework. Inter-
nal and external audits carry out evaluation and security audits at JSC. The JSC team
takes up the internal audit, while the external audit invites an auditor or consultant to
validate the results of the internal audit result.

Acknowledgement. We greatly appreciate the support from agencies like Universiti Utara
Malaysia and University Muhammadiyah Bengkulu, as well as organizations like Cyber Security
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Abstract. The heart of any substantial search engine is a crawler. A crawler is
a program that collects web pages by following links from one web page to the
next. Due to our complete dependence on search engines for finding information
and insights into every aspect of human endeavors, from finding cat videos to the
deep mysteries of the universe, we tend to overlook the enormous complexities
of today’s search engines powered by the web crawlers to index and aggregate
everything found on the internet. The sheer scale and technological innovation
that enabled the vast body of knowledge on the internet to be indexed and easily
accessible upon queries is constantly evolving. In this paper, we look at the current
state of the massive apparatus of crawling the internet, specifically focusing on
deep web crawling, given the explosion of information behind an interface that
cannot be extracted from raw text. We also explore distributed search engines and
the way forward for finding information in the age of large language models like
ChatGPT or Bard. Our primary goal is to explore the junction of large-scale web
crawling and search engines in an integrative approach to identify the emerging
challenges and scopes in massive data where recent advancements in AI upend
traditional means of information retrieval. Finally, we present the design of a
new asynchronous crawler that can extract information from any domain into a
structured format.

Keywords: Web Crawling · Crawler · Distributed Systems · Search Engines ·
Deep Web Crawling · Large Language Models · Asynchronous Crawler

1 Introduction

The technology behind web crawling has come a long way since Google was first intro-
duced in the late 1990s. According to the original PageRank paper [1], Google employed
a distributed web crawler architecture to download content from hundreds of millions
of web pages. Since then, the technology behind web crawlers has grown ever more
complex to accommodate billions of existing websites [2].
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Even though crawling and related technologies have gone through tremendous inno-
vations in the past decade, the ever-expanding and fluid nature of the internet means
crawling tools and techniques need to stay on top of the current trends of the web to col-
lect and aggregate information. Due to the explosion of various web technologies, most
of the data on the internet now sits behind various search forms that can only be accessed
using search queries. This adds another layer of complexity for the crawlers. Along with
the current technological advancements in the field of large-scale web crawling, we also
focus on deep web crawling, where crawlers need to interact with various web forms to
access information. We explore and analyze research materials with a primary focus on
old and new crawling techniques capable of withstanding the ever-growing data space.
Distributed crawling techniques built on open-source tools show great promise for a
future of decentralized indexing of vast amounts of data.

We look at the current status of distributed search engines and the challenges it faces
in the era of big data. To consider the disruptive AI conversational agents like ChatGPT
and Bard and to understand their implications on how people search for information
on the web, we explore how these agents can upend the status quo of current search
engines. Finally, we are proposing a new asynchronous web crawling technique that can
be employed by small to medium organizations for domain-agnostic crawling needs that
require data to be extracted fromweb pages with similar content architectures and stored
in specific formats.

The Introduction describes the motivation and overall targets of the paper. In the
Related Work section, we will explore previous survey works related to web crawling
techniques and various architectures of distributed search engines. In the next section,
Crawling,wewill take a detailed look at various current crawling techniques anddifferent
scaling issues that crawlers need to deal with. In the Distributed Search Engine section,
we will go through various architectural challenges and prospects of distributed search
engines. In the section, AI Conversational Agents, we will discuss the implications
of ChatGPT and other conversational AI agents for the domain of search engines and
howwe acquire information from the web. The section,Domain-Agnostic Asynchronous
Crawler, proposes a new asynchronous crawler suitable for crawling sites of any domain,
all of which share a common architecture. Finally, we will conclude with the utility and
prospects of crawling in the age of AI and generated content.

2 Related Work

A comprehensive study of deep web crawling techniques is explained in [3]. The authors
also highlight the lack of standards and evaluationmetrics tomeasure the performance of
deepweb crawlers against some commondatasets. They provide a framework to compare
different deep web crawling algorithms and features to infer entry points for various user
interfaces and search panels to initiate crawling. A systematic literature review of over
1488 articles on web crawling is conducted in [4]. Various crawling techniques such
as universal, topical, and hidden or deep web crawlers are described here. The authors
highlight the challenges of large-scale web crawling an [5] d a set of policies that web
crawlers should adhere to so that servers do not get overwhelmed by the parallel requests
of different crawlers. Paper [6] discusses efficiently crawling board sites and how they
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perform against traditional graph crawling techniques. The authors introduce a type of
preferential crawler, Board ForumCrawling, designed explicitly for crawling forum sites
efficiently. Traditional breadth-first crawling for forum sites struggles with spider-trap
due to duplicate pages and noisy links for various user actions. In their preferential or
topical crawler, authors describe a structured approach to crawling all the post pages
on a forum site. The authors of [7] describe the challenges and learnings of a high-
performance web crawler, Mercator, that is distributed, scalable, and extensible. In,
the authors propose a distributed search engine based on a cooperative model, where
local search engines reduce the update interval time as compared to a centralized search
engine. Each local search engine maintains a local index by accessing files locally. A
Hadoop-based distributed search engine is proposed in [4]. Due to the ever evolving and
constantly growing internet size, a distributed search engine is proposed to reduce query
time. Hadoop consists of two dimensions, the storage dimension and the processing
dimension. The proposed system uses Hadoop Distributed File System or HDFS for
storage, and for indexing and processing users’ requests, MapReduce is used. This
personalized distributed search engine presents an end-to-end model where crawling,
extracting, indexing, and fetching results for users’ queries are implemented in Hadoop.
A detailed explanation of various crawlers as well as a comparison among crawlers in
terms of applicability, usability, and scalability, can be found in [2].

3 Crawling

The essential components of a web crawler are - a list of URLs to start crawling from,
an aggregator that collects web pages using the URLs from the initial list, and a parser
that parses the content of web pages and adds new URLs in the initial list. The crawler
keeps repeating this process until the crawling list is empty or some other thresholds are
achieved [4]. In this section, we will focus on the recent advancements in the crawling
field along with the challenges that arise as the size of the data grows.

3.1 Types of Crawlers

Based on the scope and type of information collected during crawling, crawlers can
be divided into multiple categories, such as universal crawlers, topical crawlers, forum
crawlers, and hidden or deep web crawlers [4].

As the internet grows rapidly, the vast majority of the world’s accumulated informa-
tion can be found hidden behind millions of databases that are only accessible through
search panels or forms. To collect data from these hidden parts of the internet, a new
type of crawler has emerged, called hidden or deep web crawlers. These crawlers need
to generate queries for the search interfaces to acquire information buried in various
databases and storage systems.

For the indexed data to be useful, it needs to stay updated as time passes. Instead of
visiting new web pages, Incremental crawlers update existing and already crawled sites
and remove various redundancies to increase storage efficiencies [8]. Running multiple
instances of the crawler in a distributed architecture to minimize traffic load and scale
horizontally is a required attribute of modern web crawlers [1].
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3.2 Techniques

This section will explore emerging technologies and approaches for distributed and
hidden web crawlers.

In a stand-alone crawlermodule, also knownas centralized crawling, a single instance
performs all required steps of crawling. While this approach is easy to implement and
maintain, given the sheer scale of data, this approach is only suitable for simple use cases
[9].

In a distributed system, each crawler instance is a complete crawling module
equipped with the necessary tools to perform the end-to-end crawling task. Depend-
ing on how these individual modules are managed and run, distributed crawling can be
divided into master-worker and peer-to-peer crawling. Distributed crawling is slightly
different from parallel crawling. In parallel crawling, individual crawler instances reside
in the same LAN, whereas crawler instances in the distributed architecture are scattered
across different geographical locations [9].

The hybrid crawling architecture tries to combine the simplicity of centralized crawl-
ingwith the scalability of distributed crawling. In this approach,URLqueuemanagement
is centralized, and content fetching from the URLs is distributed across many instances
[9].

In themaster-workermodeof distributed crawling, amaster node performs anorches-
trator’s job, where crawling tasks are managed and assigned to worker nodes to perform
the actual crawling tasks. The master node manages the global URL list of pages to
visit and assigns URLs to each crawler instance [10]. The master node can perform load
balancing to avoid overwhelming crawler instances.

In a peer-to-peer architecture, crawler instances independently discover and visit
web pages without a master node. Some disadvantages of this approach include - a lack
of load balancing where one crawler may be downloading a huge number of pages,
whereas other crawlers may not have a sufficient number of URLs to crawl data from.

3.3 Distributed Crawling Architectures

Some recent implementations of distributed crawling use various open-source crawling
frameworks and combine those with the power of cloud services to build robust and
scalable systems. Some of these approaches are described below:

Scrapy and Redis: Scrapy is an open-source crawling and scraping framework. Redis
is an efficient, in-memory, and key-value data store that is used to manage the mes-
sage queues used to assign tasks to crawler instances. The Scrapy-Redis distributed
component can be used to crawl sites with semi-structured information efficiently [10,
11].

Container Clustering: This approach uses a docker container cluster that hosts the
crawler instances. Kubernetes is used to orchestrate the clusters of distributed containers.
Apache Kafka is used as the communication medium for the crawling instances [10].

Apache Nutch: Apache Nutch is an open-source, powerful, highly scalable, and con-
figurable web crawler that can be customized in various ways to handle all sorts of web
pages found on the internet. It uses Hadoop for data processing [12].
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Apache Spark: Apache Spark is a highly scalable data processing framework that can
quickly process large datasets. The ability of Spark to orchestrate data processing on
extremely large datasets [13] makes it a good candidate for large-scale crawling. Based
on the master-worker architecture, a distributed crawling system can be designed using
Spark. A control nodemanages child crawling nodes, distributes crawling tasks to nodes,
and keeps the crawled information up-to-date to prevent redundant crawling by child
nodes [14].

A regular focused crawler can be enhanced by introducing a language model com-
ponent in the architecture so that the crawler only processes sites containing actionable
information for a given domain [4]. First, the machine learning classifier determines
the site’s category, and then a language model is used on the site’s content to rank its
usability for the task at hand [4].

3.4 Common Crawl

Common Crawl is an initiative where monthly crawled data is made accessible for the
public to conduct research and analytical tasks. It publishes the crawled data using
Amazon S3 [15]. Data from the March-April, 2023 archive contains around 3 billion
web pages from 34 million domains [16]. Common Crawl uses Apache Nutch to run its
web crawler in a distributed system and MapReduce to find potential crawling targets
from the collected data [15]. Datasets crawled by Common Crawl have been used for
training the GPT-3 large language model [17].

3.5 Challenges and Prospects

As the size of the internet keeps growing and web technologies are transforming rapidly,
web crawlers at the heart of information gathering must adapt to new challenges. Some
of the challenges facing modern web crawlers include -

Scale and Resource Utilization: As the number of web pages is increasing rapidly,
crawlers, with finite resources, need to balance visiting new and relevant web pages and
updating the index for existing crawled pages.

Hidden Web Crawling: As more and more websites adopt dynamic and user-friendly
content that relies heavily on client-side scripting, it presents a new challenge for tradi-
tional crawlers that follow hyperlinks and fetch the content from those links. Identifying
search panels and interfaces that can be used to crawl the deep web is a major challenge
in deep web crawling.

Lack of Standards: Due to the lack of standards and agreed-upon policies, servers
containing the web pages that are being crawled are at the mercy of the crawlers. Web
crawlers can ignore the robots.txt file, which tells crawlers which pages to crawl and
which to avoid. Aggressive crawling on a server can lead to poor performance for the
real users of that particular server.

Ethical considerations: As more and more people are available online for most of
their waking hours, as they upload and post information on various social media sites,
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online users’ privacy and data protection are of major concern. It is now possible to
deanonymize people using sophisticated crawling techniques even if their real identity
is hidden behind some authentication protocols [18]. As crawling tools get more efficient
and competent in discoveringdata in the deepweb, users’ privacy and, in somecases, their
safety due to their political or social activism can be threatened using mass surveillance
tools powered by large-scale invasive crawling.

Despite these major challenges, many optimization techniques can be applied to
increase the efficiency of the crawlers. To identify more effective search panels or user
interfaces for deep web crawling, advanced machine learning models can be applied to
infer the usability of search interfaces or forms. In deep web crawling, AI can generate
better queries to extract more data with few queries. Emerging cloud services could be
used tomake distributed crawlingmore efficient and cost-effective. To counter the unfair
use of personal data and protect people’s privacy, there should be proper regulations to
prevent both private and public sectors from aggressive and indiscriminate crawling
without respecting Robots Exclusion Protocols.

4 Distributed Search Engine

In a centralized search engine architecture, every component of the search engine is
controlled by a central server. The search engine providers control the indexes of the
web as well as the ranking algorithms that present users with themost relevant results per
their algorithms. The concept of distributed or peer-to-peer search engines has emerged
to democratize the web and create a community-built search engine [19].

4.1 Architectures

In a distributed or decentralized search engine, no single node controls the different
components of the search engine. When using a search engine, users are primarily
concerned about three things - the quality of the ranking of search results, low latency
response, and a considerable amount of web pages being available in the index which
powers the search results [20]. For distributed search engines to be useful in the real
world, these constraints must be met in an efficient, scalable, and cost-effective way.

A P2P system, such as Gnutella, provides a simple keyword search mechanism that
broadcasts the users’ search queries over the entire overlay network. This approach is
quite slow, even with a limited document size. To solve this issue, Distributed hash Table
or DHT is introduced to store document links against some IDs [21].

YaCy (https://yacy.net/) implements a peer-to-peer distributed search engine where
individual nodes participate in crawling and updating DHT.

4.2 Open-Source Search Engines

While the most popular search engines like Google, Bing, or Baidu are commercial
projects, some powerful open-source indexing and search engine frameworks are used
extensively to build search applications.

https://yacy.net/
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Apache Lucene: Lucene is a high-performance indexing and search engine library.
Manywebsites useLucene to implement their internal search engines. It indexes text doc-
uments and then, upon query, generates ranked search results from the indexed content
[22]. For the data structure, Lucene uses an inverted index. To provide the auto-complete
feature, Lucene uses an n-gram tokenizer.

Elasticsearch: Elasticsearch is another open-source distributed analytics and search
engine built on Lucene [23]. It provides REST APIs to index and search relevant docu-
ments using highly configurable and advanced queries. Due to its distributed architecture
using clustering of nodes, Elasticsearch can scale horizontally and rebalance indexes as
necessary. It uses JSON as its document storage type [23].

4.3 Challenges and Prospects

Even though the idea of an open and censor-free web is very promising, there are major
technical and practical challenges while running a highly scalable, distributed, and fault-
tolerant search engine at the internet scale. Current implementations of P2P text-based
searching using DHT works efficiently for a fraction of the actual size of the web. Two
main issues regarding decentralized search engines are available storage on individual
nodes considering the ever-expanding nature of the internet, and constraints on network
bandwidth used during full-text searching on a P2P network [21]. Another challenge is
reducing search queries’ response time, given that multiple nodes with indexed data need
to be queried before a result can be sent to the users. Since no central server controls the
addition of new nodes, some adversarial entities can manipulate the crawled index and
ranking of search results [19].

Recent advancements in blockchain technologies can be used to optimize different
aspects of a distributed search engine, such as crawling, indexing, and storage [19].
Extensive research is also needed to prevent attacks on the P2P system from adversarial
players.

5 AI Conversational Agents

The emergence of ChatGPT has taken the internet by storm. Since it was published in
November 2022, ChatGPT has become one of the most popular sites on the web in just
a couple of months [24].

ChatGPT is based on GPT-3, a large language model [17] trained on petabytes of
data to produce human-like text.

5.1 Challenges to Traditional Search Engines

People have been using ChatGPT to generate text and as an interactive search engine to
find information.While search engines return a list of web pages, theseAI conversational
agents provide information in a way that humans are more comfortable with. We need to
keep in mind that the purpose of search engines is to parse users’ queries, find relevant
pages or documents, and finally rank the search results to provide high-quality responses
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that are beneficial to the users. Large languagemodels generate a sequence of words with
a starting prompt. Moreover, the models cannot access the most recent data since their
training and cannot provide all sources that played a role in generating certain content.

The appeal of these conversational agents in finding information on the web stems
from the fact that search engines cannot combine information from multiple sources
and then aggregate it to produce a coherent and factually correct answer. Whereas these
agents answer questions like another human expert would [25].

Due to the lack of reference materials for generated content, it is more difficult to
ascertain the authenticity of generated content by these models.

5.2 Societal and Ethical Impacts

The world is already plagued by propaganda and disinformation abundant on social
media sites. Since these models are trained on human-generated text in the first place,
they may have inherent biases due to the training datasets. Producing disinformation
will be much easier with human-like text and will exacerbate the already fragile social
and political divides worldwide. Any task that is about generating text on a given topic
now needs to be re-examined and re-evaluated. Various professional roles in the domain
of content generation, whether article writers or programmers, will be transformed sig-
nificantly. Prompt engineering, in other words, providing the correct starting sequence
of words to generate the best possible output, will be a key skill in the coming days.
Exams and evaluation criteria of all sorts need to be rethought in light of the ubiquity of
these language models.

5.3 Future Prospects

A key area of research that needs to take place is to retain the sources of information
generated by the language models and provide them as references to the users. Since
peoplewill be using theseAI agents to find information on theweb, further improvements
can be introduced to incorporate recent events in the generated content and references.
Much more attention should be given to de-bias the training datasets and shielding the
models from being tricked into generating harmful and dangerous content.

6 Domain-Agnostic Asynchronous Crawler

Traditional crawling approaches fetch raw page data and index them for future use during
users’ searching queries. Based on the existence and relevance of keywords in the crawled
documents, search results are generated by ranking a list of URLs to present high-scoring
documents on top. But what if the target of crawling is to generate structured data from
unstructured raw content, sourced not only from a handful of similar sites rather each
site will have a completely different architecture. Some commercial large-scale crawling
tools, such as DiffBot (https://www.diffbot.com/), can crawl sites of the same content
type but with different architectures.

To create an open-source crawling engine that can handle a multitude of sites, all
having different content types and architectures, we have designed a domain-agnostic
asynchronous crawler. Given some basic extraction rules, this crawler can fetch raw
content and produce structured data from sites of any domain.

https://www.diffbot.com/
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6.1 Architecture

Here we will describe the architecture of the asynchronous crawler in detail. The crawler
is written entirely in Python. For parsing HTML content, we have used beautifulsoup4.
Asynchronous API calls have been implemented using asyncio and aiohttp. We have
used Amazon DynamoDB as our storage service. Communications with AWS services
from the crawler are performed through the boto3 library.

The crawler has four major components: Orchestrator, BaseCrawler, SiteHandler,
and Utility. Asynchronous crawling is implemented at four different levels, namely at
the root level, site level, page level, and item level. Item is any entity that has attributes
describing some properties of that entity, e.g. when crawling an e-commerce site, item
is the product in that site.

Orchestrator: Orchestrator is the starting point of the crawling engine. First is the list of
seed URLs, which describes the starting point for every site that needs crawling. After
loading the seed URLs, the orchestrator dynamically imports site handlers from the

Fig. 1. Orchestrator activity diagram. Fig. 2. Singe site handler activity diagram.
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local directory. Each site has a handler associated with it. Each handler is imported as a
separate module and mapped to the corresponding site. Finally, the orchestrator creates
separate asynchronous crawling tasks for each site and initiates them all at once (see
Fig. 1). Once all the crawling tasks have finished, the orchestrator logs the total duration
and exits the program.

BaseCrawler: BaseCrawler is the root class that defines the structure of every SiteHan-
dler. The starting point of every site crawler is the asynchronous “crawl” method. Here,
the handler gets initialized first and then site-specific pagination is extracted. Since each
site will have its own way of handling pagination, SiteHandler instances implement a
method that returns pagination counts depending on the site. For each page, the site
crawler creates an asynchronous task and initiates them all at once (see Fig. 2). Inside
each page handler, all the items that are available on that page are extracted first. The
page handler then creates an asynchronous task for each item and initiates them all at
once (see Fig. 3). Each item handler initializes the item depending on the site. Then
all the required information is collected asynchronous (see Fig. 4). Finally, the item is

Fig. 3. Single page handler activity diagram. Fig. 4. Single item handler activity diagram.
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stored on Amazon DynamoDB. Once all the items on a page are processed, each page
handler returns to the site handler. Similarly, once all the pages in a site are processed,
each site handler returns to the orchestrator.

SiteHandler: For every site in the seed URL list, there is a corresponding SiteHandler
module created to provide site-specific functionalities such as extracting pagination
count, extracting items from the list-view page, and extracting item attributes from the
details-view page. Each SiteHandler contains two components - item schema for items
in this site and implementation of abstract methods from BaseCrawler. No matter how
structurally different a site is, as long as it has a list-view and details-view page structure,
the custom crawler can crawl those sites.

Utility: This module contains all the utility functions and services, such as the
base model for all custom item models, methods to fetch and upload documents
to DynamoDB, functions to process raw page content, and generic functions for
asynchronous I/O.

6.2 Experiment

We ran the crawler in two modes - once in synchronous mode and the other in asyn-
chronous mode in a single thread using asynchronous I/O. At first, we used two seed
URLs. Each URL was from a popular e-commerce site. One of the sites had 167 pages
and the other had 33 pages. For the synchronous version of the crawling, it took around
382 min to complete the crawling of all 200 pages with dozens of items on each page.
Whereas for the asynchronous crawler, the elapsed time was 79 min. Initially, both
the seed URLs and site handlers are stored locally with the Orchestrator engine. This
approach soon becomes untenable as the number of sites grows to hundreds or even
thousands. After applying a modified version of the asynchronous crawler to dozens of
bidding sites, we observed that initiating the crawler for a large number of sites often
produced unusual asynchronous errors, which were difficult to analyze and debug. We
also noticed the need for an extensible, generic item model to support diverse sites and
their items. The crawler got stuck multiple times for items that included supplementary
documents in various formats in the details pages. The duplication resolver struggled for
individual itemswith the same titles hosted onmultiple sites. For some sites, determining
the last crawled items was difficult using only the published date as the sites updated
their interfaces and layouts.

6.3 Usage, Scopes, and Limitations

This asynchronous crawler can crawl data from sites of any domain containing data in a
list-view and details-view structure. Using the custom SiteHandler instances, the same
asynchronous crawler can create documents of different schemas without needing to
change anything in the base crawler module.

For small andmedium crawling tasks that require structured datasets generation from
sites of a particular domain, this asynchronous crawler can set up a custom SiteHandler
and generate structured datasets within hours rather than days.



28 A. Al Galib et al.

There are some limitations of the current version of the crawler that we plan to
improve in future versions. The crawler does not keep extensive log records for API
calls and crawling errors. Instead of manually checking and running the crawler for
failed sites or items, a better approach would be to include an auto-healing mechanism
where the crawler uses exponential backoff to retry crawling problematic sites before
raising an alarm. The current version of the crawler does not include any mechanism to
handle rate-limiting from servers. We would also like to include a mechanism to fetch
content from dynamically loaded web pages requiring client-side scripting interaction
with the site.

7 Conclusion

This paper describes techniques for large-scale crawling that are currently being used in
various crawling applications. We have explored different distributed crawling architec-
tures and the challenges and future directions of large-scale crawling in the age of big
data. Then, we looked at the current status of distributed or peer-to-peer search engines as
well as some open-source versions such as Apache Lucene and Elasticsearch. We also
highlighted the scope of improvement for distributed searching. With the ubiquity of
large language models, users have started to use these models for collecting information
from the web. We explored the impact of these models on traditional search engines.
Finally, we described the proposed domain-agnostic asynchronous crawler in detail and
showed the performance improvement of a simple single-threaded asynchronous crawler
over its synchronous version by crawling 200 pages from two popular e-commerce sites.
Crawling will always be a part of our web experience. Without crawling, we cannot find
the right content in the ocean of raw data. To overcome the upcoming challenges due to
the vastness of the internet, crawlers need to invent newways of aggregating information
constantly.
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Abstract. Video data has grown significantly as a result of the expanding usage
of high-resolution cameras and longer retention periods, necessitating effective
archiving solutions, such as video surveillance systems, that make data easy to
retrieve and maintain data integrity. These systems are relied upon by businesses
and private users to protect their assets and guarantee that video recordings are
properly archived for later use. In order to solve the issues of data storage, integrity,
and retrieval in surveillance systems, this study proposes a data archiving model
with an integrity check for video surveillance systems saved on the cloud. The
suggested model has four parts: system architecture, data archiving method, data
integrity check, and data schema. These components enable metadata produc-
tion, effective cloud storage, AI-based human identification, and data security.
The model’s critical elements are developed, tested, and evaluated in this study to
guarantee its dependability and efficiencywhenmanaging video surveillance data.
Coding the archivingmodule, testing the softwarewith a pertinent dataset, and cre-
ating the integrity check module are all included in the scope. The integrity check
module’s performance was tested by comparing compromised and uncompro-
mised data to see howwell the model could distinguish between real data and data
that had been tampered with. The findings imply that the suggested methodology
successfully addresses the problems associated with archiving video surveillance
data, improving security, resourcemanagement, and data protection. Additionally,
it promotes the creation of reliable, tamper-resistant surveillance systems, creating
a more dependable digital video surveillance landscape.

Keywords: Data archiving · data retrieval · integrity · security · surveillance
systems

1 Introduction

Any surveillance system that involves recording and storing video datamust include data
archiving. In order to increase the security of their houses, buildings, and possessions,
businesses and domestic users rely on surveillance systems [1], thus it is crucial to make
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sure that video recordings are properly preserved and maintained for future use. For
video recording and archiving in security systems that use IP cameras or independent
devices that link to analogue cameras, network and digital video recorders are two
typical technologies. Both devices have the ability to record and save video data and can
be set to retain recordings for a predetermined time. Recent years have seen a rise in
the popularity of internet-connected home video surveillance systems that enable users
to remotely monitor their homes and properties from anywhere in the world [2]. These
systems often archive video recordings using cloud-based storage, giving users a quick
and safe means to store and access data [3]. The majority of the time, security system
video records are maintained for 30 to 90 days [4]. During an incident or security breach,
organizations and users can review footage without using up unnecessary storage space.
Any surveillance system must have practical data archiving to guarantee that priceless
video recordings are saved for later use and to help increase the security of structures,
residences, and assets.

For businesses that rely on surveillance systems for building security, video data
storage presents a significant difficulty. The data generated by these systems has greatly
increased, necessitating a large amount of storage space, due to the growing usage of
high-resolution cameras and prolonged retention periods. However, many organizations
have trouble devising effective solutions to store this data, and the absence of useful data
archiving can have a number of negative effects. Finding specific pieces of information
in the archive is one of the major issues of preserving big amounts of video data [5].
Without efficient search capabilities, finding specific evidence might take time and be
irritating [6]. Finding and retrieving pertinent information is made more difficult by the
fact that video data is frequently saved in several formats and resolutions [7]. The absence
of effective methods for data archiving is a further problem. For storing and managing
video data, many organizations still use antiquated and ineffective methods like physical
cassettes or hard drives. Data loss, corruption, and restricted scalability may result [8].
As a result, businesses need to spend money on cutting-edge data archiving solutions
built to manage the unique needs of video data. The difficulties of data archiving and
storage in surveillance systems call for serious thought and preparation. Organizations
can increase security and incident response by using effective archiving systems that
enable quick data retrieval and are made to handle the special characteristics of video
data.

In order to assure secure and convenient retrieval of recorded data, efficient and
effective models can be developed to handle the issues of data archiving for video
surveillance systems. This work suggests a model that, by providing a technique for
extracting particular chunks of data from the archive, addresses the problems associated
with data archiving for video surveillance systems. The three main components of the
suggested model are: identifying people in the video; creating metadata for a particular
frame; and storing the metadata in the cloud. The first step entails identifying humans in
the video material using a method based on artificial intelligence. Advanced algorithms
that recognize human faces and other traits can be used to accomplish it. Once the humans
have been located, the model generates metadata for that particular frame, including the
date, time, and other pertinent information. Then, for convenient access and analysis,
this metadata is kept in the cloud. Integrity checks of the data stored in the cloud are
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performed using a hash function that is embedded in the second component of themodel.
It guarantees that data is safe from alteration or corruption and that access and analysis
may be done in a secure manner. It is essential in deepfake films, which may be used to
edit video to fabricate scenarios [9]. The integrity of the footage is protected by utilizing
a hash function to detect any data manipulation or alteration. Additionally, it ensures that
the data can be securely accessed and analyzed without being altered or corrupted. The
approach is anticipated to assist organizations by enhancing data retrieval abilities and
archiving processes, which will lead to increased security and better incident reaction
times.

2 Related Studies

A substantial amount of research has been done recently to improve the administration
and effectiveness of surveillance systems, with a focus on video data analytics in par-
ticular. Real-time object detection, tracking, and activity recognition are now possible
because to the development of cutting-edge technologies like deep learning, computer
vision, and edge computing. This development has significantly increased the over-
all effectiveness and usefulness of surveillance systems. However, there is a dearth of
research on the critical component of surveillance systems—archiving and retrieving
the data. For efficiently maintaining and gaining access to huge volumes of video data,
effective archiving and retrieval procedures are crucial [10]. Given the current state of
growing data breaches and cyber threats, it may be difficult to ensure data integrity,
security, and privacy when storing and retrieving video surveillance data due to this
study gap. As a result, there is an urgent need for more research and the creation of fresh
strategies to deal with the problems related to the storage and retrieval of surveillance
data [11]. Closing the gap would result in more thorough and reliable monitoring sys-
tems that may better meet the needs of many stakeholders, including private companies
and law enforcement authorities.

A methodology for protecting the confidentiality and integrity of high-end video
data stored in the cloud was put forth by Megala and Swarnalatha [12]. The system
incorporates a number of methods, including video summarization and homomorphic
encryption, to safeguard private material while permitting authorized users to view and
operatewith it. The proposed approach is designed to be flexible, scalable, and applicable
to various video surveillance scenarios. However, the main limitation of this study lies
in its primary focus on privacy preservation. While it does address integrity concerns
to an extent, it does not provide a solution for data integrity checks, which could leave
some gaps in the overall security of video surveillance data stored in the cloud. Another
study by [13] presented a video surveillance system that leverages cloud computing
for data storage and processing. The proposed system addresses multiple issues, such
as single points of failure and data storage limitations, by distributing the video data
across multiple cloud servers. Additionally, it aims to improve the efficiency and cost-
effectiveness of video surveillance systems. However, the study’s central gap is its lack of
focus on data integrity checks.While the system addresses several other aspects of video
surveillance, it does not explicitly look at the mechanisms to ensure that the archived
data has not been tampered with or compromised, which could be a significant limitation
in real-world applications.
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Concerns regarding the lack of a data integrity check while obtaining archived video
data are raised by the research gaps in present surveillance systems, particularly in
archiving and retrieval. When accessing the data for legal or investigative purposes, data
integrity is essential to guaranteeing that surveillance film is correct, dependable, and
undamaged [14]. The utility of stored video data could be jeopardized if this component
is not prioritized since it could be subject to tampering, corruption, or unauthorized
access. Furthermore, the reliability of the surveillance system itself may be harmed by
the lack of a reliable data integrity check mechanism in the retrieval process. There-
fore, it is crucial to design and implement efficient methods for confirming the legit-
imacy and dependability of retrieved archival video data. To guarantee data integrity
during the retrieval process, methods including digital signatures, hashing algorithms,
and blockchain-based systems might be used. Moreover, addressing this limitation can
lead to more secure, reliable, and efficient surveillance systems capable of handling the
ever-growing volume of daily video data. By incorporating data integrity checks into the
archiving and retrieval process [15], surveillance systems can better serve the needs of
various stakeholders, including law enforcement agencies, businesses, and individuals,
who rely on accurate and trustworthy video data for decision-making, investigations,
and security management. Ultimately, focusing on data integrity in the archiving and
retrieval process will help create a more dependable and resilient foundation [16] for
video surveillance systems in the future.

Hash functions have become the most common method for ensuring data integrity
[17], particularly in digital files. Their usage extends to various applications, including
the integrity checks of archived surveillance systems. By generating unique hash values
for each file, these functions enable the detection of even minor alterations, ensuring the
authenticity and reliability of the stored data. As surveillance footage is often critical in
various situations, such as legal proceedings or security investigations, hash functions for
data integrity checks have become increasingly essential to maintain the credibility and
accuracy of archived information. For example, [18] introduced a lightweight hashing
method for verifying the integrity of video files of vehicle black box systems. The
method ensures the authenticity and reliability of the video data without compromising
system performance. It consists of four main steps (1) key frame extraction, (2) feature
extraction, (3) hash generation, and (4) hash storage and verification. It provided a
practical solution for verifying the integrity of video files in-vehicle black box systems,
where resources are often limited.

3 The Proposed Model

This study proposed a model to enhance the efficiency and effectiveness of the data
archiving model for video surveillance systems on the cloud. The research model
includes four critical components designed to enhance the performance of the data
archiving model, (1) a system architecture, (2) a data archiving algorithm, (3) a data
integrity check, and (4) data schema.

First, the system architecture for video archiving surveillance systems on the cloud
explains the structure of the proposed model that includes devices, front-end and back-
end applications, communication channels, storage solutions, and system modules. It
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demonstrates the basic need for a system architecture to ensure critical surveillance data
is stored securely and efficiently accessible when needed. The second component of
the data archiving model focuses on the archiving algorithm, which performs several
critical tasks to ensure that only relevant data are stored in the cloud. The algorithm
reads the video feed, identifies humans, captures the scene, cuts and stores it in a new
image file, creates metadata about the individual, and stores it along with the image
file, with an index table created to enable quick and easy retrieval of the archived data.
By incorporating integrity checks using hash functions, which produce a distinct digital
fingerprint, or hash value, for each data file, the third component addresses the security
issue and ensures that the highest levels of data security and reliability are maintained.
Last but not least, the data schema is a crucial part of the data archiving architecture
for cloud-based video surveillance systems. It outlines the metadata and other pertinent
information, as well as the structure of the stored data. The efficiency and efficacy of
the surveillance system are increased when the archived data is readily available and
retrievable for authorized users thanks to a well-designed data structure.

Modern video surveillance operations require a system architecture for video archiv-
ing of surveillance equipment on the cloud. Different devices, front-end and back-end
applications, communication routes, storage options, and system modules must all be
supported by the architecture. The gadgets often consist of cameras, sensors, and other
monitoring tools that record and provide data to the system, including video. The incom-
ing data must be captured, processed, and sent to the back end for archiving by the front-
end application. The back-end program is in charge of archiving the data in the cloud and
giving authorized users access to search and retrieval capability. The data transmission
requires channels across a virtual private network (VPN) between the devices, the back
end, and the cloud. Data preservation and retrieval solutions are essential for system
modules including person detection, scene cropping, indexing, and metadata develop-
ment. Critical surveillance data may be saved safely and made easily accessible when
needed with the aid of a well-designed system architecture for video archiving surveil-
lance systems on the cloud. The system architecture for video archiving of surveillance
systems in the cloud is shown in Fig. 1.

Fig. 1. System architecture for cloud-based video archiving of surveillance systems
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The archiving algorithm is the main emphasis of the second part of the data archiving
paradigm for cloud-based video surveillance systems. In order to make sure that only
pertinent data is kept in the cloud, the algorithm completes a number of critical tasks. The
system first scans the video feed to find any humans that may be there. The remaining
non-human objects are subsequently discarded, ensuring that only pertinent information
is kept. The algorithm then records the original file name, time, and frame number for
each detected human. It then captures the scene containing the human, cuts and stores
it in a new image file, and stores it in the cloud. The system then adds metadata, such
as information on the person’s movements and physical traits, to a new image file about
the human. Finally, the metadata is stored along with the image file, and an index table
is created to enable quick and easy retrieval of the archived data. By implementing this
archiving algorithm, the data archiving model can efficiently store and manage large
volumes of video data while ensuring that only relevant data is archived. As a result,
it reduces storage costs since only relevant data is stored. Algorithm 1 describes the
process of data archiving.

Algorithm 1 Data archiving algorithm for video surveillance systems on the cloud.

1. Start reading the video feed.

2. Identify if there are any humans present in the video.

3. If no humans are present, go back to Step 1 and continue reading the video.

4. If humans are present, capture the original file name, time, and frame number.

5. Discard any objects that are not human.

6. For each human identified, capture the scene containing the human.

7. Cut the scene and store it in a new image file.

8. Store the new image file in the cloud.

9. Create metadata for the new image file containing information about the humans in the scene, 

such as physical characteristics and movements.

10. Store the metadata along with the image file.

11. Calculate hash values for the metadata and image file.

12. Store the hash values, metadata, and image file.

13. Create an index table for the metadata to retrieve the archived data easily.

14. Go back to Step 1 and continue reading the video until there is no more video to be processed.

The third component addresses the security issue, a significant concern when storing
sensitive surveillance data on the cloud. The integrity check ensures that the data archived
on the cloud is free from tampering or corruption. Algorithms are used to accomplish
this, ensuring the data’s accuracy, dependability, and security throughout the archiving
process. The integrity check [19] of data preserved in the cloud relies heavily on hash
algorithms. Each data file is given a distinct digital fingerprint, or hash value, by these
routines [20], which is then compared to the original hash value to confirm the integrity
of the file. Since hash algorithms can identify even the slightest data changes, any
tampering or corruption will be rapidly discovered. This method gives organizations a
highly effective and efficient means to check the accuracy of preserved data, allowing
them to uphold the highest standards of data security and dependability. By implementing
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hash functions into the data archiving strategy, organizations may guarantee that their
crucial surveillance data is accurate and safe while enabling quick and easy retrieval.

Algorithm 2 Data integrity checking using a hash function.

1. Retrieve the information and picture data for each image file kept in the cloud.

2. Utilizing a hash function to determine the image data's hash value.

3. Verify that the hash value generated matches the hash value recorded in the metadata.

4. The data is still intact if the hash values line up. Transfer to the following file.

5. If the hash values are different, the data has been tampered with or corrupted. Notify the system 

administrator and place the file in quarantine.

6. Repeat steps 1-5 for all cloud-stored image files.

The data structure, which includes tables to store the information produced by the
algorithm, is the fourth component. For example, a table is needed to store information
about the video feeds, like the original file name, time, and frame number. Next, a
table is needed to store information about the humans in the video, like their physical
characteristics, movements, and scene. Next, the metadata requires a separate table to
capture information about the new image file, including about the humans in the scene.
This table would also include fields for storing the hash values of both the metadata and
the image file. Finally, an index table is necessary to retrieve the archived data quickly,
with a searchable database of the archived data. Each table in the data schema would
have a primary key field to identify each record uniquely. Additionally, there would be
foreign key relationships between the tables to ensure that data is appropriately linked
and can be accessed and analysed meaningfully.

Tables 1, 2, 3 and 4 list the four tables that make up the proposed data schema:
Video_Feed, Human_Identification, Metadata, and Index_Table. The original file name,
frame number, and time of the video feed are all stored in the Video_Feed table. The
Human_Identification database keeps track of details about the people in the video, such
as their appearance, how they move, and the scene in which they are present. The new
image file’s metadata, including details about the people in the scene and the hash values
of the metadata and image file, are stored in the metadata table. The Index_Table, which
offers a searchable database of the saved data and enables simple retrieval, is the final
component.

Table 1. Video_Feed.

Column Name Data Type Description

Video_Feed_ID INT Primary key field to uniquely identify video record

Date DATETIME The video feed’s date of capture

Time DATETIME The time the video was captured

Frame_Number INT The frame number of the video
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Table 2. Human_Identification.

Column Name Data Type Description

Human_ID INT Primary key field to uniquely identify each human

Video_Feed_ID INT Foreign key relationship to Video_Feed table

Frame_Number INT The frame where human was detected

Image_File IMAGE The image containing the human

Hash_Value VARCHAR The frame image’s hash value

Table 3. Metadata.

Column Name Data Type Description

Metadata_ID INT Primary key field to uniquely identify metadata

Human_ID INT Foreign key relationship to Human_Identification table

Hash_Value VARCHAR The frame image’s hash value

Table 4. Index_Table.

Column Name Data Type Description

Index_ID INT Primary key field to uniquely identify index

Metadata_ID INT Foreign key relationship to Metadata table

Hash_Value VARCHAR The frame image’s hash value

An entity-relationship diagram (ERD) was created to represent the data schema
as in Fig. 2. The Video_Feed table has a one-to-many relationship with the
Human_Identification table, indicating that each video feed can have multiple human
identification records associated with it. The Human_Identification table has a one-
to-many relationship with the Metadata table, indicating that each human identifica-
tion record can have multiple associated metadata records. Finally, the Metadata table
has a one-to-many relationship with the Index_Table table, indicating that each meta-
data record can have multiple associated index table entries. This diagram provides a
visual representation of the data schema and its relationships, which is essential for
understanding the data structure and how the various components of the system interact.
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Fig. 2. The entity-relationship diagram for the data schema.

4 Evaluation and Results

This paper presents preliminary andpilot studies to evaluate the proposedmodel for video
surveillance data archiving on the cloud with integrity checks. The section focuses on
developing and testing essential components of the model, ensuring its reliability and
effectiveness in handling video surveillance data. The scope of the work presented in this
paper includes coding the archivingmodule, testing the program using a relevant dataset,
and developing the integrity check module. A critical experiment assessed the integrity
check module’s performance by comparing compromised and non-compromised data.
This experimental approach helped determine themodel’s ability to differentiate between
authentic and tampered data and maintain the integrity of stored footage. The work
aims to create a robust and reliable solution for securely archiving and verifying video
surveillance data in the cloud, ultimately enhancing the effectiveness of such systems in
crime prevention and investigation.

4.1 Coding of the Archiving Module

The development of a Python-based software utilizing IDLE shell 3.9.6 and OpenCV is
covered in this section, with an emphasis on the archiving and integrity check modules.
The application was developed and tested on an Intel Core i7-1165G7 processor from
the 11th generation, running at 2.80 GHz with 16.0 GB of RAM and a 64-bit version
of Microsoft Windows. The application uses Drop-box for archive storage and keeps
surveillance data there as well. The integrity check module ensures that the video files
are unaltered and uncompromised by confirming the validity and accuracy of the data
that has been stored. Together, these modules offer a solid response for preserving the
integrity and security of video surveillance data stored in the cloud, meeting the rising
need for trustworthy and readily available material.

To find and follow people in a video, a Python script uses the OpenCV library and the
Histogram of Oriented Gradients (HOG) descriptor for the archiving module. The script
imports necessary libraries, including NumPy, OpenCV, and hashlib, then initialises
the HOG descriptor and sets the default human detector. Next, it initialises a window
and opens a video file to capture frames. The script retrieves the video’s frames per
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second (FPS), frame count, and duration and writes this metadata to a text file. It also
defines a function, ‘hash_file’, which computes the SHA-1 hash of a given file. The
main loop iterates through each video frame, resizing and converting it to grayscale
for faster detection. Finally, the script uses the HOG descriptor to detect humans in the
frame, returning bounding boxes and weights. Detected humans are outlined with green
rectangles, and each frame is saved to the ‘output’ folder with a unique filename. The
script also generates an SHA-1 hash for each saved frame and appends this information
and the frame number to the metadata text file. The loop continues until the video ends.
Then, the script releases the video capture and closes any openwindows and themetadata
file.

4.2 Dataset

The program’s effectiveness was evaluated using a CCTV video feed sourced from
YouTube (https://www.youtube.com/watch?v=uQXaOX-_1kQ), a platform owned by
Google LLC. The video, created by Swann Outdoor Security Camera, serves as a sample
of CCTV footage review. The footage has 30 frames per second (FPS), totalling 1800
in 60 s. The program successfully analysed the feed, detecting the human presence
in 843 frames. This test demonstrates the program’s ability to efficiently process and
analyse video data, providing valuable insights into human activity within the footage.
Figure 3 shows an example of an image file generated from the sampled video. The
human presence was marked in green boxes. In addition, for every frame containing a
human, a separate image file was generated and recorded in the Human_Identification
table, as shown in Fig. 4.

Fig. 3. An image file containing humans (marked in green boxes) was generated from frame
number 229 of the video feed dataset. (Color figure online)

4.3 Integrity Check Module

The integrity check module, a crucial component of the data archiving model for video
surveillance systems, can be seamlessly embedded with the retrieval module. Although

https://www.youtube.com/watch?v=uQXaOX-_1kQ
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Fig. 4. The data in the table for the humans’ identification with a hash value.

the retrieval module is beyond the scope of this paper, as it could involve data mining
and machine learning techniques, integrating the integrity check module with it ensures
a robust system for data verification. The process of the integrity check module consists
of several steps. First, the hash value is calculated using SHA-1 for the given image
files, representing the selected frame of the video footage. Next, the stored hash value
in the Human_Identification table, calculated during the archiving process, is retrieved.
These two hash values are then compared to determine the integrity of the data. If
the hash values match, the data is confirmed intact, ensuring the system’s reliability.
However, if the hash values do not match, the data has likely been corrupted or tampered
with. When combined with the retrieval module, this process fortifies the security and
trustworthiness of video surveillance systems, paving the way for a more secure digital
landscape. Figure 5 shows the function for calculating the hash value using SHA-1.

Fig. 5. The function for calculating hash value using SHA-1.

The first image file containing humans generated by the algorithm of the archiving
model was used as a sample to test the integrity checkmodule. The file’s name is 1–5.jpg,
in which 1 represents the first image file generated from the footage, and 5 represents
the number of frame sequences. The module calculated the hash value (i.e., SHA-1) of
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the 1–5.jpg file stored in the client cloud storage and compared it with the value stored
in the metadata table generated during the archiving process. A non-compromised file
will return the same hash value. The same image file was edited regarding the brightness
using photo editing software and renamed 1-5v1.jpg. Then the hash value for the file
was calculated. A compromised file will return a different hash value. The screen for the
test is shown in Fig. 6.

Fig. 6. Integrity checked of the original and compromised files.

4.4 Discussion

The proposed model for data archiving for video surveillance systems has potential
contributions in addressing the challenges of data storage, retrieval, and integrity in
the context of security systems. In order to speed up retrieval and make it simpler to
locate pertinent information in the video archive, the model first provides an efficient
and effective method for extracting specific information from the footage, identifying
people in the video, and generatingmetadata for the particular frame. Second, themodel’s
integration of a hash function for integrity checks and use of cloud storage makes sure
that the data is secure and shielded from tampering or corruption. Last but not least, it
makes managing and analyzing the data over a longer time span easier, which is crucial
when data needs to be maintained for lengthy periods of time.

For organizations that rely on video surveillance systems for security, the implica-
tions of this paradigm are important. It provides a more effective way tomanage data and
retrieve pertinent information, enhancing security overall and response times. Advanced
algorithms and cloud storage can also reduce costs and improve scalability, making it
simpler for businesses to expand their security systems as necessary. In conclusion, the
suggested model presents a promising strategy for resolving issues with data preserva-
tion for video surveillance systems. It has the potential to revolutionize how businesses
handle and analyze security data, resulting in better outcomes and increased community
and individual safety.
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5 Conclusion

A data archiving model with an integrity check for cloud-based video surveillance sys-
temswas developed in this study, and it has been shown that the two testedmodules—the
archiving module and the data integrity check module—are both effective. By address-
ing the issues with data storage and resource limitations, the archiving module offers
a practical and scalable option for storing video surveillance data on the cloud. The
data integrity check module, however, used hash algorithms (specifically, SHA-1) to
guarantee the integrity of image files containing people during storage and retrieval.

Researchers could investigate the application of machine learning approaches for
automatically detecting unauthorized changes in the cloud environment or explore the
development of more effective and reliable hash algorithms specifically customized for
different video material types. Additionally, integrating the archiving and data integrity
check modules into existing surveillance systems hosted on the cloud could be exam-
ined, ensuring seamless adoption of these techniques into real-world applications. Con-
tinuously refining and advancing cloud-based data archiving models with integrated
integrity checks for video surveillance systems will provide a more secure and reliable
digital landscape.
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Abstract. Blockchain technology is a distributed digital ledger in a decentralized
network that offers immutability, security, and transparency in various applications
among digital societies. The consensus mechanism is the defining technology
behind the security and performance of the Blockchain system. Under the Indus-
trial Revolution 4.0, blockchain has been considered for integration into supply
chain business as an innovative solution to tackle the challenges of traceability,
transparency, lack of trust, and data counterfeiting in digital supply chain manage-
ment. A private permissioned Blockchain is the most suitable type of Blockchain
for Supply ChainManagement (SCM) as it promises better performance with high
throughput and low latency. However, private Blockchains that use the Byzantine
Fault Tolerance (BFT) consensus mechanism have low-security capabilities and
aremore vulnerable to cyber-attacks triggeredbymalicious nodes. In this paper,we
outline the research challenges from the security aspect towards the integration of
BlockchainwithSCM.Thenwedesign an approach for a privateBlockchain-based
Supply Chain with security capabilities by proposing an enhancement consensus
model to the BFT consensusmechanism for identifying and terminatingmalicious
nodes in the consensus process. The performance of the proposed approach will
be validated experimentally and compared against Practical Byzantine Fault Tol-
erance (PBFT). The proposed approach is expected to prevent security attacks on
the consensus mechanism, thereby improving the security and performance of the
Blockchain system.

Keywords: Byzantine Fault Tolerance · Consensus Algorithm · Supply Chain

1 Introduction

The digital communications revolution has led to the support of all types of information
interchange using online transactions. Those technologies made the process of business
transactions more efficient and secure in a variety of ways. Businesses engaged in the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
N. H. Zakaria et al. (Eds.): ICOCI 2023, CCIS 2001, pp. 44–57, 2024.
https://doi.org/10.1007/978-981-99-9589-9_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9589-9_4&domain=pdf
http://orcid.org/0000-0002-1603-9888
http://orcid.org/0000-0002-7049-3205
http://orcid.org/0000-0002-5094-4929
http://orcid.org/0000-0002-5354-9780
https://doi.org/10.1007/978-981-99-9589-9_4


Blockchain-Based Supply Chain for a Sustainable Digital Society 45

supply chain process are a significant component common to the trade and industrial sec-
tors. Since digital commerce has grown rapidly, there has never been more of a demand
for better-enhanced product transparency and source-to-store traceability to understand
the provenance of the supply chain products. However, traditional approaches such as
centralized databases are no longer appropriate for modern Supply Chain Management
(SCM) as they carry the risk of being triggered by increased identity fraud, privacy con-
cerns, and the rising data breach [43]. While digital communication has influenced pro-
duction and business organizations, they have not yet succeeded in effectively digitizing
supply chain transactions. Security concerns and the difficulty of aligning information
flows among the multiple parties involved in supply chain transactions have prevented
attempts to digitalize supply chain trade [11]. Maintaining data privacy and security in
the digital supply chain is critical as private information changes rapidly worldwide.
Data transmission in such digital networks is possible to be threatened with various
cyber-attacks. Protecting the system from such attacks requires a secure architecture
that guarantees the safety of data transferred and stored in the system. Therefore, lever-
aging modern technology is an innovative solution to better regulate supply chain flows
[29] and tackle security, traceability, and transparency issues in digital SCM.

Blockchain technology is a new innovative technology under the fourth industrial
revolution (Industry 4.0) that is being considered for integration into SCM. The first
application of blockchain as the technology underlying Bitcoin cryptocurrencies [30].
The potential use of Blockchain to assist businesses with effective SCMhas already been
widely studied in academic literature and business players. Blockchain becomes more
secure than conventional centralized business models because transactions and ledgers
are encrypted. Thus, it possesses the potential to improve the trustworthiness, secu-
rity, transparency, and traceability of data shared throughout a business network [17].
A permissioned Blockchain with a private network is the most appropriate Blockchain
model for the supply chain because it is designed specifically for private transactions
and allows for faster transaction processing time in real-time [13, 45]. However, private
Blockchain has lower security than public Blockchain [20]. Since private and permis-
sionedBlockchains are governed by a central authoritywith limited consensus-achieving
nodes, the systems become more centralized and more vulnerable to malicious nodes
and traditional hacking attacks [9]. The current consensus algorithm used by private
blockchain provides a possible attack strategy because the correct consensus can be
reached only when less than one-third of the malicious nodes are present [8].

In this paper, we undertake an effort in describing and addressing this challenge.
We present a comprehensive discussion on the latest progress and challenges, especially
from the security aspect of integrating Blockchain technology with SCM. As an addi-
tional contribution, this study then presents an approach to prevent the security attack
by proposing a consensus model of an enhancement Byzantine Fault Tolerance (BFT)
consensusmechanism. This proposed consensusmodel is expected toweaken the overall
influence of malicious nodes, reduce the probability of malicious behavior, and further
improve the security and performance of private Blockchain-based supply chains.
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2 Blockchain Technology

Blockchain is an append-only Distributed Ledger Technology offering immutability,
privacy, security, and transparency in a decentralized network. It represents a paradigm
shift in the way business partners trust each other by enabling more effective and secure
data sharing [31]. Blockchain is a digital way to store data from a collection of digital
rules specified, approved, and performed digitally by all node participants [10]. The
digital data stored in the blockchain comes in blocks that are cryptographically chained
together in chronological order to make the data immutable and can never be changed
again. Blockchain integrates a set of tools consisting of the hash function, timestamp, and
Merkle tree technologies used to improve time series and data credit approval; using con-
sensus algorithm and peer-to-peer (P2P) technology to execute collective databasemain-
tenance; and cryptography algorithm used to protect user privacy [31]. Blockchain tech-
nology distributes recorded data across computer networks, eliminating the possibility
of a single point of failure [18].

Blockchain operates with a decentralized P2P network model in which there is no
single node, and nodes do not need to trust each other. Untrusted nodes in networks can
engage with each other in a verifiable way without the requirement for a reliable cen-
tralized authority to function. Since each participant in a Blockchain network depends
on the technology that follows predetermined rules, there is no need for an external or
internal authority tomeet consensus. The transactions among peers will be verified using
consensus algorithms. In conjunction with the cryptographic protocols, the consensus
algorithm will ensure that the network is secure and guarantee data are true and accu-
rate. Blockchain networks can be differentiated by two dimensions: public or private,
defining who is permitted to participate and permissioned or permissionless, defining
how participants obtain accessibility to the network [18]. Public and private blockchain
is different in the context of the degree of accessibility, where a public network allows
anyone to join and perform a transaction without any approval from a third party. Mean-
while, just a restricted number of members can access and monitor the transactions as
trusted parties in a private Blockchain.

The innovation of Blockchain technology is to develop data structures that feature
built-in security qualities. Security in Blockchain technology is triggered by the creative
usage of integrating technologies which are the cryptography hashing function and the
consensus mechanism, and by being distributed in P2P and decentralization networks
[18]. Blockchain’s consensus mechanisms can be regarded as its pillar component since
they enforce consistency and trustworthiness, creating tamper-proof and immutable fea-
tures [34]. An excellent consensusmechanism can ensure the security and fault tolerance
of Blockchain systems [52]. The security and performance standard of the Blockchain
system will be impacted directly by the selection of the consensus mechanism.

2.1 Fundamentals of Consensus Mechanism in Blockchain

A consensus mechanism is a protocol used to make sure that all the users joining the
Blockchain platform are adhering to the established rules, and it elevates the Blockchain
to a secure, reliable, and trustless solution for digital transactions [5]. The consensus
algorithm is applied to determine how the validation network’s nodes reach an agreement
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to append a new block to the blockchain without a need for a central authority, and
that there is no double-spending. The groundwork for the consensus algorithm was
established in the 1970s by Lamport [24] and Schneider [42] in their effort to create
algorithms that were tolerant of a particular kind of faults [46].

There are several representative methods of consensus mechanisms recently with
performance and scalability trade-offs [39] including Proof of Work (PoW), Proof of
Stake (PoS), and Practical Byzantine Fault Tolerance (PBFT). Consensus mechanisms
generally can be categorized into two main categories that are proof-based and voting-
based. The proof-based consensus algorithm is used frequently on public Blockchains,
while the voting-based consensus algorithm is generally employed in private blockchain
[33]. A proof-based consensus mechanism necessitates nodes that join the network to
prove they are more efficient in undertaking the task of adding blocks than the others.
The node that delivers adequate proof of work will be granted permission to add a new
block to the chain and rewarded [33]. PoW is themost extensively employed proof-based
consensus protocol in Blockchain digital cryptocurrency.

Meanwhile, in voting-based consensus algorithms, nodes directly select the block
they believe is legitimate instead of choosing a leader or competing for power over trans-
action orders [3]. A voting-based consensus needs results exchanged among network
nodes before deciding to confirm a new block or transaction [33]. Figure 1 presented
illustratively an overview of transactions and consensus processes in the Blockchain
system [35].

Fig. 1. Overview of the Blockchain processes [35].

In Blockchain-based SCM, secure and faster consensus mechanisms are essential
for enhancing and automating business logistics between various stakeholders. How-
ever, most of the existent consensus mechanisms of typical blockchain still face many
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difficulties that affect the technology, such as high computational power, low transac-
tional throughput, and transaction latency. Several consensus mechanisms such as PoW
and PoS have been presented considering the requirements of secure digital transactions.
This has led SCM applications to face challenges in maintaining consistency and scala-
bility. Moreover, the consensus mechanism for private Blockchain must be able to deal
with the Byzantine General Problem (BGP) where the possibility of malicious nodes’
existence in the Blockchain network deliberately weakens the consensus process [25].

2.2 Supply Chain Management (SCM)

SCM plays an important role as the backbone of modern business and an indicator of
organizational performance in achieving success, efficiency, and responsiveness, espe-
cially for financial benefits and sustainability [51]. Some of the essential aspects that
affect the efficiency of the SCM ecosystem are enhanced data visibility, improved prod-
uct traceability, and effective data sharing amongst various stakeholders. Data accuracy
and strategic business processes are essential to all stakeholders in a supply chain system.
SCM networks frequently experience exponential growth, necessitating fast communi-
cation between many stakeholders. As found by several studies, current supply chain
systems are experiencing several problems such as the inefficiency of information shar-
ing, transparency for the stakeholders, the lack of trust in the collaborative system [2,
16], and the difficulty to track the provenance of the products [51]. The problem of
security against data tampering by unauthorized individuals [36] and counterfeiting at
different product levels also arise and can have negative consequences for consumers,
businesses, and governments [44].

2.3 Consideration for Enabling of Blockchain-Based Supply Chain

To adapt to the challenging competitive environment posed by an increasingly dynamic
and demanding market, a modern customized application must be implemented to better
regulate supply chain flow [29]. In accordance with Industry 4.0, new innovative tech-
nologies are being considered for integration into the digital SCM as a trusted service
solution. Blockchain is one of these solutions and is gainingmomentum in various indus-
tries and enterprises, aiming to integrate heterogeneous systems, manage commercial
transactions, and enhance asset traceability. Blockchain technology is revolutionizing
business in many ways and the use of Blockchain in SCM has the potential to eliminate
inefficiencies common in traditional management models [6]. It is projected that the
transparency and trustworthiness of traceability information in SCM to be increased by
utilizing Blockchain technology.

Since business operations are conducted based on information, the information needs
to bemore accurate and quickly received. Blockchain is ideal for distributing information
because it stores real-time, shareable, and entirely transparent data on an immutable
ledger. Moreover, Blockchain efficiently simplifies recording transactions and tracking
assets in a business network. On a Blockchain network, almost anything of value could
be transacted and tracked, minimizing the risk, and cutting costs for all parties involved
[19]. Considering its major strengths, Blockchain technology emerges as an outstanding
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alternative to be integrated with industrial facilities since it covers the whole industrial
cycle [37].

3 Challenges of Blockchain-Enabled in Supply Chain

AlthoughBlockchain technology has a revolutionary impact in different sectors, there are
some potential issues and challenges before its widespread use in the supply chain [21].
Blockchain technology is still very much in the early stages of development, particularly
in terms of supply chain traceability [2]. Scalability is also a growing challenge due
to the ineffectiveness of the available conventional consensus methods in addressing
scalability issues and the inability to offer the required transaction throughput and latency.
Their level of security and operational effectiveness still falls well short of the actual
requirements of the industries [48]. In addition, the unavailability of any specifically
designed consensus algorithms to tackle supply chain issues has made the process of
integrating Blockchain into SCM a significant challenge [40].

When implementing a private Blockchain for SCM, the main technological issue
is to reach a consensus more efficiently and correctly without sacrificing the system’s
security. However, private permissioned blockchain is less secure and more vulnerable
to traditional hacking attacks. This is according to the concept of the Blockchain design
where the lesser nodes there are on a Blockchain, the simpler it is for malicious actors
to collaborate [47]. The most recommended solution refers to improving the consensus
protocol [12, 23], which is accountable for preserving the integrity and security of the
Blockchain system entirely where each node joining in the network achieves a particu-
lar agreement. This consideration has triggered significant research from academia and
industry on practical distributed consensus algorithms that are efficient, scalable, secure,
trustworthy, and suitable for adaptation within the supply chain applications [23]. How-
ever, it is challenging to design a consensus algorithm due to the numerous contrasting
interests involved in reaching an agreement. To devise a strategy for reaching a consen-
sus in private blockchain, there is a need to provide an efficient consensus mechanism
that meets the desired qualities of security, decentralization, and scalability.

3.1 Security Vulnerabilities in Blockchain

While Blockchain technology has its security capabilities and provides a tamper-proof
ledger of transactions, cyber-criminals are constantly inventing new strategies for ille-
gally breaking into Blockchain technology. Consequently, applications that are built
using blockchain still hold the possibility for security issues and are vulnerable to a
wide range of cyberattacks that could endanger the system operation [1, 28]. Various
types of attacks are possible over the Blockchain network where the attack mostly orig-
inated from malicious nodes involved in reaching consensus, known as The Byzantine
General’s Problem (BGP) [25].

The BGP is the possibility of malicious nodes’ existence in the Blockchain network
that deliberatelyweakens the consensus process [25]. The previously designed consensus
mechanism assumes that the probabilistic behavior of nodes in theBlockchain network is
well-meant. In contentious environments, nodes may engage in malicious behavior that
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results in Byzantine faults or digress from the standard protocol. The BGP is one of the
main theories applied in creating a Blockchain technology which outlines the difficulties
to reach a consensuswhen there ismutual distrust between users of decentralized systems
[25]. The security of the Blockchain system depends on the extent of the security and
resilience of the consensus model being applied. A security vulnerability at this layer
can be particularly serious since it affects all Blockchain applications as a whole [38].

3.2 Malicious Nodes and Security Attacks in Blockchain

The attacks over the Blockchain network mostly originated from the existence of mali-
cious nodes involved in the process of reaching consensus [48]. Somenodesmayactmali-
ciously against the common goal and possibly launch security attacks on the Blockchain
system. Those with malicious intentions have successfully carried out several hacks and
frauds over the years by manipulating known vulnerabilities in Blockchain technology
[18]. This is due to the lack of complete consensus among the nodes, which creates
certain functional constraints and trade-offs between the performance and security of
the system [2]. Malicious nodes are the nodes that illegally breach the trusted consensus
protocol and interfere with transaction records, causing the security and efficiency of
the Blockchain system to be endangered [48].

As shown in Fig. 2, the highlighted attack vectors by malicious nodes can result in
a severe impact on the applications that are based on the Blockchain network. Those
possible attacks can be divided according to vectors in Blockchain architecture. The
security attacks including the Denial of Service (Dos), Eclipse attack, Sybil attack,
and routing attack are attempts to attack the Blockchain network as a whole [14, 41].
Meanwhile, the attacks like Double spending attack, 51% attack, and Finney attack are
among the security attacks specifically over the transaction verification mechanism in
Blockchain [14], which revealed serious weaknesses in the consensus protocol that made
these attacks possible [41].

Creating a precise categorizer in a Byzantine Blockchain network is complicated
due to the imbalance between legitimate and malicious nodes’ behavior [53]. Therefore,
it is important to analyze such cyber-attacks to identify weaknesses in consensus mech-
anisms that could result in attacks targeting digital transactions. Further, to propose a

Fig. 2. Blockchain attack vectors.
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preventive solution to these attacks to enhance security in private Blockchain supply
chain systems while maintaining their performance. From the preliminary analysis that
has been carried out, this study found that there is a research gap related to developing
an appropriate consensus algorithm for equivalence security and performance which
is essential to addressing challenges in supply chain business applications based on
Blockchain technology.

4 Challenges of Blockchain-Enabled in Supply Chain

Several current works on Blockchain-based supply chain and consensus algorithms, as
well as some earlier studies, contributed as the motivation for our work. This section
includes a succinct overview of some related existing works.

4.1 Blockchain-Based Supply Chain System

The employment of Blockchain technology in the supply chain has drawn the interest
of academia and industry to enhance product safety and traceability, increase trust, and
secure data sharing while lessening costs at the same time. An alternative approach has
been proposed in [2] by integrating Blockchain with IoT elements to build trust through-
out the supply chain system. Their results show that data sharing can be simplified, and
the latency, storage, and computational requirements can be reduced. Hu et al. [15] pro-
posed a trust framework for the organic agricultural supply chain (OASC) leveraging the
immutability of blockchain in conjunction with the edge computing paradigm. The trust
framework proposed by this work aims to support tamper-proof records to make OASCs
more authentic, transparent, and trustworthy. Blockchain has also attracted widespread
interest in the food supply chain industry. Walmart [32] is a commercial venture that
leverages Blockchain technology to digitally transform the supply chain process to bring
transparency to a decentralized food supply chain ecosystem.

The original blockchain established by Satoshi Nakamoto [30] is entirely public
and had 100% distributed control. However, this design is not suitable for all possible
ledger applications due to the differing degrees of control required by different applica-
tions. Moreover, traditional public Blockchain applications experience low throughput
and high latency due to the massive commitment of computational power caused by the
complexity of the consensus process. Due to security concerns, the importance of data
privacy, and competitiveness concerns among participants, the supply-chainBlockchains
would need to be permissioned with central access controlled and limited to authorized
participants [22, 47]. This is one of the factors why IBM contributed to the implementa-
tion of the private permissioned blockchain in the enterprise known as the Linux Foun-
dation’s Hyperledger Project [22]. A private permissioned Blockchain restricts public
access to the Blockchain network to participants who have received permission from pre-
determined administrators, therefore, these Blockchains are only partially decentralized
[47]. Therefore, private permissioned Blockchain is themost suitable type of Blockchain
network for supply chain because it is designed specifically for private transactions and
has high real-time transaction speed [45]. Corda, Hyperledger, and Quorum are among
the prominent permissioned blockchain around nowadays.
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4.2 Consensus Mechanisms for Private Blockchain

It has been discovered that SCM based on Blockchains has the possibility to enhance
the effectiveness of information sharing across the supply chain. However, due to the
inefficient and incomplete consensus mechanism, it is impractical to directly integrate
Blockchain in SCM for efficiency [40]. Litke et al. [27] discussed the feasibility of
SCM and outlined a number of decentralized consensus techniques that can be applied
in SCM-based applications. They concluded that even if there are existing consensus
approaches, there remains a demand for consensus mechanisms that can handle a diverse
range of use cases and applications for different supply chains domain. Since private and
permissioned Blockchains are governed by a central authority with limited consensus-
achieving nodes, the systems becomemore centralized, less secure, andmore vulnerable
to malicious nodes and traditional hacking attacks [9, 20]. Likewise, private permis-
sioned Blockchains face the critical problem of finding a balance between security and
consensus efficiency that needs to be addressed immediately [53]. Most protocols for
achieving consensus in private and permissioned Blockchain systems are based on BFT
and BGP solving [46]. However, the BFT consensus algorithm is vulnerable to mali-
cious nodes because BFT can tolerate even with up to one-third of failure nodes and
the correct consensus can still be reached [8]. Although there are a limited number
of recognized participants in private and permissioned Blockchains, it is impossible to
determine between trustworthy and malicious nodes with absolute confidence. Recent
consensus approaches proposed for the consensus process under BFT focus on improv-
ing performance and scalability and addressing the problem of centralization in a private
Blockchain. Among the most common consensus mechanisms under the BFT are PBFT
and Federated Byzantine Fault Tolerance (FBFT).

PBFT [7] is a low-complexity consensus algorithm with high practicability in dis-
tributed systems. PBFT requires every consensus to be performed in the same sequence
on every copy among known participants that can tolerate up to a third of the partici-
pant’s failure [52]. The main benefit of PBFT is that it consumes less electricity due to
lower processing complexity and higher throughput. However, PBFT is developed for
systems with a few nodes [46] and does not prioritize security or enhance the handling of
malicious nodes [50]. The PBFT consensus algorithm and its variations are susceptible
to numerous attacks directed toward the primary node and cannot identify and remove
faulty nodes in the blockchain system [26].

FBFT is designed to solve the large-scale communication challenge by implying
that nodes interchange messages only with trusted nodes [49]. While FBFT has several
advantages such as high throughput, network scalability, and low transaction costs, the
FBFT has the unique capability to blend known and unknown participants, which could
increase the risks to financial trustworthiness. Moreover, FBFT suffers from security
flaws due to faulty or malicious nodes [4]. How to reach a balance between scalability,
security, and decentralization remains a challenge that needs to be immediately resolved
within private and permissioned Blockchains [53].
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5 The Proposed Approach

Selecting an effective way to identify and terminate malicious entities on a private per-
missioned Blockchain network is important to offer complete security on the Blockchain
network. Several researchers have taken steps to tackle the issues; themost recommended
solution refers to improving the consensus protocol [12, 23]. However, reaching a bal-
ance between security and performance remains a challenge that needs to be immediately
resolved within private Blockchains [53]. In this essence, this research aims to reduce
the most prominent problem in the consensus process which is the existence of mali-
cious nodes that can cause cyber-attacks over private Blockchain-based SCM. In order
to reduce the number of malicious nodes, this study proposes an approach by designing
an enhanced consensus model for the consensus process to improve the security and
performance of private Blockchain-based supply chain systems compared to existing
mechanisms. The proposed approach was formulated with a critical review of the earlier
employed consensus mechanisms based on the BFT consensus mechanism.

5.1 The System Model and Consensus Schemes

Figure 3 shows the proposed system model of the consensus mechanism in a private
Blockchain-based SCM. The consensus process in current consensus mechanisms of a
private and permissioned Blockchain consists of two main phases that are the selection
of the consensus nodes (1. Consensus Nodes Selection Scheme) and the achievement of
the consensus on the verification of the block (2. Consensus Achievement Scheme) [22].
This study proposes new schemes for the consensus mechanism to improve the security
andperformance in a privateBlockchain-based supply chain systemcompared to existing
schemes. The proposed consensus model comprises two schemes: the identification of
malicious nodes and the termination of malicious nodes.

The first scheme is initiating the malicious node identification based on the node’s
behavior. During the consensus process, the consensus node is monitored by the primary
node to obtain reputation information based on the behavior of the node to be analyzed.
The behavioral-based analysis depends on validating actions and reputation the node
issues in network transactions. When the primary node detects that the node’s reputation
dropped under a specified threshold, the malicious node is identified, and the consensus
process will be stopped. The consensus process will enter the second scheme, the voting-
based termination module for malicious node termination. All network nodes will vote
for the identified malicious nodes for termination from the consensus process. When the
votes are more than half of the nodes, the malicious node will be terminated, and the
consensus process will be continued. When the consensus is achieved, the transaction
will be verified, the block will be added to the Blockchain ledger, and the transaction is
complete.

The proposed schemes will be designed based on the BFT consensus mechanism
in a private and permissioned Blockchain architectural environment which is based on
the Hyperledger Fabric Blockchain framework. Network Simulator 3 (NS-3) is selected
in this proposed research plan to emulate the actual Blockchain network scenarios. The
simulation and evaluation of this research will be strictly conducted within the private
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Fig. 3. The proposed system model of consensus mechanism for private Blockchain SCM.

and permissioned Blockchain environment. Specifically, a private Blockchain environ-
ment and consensus mechanism will be created with malicious node identification and
termination schemes using NS-3. Finally, the performance evaluation results of the pro-
posed schemes will be analyzed and compared with the previous studies to support and
prove its effectiveness. The success factor of this proposed model is the correctness of
achieving consensus with better security and improvement of performance in private
blockchain.

6 Conclusion

Research on blockchain and its application in SCM is extensive, and many challenges
will be ahead. This study undertakes an effort to present a comprehensive discussion
on the latest progress and challenges, especially from the security aspect towards inte-
grating Blockchain technology with SCM. We first present an overview of Blockchain
technology, and the surfaced issues encountered in the SCMwhich led to considerations
for the Blockchain technology integration into SCM. In particular, this study outlines the
research challenges from the security aspect that arise in Blockchain-based SCM. As an
additional contribution, this study then presents an approach to prevent security attacks
by proposing a consensus model of an enhancement to the BFT consensus mechanism
for identifying and terminating malicious nodes in the consensus process. In contrast to
previous related studies, we also outline the importance of using appropriate network
models and consensus methods towards delivering reliable and efficient Blockchain-
based SCM.We conclude that to increase securitywhilemaintaining aBlockchain-based
SCM’s performance standard, comprehensive research must be carried out to identify
such security problems and formulate solutions. Blockchain technology will potentially
ensure efficiency and transparency, enhancing financial performance and the entire SCM.
We hope our discussion and the proposed approach here will open up opportunities for
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the researchers to create new ideas and approaches for a secure Blockchain-based Supply
Chain for a sustainable digital society.
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Abstract. Phishing attacks have emerged as a major problem in the digital world
due to a rising trend in their frequency.While various approaches have been devel-
oped to detect and prevent phishing attacks, a definitive solution to the problem
has yet to be discovered. This study discusses automated anti-phishing systems
while analyzing and comparing various anti-phishing strategies using exploratory
research. Traditional, machine learning, and deep learning-based anti-phishing
systems are discussed in the article. The study highlights the use of Artificial
Intelligence (AI) based systems, particularly utilizing methods such as Convo-
lutional Neural Networks, Support Vector Machines, and Recurrent Neural Net-
works. These AI-based approaches dominate the current trend in the field. This
study could potentially be helpful for researchers who wish to delve deeper into
the topic of automated phishing detection and prevention systems with a com-
prehensive review. It is advised to carry out further research to investigate the
strengths and limitations of different methods and algorithms used in automated
anti-phishing systems to understand their performance and effectiveness better.

Keywords: Phishing · Anti-phishing ·Machine Learning · Deep Learning

1 Introduction

As computer technology advances, the entire aspect of human life becomes increasingly
dependent on it. The Internet has played a significant role in shaping the world today,
connecting people from all corners of the globe and enabling new forms of commu-
nication and collaboration. It has become essential resource for healthcare, education,
and businesses organizations, allowing people to access information and services from
anywhere in the world. A report shows that 50% of the world’s population is active
internet users, with 4.59 billion active on social media alone [1].

The Internet has also profoundly impacted how we conduct business, enabling the
growth of e-commerce and online marketplaces and allowing multi-national organiza-
tions to expand their reach and connect with customers and partners in new ways. It has
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also revolutionized the healthcare industry, enabling telemedicine, remote consultation,
and online education for healthcare professionals, providing better healthcare access
for many people, especially in remote or underserved areas. However, as the reliance
on technology and the Internet increases, so does the risk of security threats. Cyber-
criminals are constantly developing new methods to exploit vulnerabilities in networks
and systems, and the internet has become a breeding ground for cybercrime, including
phishing attacks, malware, and other forms of cyber-attacks. Therefore, it is crucial now
more than ever to be vigilant and to take steps to protect our cyberspace from these
threats.

One of the most prevalent threats facing internet users today is phishing attacks,
which are criminal activities that aim to retrieve personal information through social
engineering and other advanced techniques. Phishing attacks typically involve using
fake websites, emails, or other forms of communication to trick victims into revealing
sensitive information such as credit card numbers or login credentials. According to a
report by the Anti Phishing Working Group (APWG), the number of observed phishing
attacks in 2022 reached a record high of 1,097,811 cases, with a 47% increase in threats
on social media specifically [2]. This indicates that strategies used by the attackers are
becoming more sophisticated in their methods, while victims may not be sufficiently
equipped to defend themselves.

In order to combat the threat of phishing attacks, various approaches have been
developed. These approaches can incorporate both social engineering prevention and
technical prevention methods. The method of social engineering prevention is centered
on educating and creating awareness among the cyberspace users about the potential
dangers of phishing attacks, as well as how to identify and avoid them. This can include
providing information on how to recognize and report phishing attempts, as well as
training organizational workers on how to spot and report suspicious activity.

The other method, known as technical prevention, revolves around using technol-
ogy to recognize and prevent phishing attacks before they even begin to cause any
damage. Automated phishing detection and prevention systems are among the most
successful technical prevention methods. These automated solutions detect and block
phishing attempts in real time by utilizing modern algorithms and technologies that
include machine learning, natural language processing, and threat intelligence. These
systems can recognize and flag suspicious activity and take appropriate action to pre-
vent it from reaching the intended targets of the attackers by continually monitoring and
analyzing network traffic and email interactions. Some systems also include features
such as browser extensions or APIs that can be integrated with other security systems
to provide additional protection. They can also provide detailed reports and analytics
on phishing attempts, helping organizations understand the threat’s nature and scope
and allowing them to make more informed decisions about protecting their networks
and assets. In conclusion, automated anti-phishing systems provide a critical layer of
protection for internet users by continuously monitoring and analyzing network traffic
and user communications, and these systems are capable of identifying and flagging
suspicious activity and take appropriate action to prevent it from reaching the intended
targets of the attackers.
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As the advancements in internet technology progresses, so does the sophistication
of phishing attacks that malicious actors carry out. These attacks pose a growing threat
to individuals and organizations; as they evolve, they become progressively more chal-
lenging to detect and employ diverse approaches. In order to effectively counter phishing
threats, the development of automated anti-phishing systems must keep pace with the
advancements in current technologies. Therefore, it becomes crucial to identify the
effectiveness and efficiency of advanced automated anti-phishing. This study aims to
identify common methods for automated phishing detection and prevention and com-
prehensively review the related literature. In order to do this, two research questions
were constructed to drive the study, which are; (1) what are the available automated
methods for detecting and preventing phishing, and (2) how efficient are these common
detection and prevention methods.

The research aims to investigate the use of automated detection and prevention
systems in combating phishing attacks. It will thoroughly review existing literature and
studies in the field, including scientific papers, articles, and reports. The objective of the
review is to understand the various technologies and algorithms used in these systems and
evaluate their effectiveness in detecting and preventing phishing attacks. The research
will also identify current systems’ limitations and challenges and determine areas for
future research. It is important to note that the research is limited to a literature review
and does not involve primary research or experimentation. The information available in
the literature may be influenced by the current state of research on the subject and may
affect the scope of the research.

This research is significant as it addresses the growing need for effective solutions
to combat the increasing progression of phishing attacks. The research findings can
contribute to the community by identifying suitable anti-phishing systems and providing
insights to the limitations and challenges faced by current systems. It can also serve as a
reference for future studies in the field and benefit other researchers who are interested
in the topic. The significance of the research lies in its support to the development of
methods for countering phishing attempts and provides information on their challenges
and limitations. Additionally, it contributes to the body of information regarding the
development of automated systems that can successfully detect and stop phishing attacks.
This article is organized as follows; the next section will discuss the literature review, the
methodology, the results and findings will be presented, and a discussion and conclusion.

2 Literature Review

2.1 Phishing Attack

Phishing is a malicious cybercrime that employs social engineering techniques to fool
victims and steal their personal information and credentials. It is considered a significant
threat in the cyber world, as highlighted by [3]. The history of phishing began in 1996
when an attack on internet provider AOL was conducted using social engineering tech-
niques to acquire users’ billing information by pretending to be an authority [4]. From
that point onwards, phishing has become a common cyber threat that is recognized by
many. Research studies have shown that it is a major factor in 90% of data breaches [5].
Phishing attacks often start with emails that frighten the targets into responding right
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away. This often involves the act of clicking on a link or opening an attachment, which
are actions that can lead to malware being installed on the target’s computer, personal
information being stolen, or the target being directed to a fraudulent website designed
to steal sensitive information.

Phishing attacks have become more sophisticated, and cybercriminals constantly
invent new methods to evade detection and steal sensitive information. As technology
develops, so do the tactics used by phishers. They can now target other platforms such
as social networks, blogs, forums, mobile apps, messaging platforms, and emails [6,
7]. With the rise of phishing, it’s becoming more and more crucial for individuals and
organizations to be vigilant and take measures to protect themselves from phishing
attacks. This includes educating themselves about the different types of phishing attacks,
how to recognize them, and implementing security measures such as firewalls, antivirus
software, and intrusion detection systems.

2.2 Automated Anti-phishing System

Phishing is a prevalent form of cybercrime that involves tricking victims into revealing
personal information and credentials using social engineering tactics. A study conducted
by [7] found that most research indicates that phishing through URLs and fake websites
is the main technique attackers use. Innovative solutions have been proposed to reduce
the chances of victims falling for phishing attempts, such as using browser extensions
and warning systems before the victim proceeds to a malicious URL. However, despite
these proposed security tools, the human factor is still the primary key in successful
phishing attempts [8].

Various solutions to encountering phishing attacks are described in [3]. The first is
awareness and education for the victim, and the second is using blacklisting to block
suspected phishing sites, but this solution is not always effective. The third solution is
usingmachine learning and deep learning approaches, which can be effective but require
high knowledge and expertise. Despite the various proposed solutions, there is still no
definite answer and decisive solution to encountering the challenges of phishing attacks.

Machine learning approaches have become increasingly popular for the automated
detection of phishing websites, as it can be treated as a simple binary classification
problem, where the goal is to classify a website as either legitimate or phishing. In
order train a machine learning model for a learning-based detection system, data must
be related to phishing and legitimate website classes [9]. The scale of the datasets,
however, presents a considerable challenge when using machine learning approaches to
detect potentially dangerous URLs. This problem can be tedious and computationally
resource-consuming [10]. To overcome this challenge, one possible solution is to use
feature selection techniques, which can help reduce the complexity of the dataset.

Another method for automated anti-phishing systems involves the use of deep learn-
ing. Recent progress in the field of deep learning has indicated that employing deep
neural networks to categorize phishing websites could potentially yield better results
compared to the more traditional machine learning algorithms [11]. Research carried
out by [12] uncovered that a majority of studies released from 2019 to 2020 favors deep
learning, which frequently produced better performance outcomes. Nonetheless, there
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are certain limitations when delving into the realm of the deep learning method, includ-
ing lengthy training periods, the need for large datasets, and the heavy consumption of
computing resources.

According to [13] and [14], deep learning is a subset of machine learning based
on artificial neural networks. The neural network architecture is designed to learn
features automatically and adaptively from the data, which allows it to classify new
data samples even when the data is not labeled. Deep learning is therefore particu-
larly helpful for finding patterns in unstructured data, notably text and images. Over-
all, deep learning-based anti-phishing systems have the potential to outperform tradi-
tional machine learning-based solutions in terms of its effectiveness. However, using
deep learning requires large amounts of data and significant computing resources,
which can be a limitation. Despite these limitations, many researchers predict that deep
learning-based anti-phishing systems will become increasingly prevalent as technology
advances.

3 Methodology

3.1 Research Approach

This study’s research approach focuses on analyzing the common methods used to
detect and prevent phishing attacks using qualitative research methods. The data for this
research will be acquired from current secondary sources. This means that the researcher
will collect information from existing sources such as scientific papers, articles, and
reports rather than gathering new data using primary research methods such as surveys
or experiments. This approach is useful for deeply understanding this field’s current state
and identifying areas where further research is needed.

3.2 Research Design

The research design is divided into literature selection and data analysis. The literature
selection process will involve identifying relevant literature and studies on automated
detection and prevention systems against phishing attacks. This is done by searching
academic databases, online journals, and technical reports. Once the relevant literatures
have been identified, a thorough review was conducted, focusing on the methods and
technologies used in automated detection and prevention systems, as well as their effec-
tiveness in detecting and preventing phishing attacks. The limitations and challenges
of current systems and identifying areas where further research is needed were also
conducted.

The research design is adapted based on the systematic literature review proposed
by [15, 16]. The methodology of the research can be explained in the following Table 1:
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Table 1. Research Design

Research Phase Description

Phase 1 • Baselining the research questions
• Creating data source of the research
• Determine inclusion and exclusion criteria
• Literature and study selection

Phase 2 • Conducting review
• Data extraction and analysis

During the first phase of the research, the research question was clearly stated, and
the foundation for the study was established. In addition, the data sources and criteria
for selecting literature were found. This included using inclusion and exclusion criteria
to identify and extract relevant literature for the study [17]. The inclusion criteria refer to
the characteristics the literature must possess to be included in the study. In contrast, the
exclusion criteria refer to characteristics that eliminate the literature from being included
in the study [18]. Together, these criteria helped to ensure that only the most relevant
and useful literature was used in the research (Table 2).

Table 2. Literature Criteria

Criteria List Details

Electronic Database and Search Engine • ProQuest (www.proquest.com)
• Google Scholar (scholar.google.com)
• arXiv (arxiv.org)
• Research Gate (researchgate.net)
• Springer (link.springer.com)
• IEEE (ieeexplore.ieee.org)
• ScienceDirect (sciencedirect.com)
• Semantic Scholar (semanticscholar.org)

Searched Item • Journal
• Conference
• Book
• Statistic Report

Language English

Publication Period Year 2017–2023

Inclusion Criteria • Article that includes information related to phishing
attacks or anti-phishing attacks

• Article that provides information of automated
anti-phishing prevention and detection technique

• Article that provides information of the evaluation of the
automated anti-phishing prevention and detection
technique

(continued)

http://www.proquest.com
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Table 2. (continued)

Criteria List Details

Exclusion Criteria • Article that does not cover the automated anti-phishing
prevention and detection technique

• Article that does not relevant and highlight the research
question

The systematic review of existing literature followed a structured process involving
searches across multiple databases. This search utilized specific keywords and phrases
closely tied to the subject matter of the study. The inclusion criteria were applied to
select the literature, which included studies published from 2017 to 2022 and primarily
focused on anti-phishing and machine learning or deep learning. Additionally, exclusion
criteria were applied to remove studies that were unrelated to the topic or not presented
in English. As a result, a total of 22 papers underwent further analysis and review. The
breakdown of these sources, including the journals and conferences in which the studies
were published, is detailed in Table 3. This table serves to offer a comprehensive view
of source distribution and aids in the identification of potential trends or patterns within
the literature.

Table 3. Final Search Results

No. Source Count

1 ProQuest 4

2 arXiv 1

3 Research Gate 6

4 Springer 4

5 IEEE 5

6 ScienceDirect 1

7 Semantic Scholar 1

Total 22

4 Results and Findings

4.1 Common Automated Phishing Detection and Prevention System

The methods used for automated anti-phishing were investigated using qualitative
research techniques as the main component of the research methodology. In contrast
to primary research techniques like surveys or experiments intended to generate new
data, the study’s data extraction depended on current secondary sources, which means
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that information already present from sources like academic papers, articles, and reports
was acquired. This methodology provided insightful information, giving a thorough
overview of the situation at the time and highlighting certain areas that called for further
investigation.

Fig. 1. Common Automated Phishing Detection and Prevention System.

The literature highlights that the use artificial intelligence (AI) based anti-phishing
systems is becoming increasingly important as phishing attacks evolve and becomemore
sophisticated. These AI-based systems have the advantage of being able to identify new
and unknown threats, which is a major challenge for traditional detection methods.
Figure 1 depicts the types of models or algorithms that are found across the literature. It
also reveals that the use of Support VectorMachine (SVM) and naïve Bayesmodels, both
of which are machine learning-based models, are the most common within the literature,
followed by deep learning-based algorithm the Convolutional Neural Network (CNN).
[19] points out that AI-based systems are better equipped to handle this challenge as they
can adapt and learn to identify new and unforeseen threats. To address this challenge,
researchers are exploring various approaches for improving the efficiency and accuracy
of AI-based anti-phishing systems. For instance, combining multiple machine learning
and deep learning models has been shown to enhance the performance of these systems.

Lifespan measurements is proposed to be used in conjunction with machine learning
models to increase the detection rate and reduce false positive detections formalware and
phishing-related content [20]. It is worth noting that despite the potential benefits of AI-
based anti-phishing systems, these systems have limitations. For example, they require a
large amount of data to train themodels, and they can be vulnerable to adversarial attacks
that exploit their weaknesses. Further research is needed to address these limitations and
continue improving these systems’ performance.
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4.2 Various Methods of Implementing Anti-phishing Systems

According to the second objective of the research, this section examines the various
methods of implementing anti-phishing systems and presents a brief evaluation of their
results. [21]make use of both random forest and naive bayesmachine learning algorithms
and deep learning-based methods such as convolutional neural networks and long-short
termmemory networks. Similarly, [22] discusses an automated anti-phishing system that
uses convolutional neural networks and recurrent neural networks. Other studies such as
[23–30] emphasize the use of multiple machine learning algorithms including decision
tree-based algorithms, support vector machines, and natural language processing to
classify and identify phishing content in emails and URLs of websites. [30] proposed an
anti-phishing system that leverages deep learning to classify the phishing content, and
machine learning algorithms to identify phishing content based on the homographs of
the website domain name.

These studies’ results suggest that using machine learning and deep learning algo-
rithms is a promising approach for anti-phishing systems. Of the 22 studies reviewed,
only one proposed a non-machine and deep learning-based method. The advantage of
using AI-based anti-phishing systems is the ability to identify new and unknown threats,
a significant challenge for traditional detection methods. However, the performance of
thesemethods varies dependingon the specificmodels and techniques used. Some studies
have found that deep learning algorithms outperform traditional machine learning meth-
ods in terms of malware detection rate and false positive rate, while others have found
that a combination of machine learning and deep learning methods is more effective.

As a result, the use of a combination of machine learning and deep learning has
become widely adopted in the development of anti-phishing systems. It is important to
note that the results of these studies may vary depending on the specific dataset and
evaluation metrics used. Furthermore, the constantly evolving nature of phishing attacks
requires the development of new and innovative anti-phishing systems that can adapt
to changing threats. As a result, further research is needed to improve anti-phishing
systems’ performance and accuracy.

5 Discussion and Conclusion

The results show that the automated anti-phishing system described in this research
may be divided into three major groups depending on the models used: heuristic-based,
machine learning, and deep learning.Heuristic-based systems, often known as traditional
anti-phishing solutions, apply established standards and heuristics to detect and label
potential phishing attempts. These systems include techniques such as keyword-based
filtering, in which both emails and URLs are scanned for certain terms that may indicate
a phishing effort [31]. These heuristic algorithms, as discussed in [32], can successfully
categorizeURLs based on specified properties. Theymay, however, fail in circumstances
when a rule or heuristic for a certain attribute is missing.

One of the major disadvantages of heuristic-based systems is that they can easily
be bypassed by attackers who use variations of keywords or different languages to
evade detection. Additionally, these systems may generate many false positives, where
legitimate emails or URLs are incorrectly flagged as phishing attempts. Despite these
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limitations, heuristic-based systems can still have high accuracy levels. However, it is
important to keep in mind that they may not be able to analyze a spam feature that has
been recently added.

In conclusion, while heuristic-based systems have been used as a traditional anti-
phishing approach, they have certain limitations that attackers can bypass. Literature
suggests that while they can have high accuracy, they may not be able to analyze recently
added spam features. Therefore, it is important to consider other approaches, such as
machine learning or deep learning methods, to improve the overall effectiveness of
anti-phishing systems.

Overall, the literature suggests that machine learning and deep learning algorithms
are highly effective approaches for anti-phishing systems. As per the research done by
[33], it is observed that most researchers prefer using supervised machine learning algo-
rithms when building email-related phishing detection models. These algorithms, such
as support vector machines and naive Bayes, are preferred over unsupervised algorithms
like principal component analysis because they are more suited for phishing detection
as they could learn from labeled data and generalize to unseen data. Moreover, [34, 35]
also found that machine learning, data mining, neural networks, and deep learning are
the most used techniques for detecting computer crimes, such as in phishing cases.

Deep learning, specifically deep neural networks (DNN) and hybrid deep learning
models are the best-performing algorithms for anti-phishing systems. These models can
automatically find the representations and features required for classification from raw
data and can provide better accuracy by training on larger datasets. Studies have also
shown that deep learning algorithms do not require feature selection algorithms, as they
are able to handle large amounts of high-dimensional data. Integrating natural language
processing (NLP)with deep learning has also effectively detected email-related phishing.
As deep-learning algorithms can analyze the text elements of emails/URLs and NLP can
be used to extract features from the text, this integration can lead to better accuracy in
email-related phishing detection models.

Machine learning has also been proposed as an effective way to detect email-related
phishing attacks promptly. Machine learning-based phishing detection techniques can
identify and predict advanced attacks by analyzing large datasets. For example, machine
learning can build a phishing detection model based on profiles, where data, time, geolo-
cation, and relation graphs are analyzed. Then, incoming emails are compared to the pro-
file, and alerts are raised for email-related phishing attacks in case of deviation. Studies
have shown that machine learning-based techniques used by modern email security plat-
forms can detect around 98% of advanced phishing attacks. [29] found that the random
forest algorithm performed the best with an accuracy of 99.2%, and [28] showed that
the support vector machine with a radial basis function kernel performed the best with
an accuracy of 98.9%.
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33. Glăvan, D., Răcuciu, C., Moinescu, R., Eftimie, S.: Detection of phishing attacks using the
anti-phishing framework. Sci. Bull. “Mircea Cel Batran” Naval Acad. 23(1), 208–212, 208A
(2020). https://doi.org/10.21279/1454-864X-20-I1-028

34. Atlam, H.F., Oluwatimilehin, O.: Business email compromise phishing detection based on
machine learning: a systematic literature review. Electronics 12(1), 42 (2023). https://doi.org/
10.3390/electronics12010042

35. Chipa, I.H., Gamboa-Cruzado, J., Jimmy, R.V.: Mobile applications for cyber-crime preven-
tion: a comprehensive systematic review. Int. J. Adv. Comput. Sci. Appl. 13(10), (2022).
https://doi.org/10.14569/IJACSA.2022.0131010

https://doi.org/10.1109/ACCESS.2021.3107903
https://doi.org/10.1109/ACCESS.2020.3048839
https://doi.org/10.3390/electronics9030435
https://doi.org/10.1016/j.procs.2021.05.077
https://doi.org/10.1007/978-981-15-7234-0_2
https://doi.org/10.3390/electronics12010232
https://doi.org/10.1109/SEC.2018.00051
https://doi.org/10.1186/s40537-020-00318-5
https://doi.org/10.1002/spy2.159
https://doi.org/10.21279/1454-864X-20-I1-028
https://doi.org/10.3390/electronics12010042
https://doi.org/10.14569/IJACSA.2022.0131010


Remote Public Data Auditing to Secure Cloud
Storage

Muhammad Farooq and Osman Ghazali(B)

School of Computing, University Utara Malaysia, 06010 Sintok, Kedah, Malaysia
osman@uum.edu.my

Abstract. Cloud computing is a pay-as-you-go business model that offers elastic
remote data storage, and computing resources have become necessary due to the
emergence of big data. After data outsourcing to the cloud, cloud users lose control
over data and are always concerned about data privacy and security in adopting the
cloud servicemodel. So, to ensure remote data integrity, a trusted auditor canmake
auditing tasks according to the users’ request, which is helpful to release auditing
overheads on a user device and meaningfully improve the scalability of cloud ser-
vices. Although numerous data auditing techniques have been designed with TPA
so far, these techniques need to improve on data security and efficiency issues.
First, these techniques cannot authenticate block indices, so the server can pro-
duce valid proof without an original data block to pass the audit process. Second,
existing approaches do not include position fields, so the server can replace the
tampered data block with a healthy one to pass the audit phase. To overcome these
issues, this paper introduces a new public data authentication scheme, ERPDA.
The proposed technique incorporated a newly designed Merkle Tree (MT) based
structure, Sequence and Position-based Tree (SPT) that minimises computation
complexity to find nodes in data audit and avoid data replacement attacks. The
experimental outputs showed that our suggested technique is effective with the
comparative data auditing techniques in computation overheads, and the security
is proved under the random model.

Keywords: Cloud Computing · Third-party Auditing · Proof of Data Possession

1 Introduction

With the quick expansion in the cloud architecture, the size of digital streaming data
presents a rampant progress inclination [1–3]. The researchers reported an average of
around 5200GB of data for each person in 2020 [4]. Nevertheless, the data storage capac-
ity of tenants is so restricted that they cannot maintain such a massive amount of data.
Thus, huge data storage is a significant issue, particularly for energy-restricted devices.
Auspiciously, Cloud Service Providers (CSPs) give a possible solution to address prob-
lems managing and maintaining massive data storage. By agreeing to cloud storage as a
service, the tenants should outsource their data to remote storage servers, thusminimising
local storage and computation overheads [5, 6]. Due to these appealing characteristics, an
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immensely increasing number of tenants opt to use cloud storage services. Cisco reported
that there were 3.6 billion Internet clients at the start of 2020; 55% incorporated cloud
data storage [7].

In data storage services, the administration of remotely stored data is entirely sep-
arated from its possession [8, 9]. Thus, tenants could lose direct control over uploaded
data, and consequently be unable to achieve any processes over remotely stored files
[10]. In other words, CSP can perform all procedures on the client’s data uploaded to
the storage servers. However, the storage server is unreliable and might not reasonably
carry out these procedures according to the client’s instructions. As a result, even though
storage as a service has enormous benefits, it unavoidably experiences a lot of challeng-
ing issues [11], for example, integrity, confidentiality, the privacy of the outsourced data
files, etc. If these issues, specifically data integrity, are not appropriately resolved, it can
significantly prevent clients from adopting and using cloud infrastructure [12].

Several studies have presented a solution to confirm the accessibility and verify the
correctness of outsourced tenants’ files [13–15]. Nevertheless, these techniques still face
different issues that must be resolved solidly. First, these techniques cannot authenticate
block indices; thus, CSP can produce valid proof without having an actual data block
to pass the audit process. Second, existing approaches do not include position fields;
consequently, CSP can replace the tampered data block with a healthy one to validate
proof in the audit phase. Third, most previous techniques are based on the proof of data
possession approach, whose computational overheads increase almost linearly with the
sizes of uploaded data files [8]. Last, even though some past techniques simultaneously
verify data integrity and confidentiality, the feasibility and universality are restricted and
need to be implemented in extensive data outsourcing.

The above discussion shows that some issues with state-of-the-art techniques still
need to be addressed. As a result, the primary concern of this research work is to develop
a new scheme to resolve the abovementioned issues concurrently. We introduce a new
data structure based on the Merkle Tree, named Sequence and Position-based Tree
(SPT), that minimises computation complexity to find nodes in data audit and avoid
data replacement attacks. As a result, this paper’s primary contributions are described
below. The remaining part of this paper can be described below: the literature on current
data auditing methods is presented in Sect. 2. The design of the suggested protocol is
presented in Sect. 3. Section 4 defines the analysis and performance of the proposed
scheme. Sections 5 and 6 describes the conclusion and future research works.

2 Literature Review

Juels and Kaliske [16] presented the first evidence of the data retrievability technique.
The sentinel (block masking) approach was used to hide the value in the standard data
block so that the server cannot differentiate hashed data blocks. The users may down-
load and confirm the accuracy of data simultaneously. They use symmetric encryption
methodology to secure user data, which imposes little computation overhead. However,
it is limited to the number of requested blocks as the pre-processed Message Authen-
tication Codes (MACs) are used in the audit phase. Also, these schemes support static
data and cannot support public audits.
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Erway et al. [17] determine the dynamic data behaviour using a ranked skip list to
validate remote user data integrity. They introduced a dynamic PDP (DPDP) technique
by extending the PDP approach to provide verifiable update operations for remote data
storage. Their technique requires only 415 KB of proof size. They also defined how to
implement their technique in a version control scenario. This scheme involves O(logn)
computation overhead while dynamic data update operations impose 30ms computation
time for 1 GB data file. This innovative mechanism shares many integrities verification
paths during the data process, significantly increasing communication overhead.

Wang et al. [18] introduced a sequence-enforced MHT data structure to verify block
authenticator and suggest a proficient dynamic data scheme. They use the bilinear aggre-
gate signaturemechanism’s property for supportingmultiple auditing tasks concurrently.
However, they do not include the position fieldwhile creating the block, so their proposed
structure is susceptible to data replacement attacks. A public data auditing technique that
uses identity-based combined signatures is suggested by [19]. The user permits theThird-
party Auditor (TPA) to perform an audit job to release the computation overhead using
users’ identities.

Anju et al. [13] developed a data integrity verification scheme named PVMS to
authenticate the remotely stored sensitive data about the patient. The TPA is involved in
the authentication to perform audit procedures for their clients’ commands. The standard
MT [20] has been adopted to verify data block tags to authenticate data accuracy. Nev-
ertheless, the authenticator creation procedure acquires huge computational overheads,
and the suggestedmethod performs like a linear search in the audit process. For eight bits
of data nodes, it needs to search all the nodes to find the exact location of the requested
node from the tree in the audit phase. Furthermore, their suggested method is unable to
prevent data replacement attacks.

An integrity auditing method based on an attribute approach was proposed in [14],
known as DAFA. The users secure their data using the RSA cryptographic and MD5
hashing mechanisms before data is uploaded to the remote servers. The TPA is incor-
porated to delegate audit processes to release the burden on user devices. Nevertheless,
the proposed protocol involves high computation complexity for making file and node
authenticators. The signature size is much larger, requiring extra communication over-
heads, and the client must also pay for additional storage capacity. Moreover, it does not
authenticate indices and is vulnerable to replacement attacks.

An efficient data integrity protocol based on a homomorphicmechanism for securing
remote data was developed by Alsudani et al. [15]. They handed over the computational
tasks involved in audit phases to the main controlling server named AS, which triggered
the audit tasks according to users’ commands. The suggested scheme is proficient by
introducing an extra AS server; however, the integrity confirmation approach needs to
be addressed, which is considered the main apprehension of tenants due to the cloud
infrastructure being a semi-honest service model. It also does not verify block indices
and is susceptible to data replacement attacks.
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3 Development of the Proposed Scheme

The BLS [21] short signature approach, ECC [22] encryption with Diffie hardness sup-
position [23], and MT [20] data structure. Table 1 presents all the notations used in the
proposed scheme for easy understanding.

Table 1. Symbols used in the proposed technique.

Symbols Description Symbols Description

Skey Secret key r Rank information

Pkey Public key v Version number

filechunks Data file chunks c Challenge set

randomn
chunk Random number for a chunk x Data block

sn Serial number ξ Vector number

ς Date node δ Signature

File Data file hashing Hash function

ϕ Signature set auxiliarypath Auxiliary path of a node

3.1 System Model

The proposed technique authenticates the correctness of the outsourced data, which helps
maintain the trust between the tenant and CSP. Three parties are involved in the proposed
technique (see Fig. 1). 1) Tenant or data owner required to upload data to cloud storage.
2) CSP offers a scalable storage server and services on a pay-as-you-go model. 3) TPA

Fig. 1. System Model.



74 M. Farooq and O. Ghazali

is responsible for performing the audit activities on tenants’ commands and generating
audit reports.

The solid arrows are denoted data flow and audit procedures of the proposed system,
labelled with the respective process. The tenant generates the system parameters and
public and private keys, files, and blocks’ authenticators. Then, share the tree structure,
public, and metadata with CSP and tags with the TPA. The auditor computes the audit
request for CSP to check the data correctness, and the server computes the proof for
requested blocks. After getting proof, TPA creates an audit report on whether the data
is accurate.

3.2 System Development

The subsequent algorithms are involved in constructing the suggested protocol:
The tenant executes the tree functions in phase one, such as 1) system parameters

generator; this method is used to initialise the system’s security parameters to compute
public and private key pair (pk , sk). . 2)Generate node authenticators; thismethod divides
the file into chunks, encrypts these chunks, and includes position parameters as 0 or 1
where 0, 1 denotes the left and right side of the node in each sibling node of the tree.
This position field helps to find the exact location of the node and avoid replacement
attacks in case of incidentally or accidental data tempering by CSP. The server cannot
replace this temper node with a healthy one to pass the audit phase. 3) Generate tag; all
the blocks are arranged with respective authenticators to create internal and external tree
nodes with left-to-right sequence order to create the root tree node treated as file tag ft .
This tag will be used as integrity evidence to authenticate the correctness of the remote
data file in auditing procedures. Then, the tenant transfers all blocks and metadata to the
CSP and files with block authenticators on the TPA.

In the second phase, TPA and CSP perform the audit jobs according to the tenants’
commands; this phase also includes three methods. Like, 1) Generate audit request; TPA
computes the audit request by randomly generating the sample data blocks randomn

chunks

from the given data blocks set and shares this request with the cloud to verify the correct-
ness of requested blocks ch = {ch1, ch2, ch3, . . . , chn}. . 2) Generate data possession
proof; after receiving a data auditing request from the TPA, the server generates the proof
of data authentication. If the server cannot find the requested data node from the tree, it
generates the failure report and sends it to the TPA; otherwise, compute the following
proof.

ς[sn] =
∑lm

[sn]=l1
x[sn]

(
ξ[sn]

)
(1)

δ[sn] =
∏lm

[sn]=l1
δ[sn](

ξ [sn]) (2)

and transfers an arbitrary number ς[sn] and δ[sn] block information to TPA; where sn is
a serial number of the node. 3) Proof verification; TPA authenticates the proof received
from the CSP. If the proof is verified, the TPA generates the success report; otherwise,
the failure report sends it to the tenant.
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3.3 The Design Process of EPT

To reduce the computation complexity for searching nodes from the tree, we improve
the current MT structure [13, 14, 18] to address the problems mentioned in the literature
section. We adopted the left-to-right sequence order to quickly search the location of
the nodes from the tree, which minimizes the computation complexity. We also include
position parameters as 0 or 1, where 0, 1 denotes the left and right position of the node
in each sibling node of the tree. Consequently, the auxiliary information in the newly
created EPT structure differs from the structures defined in [13, 14, 18]. Thus, we can
generate the nodes with the equation xi = h(h(xi)‖xi.p), where h(xi), and xi.p denotes
the hash value and position of the given node. The internal nodes can be computed as
xA = h(x1‖x2‖xA.p), and the root node can be computed as xr = h(xE‖xF ), we can
notice that there is no position field in the root node. Figure 2 shows the 8 bits data block
structure in EPT.

Fig. 2. EPT Structure.

4 Experiment and Discussion

To verify the proficiency of the proposed technique, we have developed a testbed envi-
ronment using the PBC 5.14 [24] library, SSL 1.0 [25], BLS short signature method
[21], and ECC [22] as 80bits of security level in C language. The testbed was run on a
2.2GHz CPU and 2GB RAM under Ubuntu 20.04 OS and used 10KB to 100KB of data
files with 10 iterators.

In the initialization process, the current data auditing techniques [13, 14] acquire
huge computational complexity on the tenant, which is not practically implemented
specifically for resourced-restricted devices. As shown in Fig. 3, our technique reduces
computation overheads compared to the existing techniques to generate the blocks and
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file authenticators. The experiments show that our technique is proficient and ensures
privacy without compromising the security level of the cryptographic approach.

The time complexity of every entity is different because TPA only acquires the time
to compute the audit request, verify the response message received from the CSP, and
generate the audit report for a tenant. The time at CSP only occurs for generating the
root value to create a proof of data the TPA requests. The tenant randomly chooses 460
nodes to authenticate the correctness of remotely stored data for 1% of data tempering to
achieve 99%probability. Due to adopting a standardMT structure, the current techniques
[13, 14] have acquired extra computational costs in the data auditing procedures than
the proposed scheme.

In the challenge-request phase, the computational overhead of the existing techniques
[13, 14] to find requested nodes is high O(n), and linearly increase with the number of
nodes because they do not utilized the sequence and position information to find the
exact location of the node quickly. Due to the use of different indices fields, the EPT
structure minimizes the computational cost from O(n) to O(logn) to search requested
nodes as (2n − 1) from the tree. Figure 4 shows the computational cost concerning the
requested block in the challenge-response phase.

Fig. 3. Computation Complexity of all Operations.

The evaluation presents that our suggested scheme is more proficient and imposes
minimum computation overheads.
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Fig. 4. Computation Complexity Concerning Number of Requested Blocks.

5 Conclusion

The proposed technique presents a public auditing mechanism based on the EPT struc-
ture to authenticate the correctness of uploaded files. The new construction of the EPT
structure helps to minimise the time complexity of searching the requested nodes from
the tree in the audit phase. The indices fields confirm the accuracy of uploaded tenants’
files, which is very helpful to ensure that theCSP does not create a response other than the
requested data blocks. The position field supports the prevention of replacement attacks
because the position of requested blocks can be traced with this field. The proposed
mechanism also supports performing an unrestricted number of queries to ensure data
correctness. Additionally, it acquires and reduces the computational cost from O(n) to
O(logn), with the newly designed EPT structure for a tenant, TPA, and cloud servers.
The experimental evaluation shows that our proposed technique is secure and effective in
computation and communicational overheads and does not linearly increase concerning
data blocks. Therefore, our proposed scheme can be deployed in big data streaming of
wireless networks and IoT environments.

6 Future Research Directions

We further plan to enhance the securitymechanism at CSP so that tenants or TPAs cannot
wrongly propagate that their data is not accurate to claim some compensation from CSP.
On the other hand, CSP must perform dynamic data procedures before changing the
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altered data with a healthy block to pass the audit process or avoid sending the success
message. Hence, a dispute will occur between the tenant and CSP, so it is important
to trace which party is deceiving the other. Thus, data auditing protocol must address
this problem to prevent non-repudiation attacks that create mistrust between tenants and
CSPs, and the cloud can lose clients. In addition, an authorisation procedure does not
exist between TPA and the cloud, which puts the audit as a service at risk and causes
denial-of-service attacks.
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Abstract. In today’s world, cybersecurity is critical in the field of information
technology. With the rise of cyber-attacks, including ransomware attacks, protect-
ing user data has become a top priority. Despite the various strategies employed
by governments and companies to counteract cybercrime, ransomware contin-
ues to be a major concern. Therefore, there is a need to detect and obfuscate
viruses in a better way. This immutable impact on the target is what recognizes
ransomware attacks from traditional malware. Ransomware attacks are expected
to become more problematic in the future. Attackers might use new encryption
methods or obfuscation techniques to make ransomware detection and analysis a
difficult job. To protect against such attacks, organizations and users employ var-
ious tools, guidelines, security guards, and best practices. However, despite these
efforts, cyber-attacks have increased exponentially in recent years. Among the
most devastating of these attacks is ransomware, which can encrypt user files or
lock their devices’ interfaces, rendering them unusable. This research paper pro-
vides a valuable resource for researchers, practitioners, and policymakers seeking
to enhance their understanding of ransomware detection and mitigation. It also
examines defense tactics, such as system backups and network breakdowns, which
can help mitigate the impact of an attack. Finally, the paper considers upcoming
challenges in the field of cybersecurity and the importance of staying vigilant in
protecting against cyber threats.

Keywords: Cyberattack · Cybersecurity · Ransomware detection · Ransomware
mitigation

1 Introduction

The Internet is currently the fastest-growing infrastructure, and modern technologies are
transforming human activities. However, the widespread use of technology has resulted
in increased cybercrime and the vulnerability of personal information [1]. The term
“ransomware” originated from the word “ransom” and “malware,” and it has become a

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
N. H. Zakaria et al. (Eds.): ICOCI 2023, CCIS 2001, pp. 80–95, 2024.
https://doi.org/10.1007/978-981-99-9589-9_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9589-9_7&domain=pdf
http://orcid.org/0000-0001-6035-8168
http://orcid.org/0000-0002-3703-5974
https://doi.org/10.1007/978-981-99-9589-9_7


A Systematic Literature Review of Ransomware Detection Methods 81

significant contributor to the surge in cyberattacks as it can generate profits for attackers.
In the past, hackers had difficulties profiting from their attacks, but this is no longer the
case. Cybercriminals are increasingly using ransomware attacks where they gain access
to a victim’s data, encrypt it, and demand payment [2].

Ransomware is a type of virus that can prevent users from accessing their com-
puter system. It frequently spreads through malicious websites that take advantage of
flaws in hardware and software. Some of the most common ransomware viruses include
CryptoLocker, Petya, Bad Rabbit, Ryuk and Maze [3]. These viruses primarily target
document storage files, such asMS office, PDF, and CSVfiles, and use strong encryption
to make them virtually inaccessible without a specific decryption key. Once infected, the
attacker demands payment from the victim and provides instructions on how to retrieve
the encrypted files. If the ransom is paid, the attacker will post a message on the com-
puter screen with information on how to retrieve the files, thus ending the attack. This
technique is known as cryptovirology [4].

Ransomware, which can appear as Crypto or Locker variations, is a highly hazardous
and complex form ofmalware. Targeting and seizing control of crucial infrastructure and
computer systems is its main goal. These assaults are generally carried out for financial
gain, either directly by requesting ransom payments in exchange for decryption keys
or indirectly. Researchers have thoroughly examined scholarly literature on the inner
workings of ransomware, including its particular assault patterns and tactics, in the hunt
for viable solutions [5, 6]. These effects can include data loss as a consequence of file
encryption, significant costs for incident response and other security-related issues, and,
in the worst cases, even fatalities as a result of unanticipated failures of vital medical
equipment [7, 8].

Prior systematic reviews in academic literature have mostly focused on the effects of
ransomware within specialized industries, such as healthcare, while ignoring the larger
fact that ransomware assaults are prevalent across multiple areas. This study aims to fill
this specific vacuumby providing a thorough analysis of the complete ransomware attack
lifecycle and an understanding of its unique characteristics. This thorough study is meant
to act as a basis for future research projects in this area. The report also explores current
approaches for the detection and prevention of ransomware, offering a comprehensive
evaluation of their relative benefits and drawbacks. Additionally, the article provides
details on a variety of preventive techniques thatmay be used to reduce the risk associated
with malicious activities.

1.1 Prior Research

Computer networks may be vulnerable to attacks that compromise the system or its users
by taking advantage of connection or network flaws. These assaults may be roughly
divided into two categories: active and passive, with each using a variety of strategies
and ways to illegally obtain data, identities, or financial assets. While passive attacks
only observe or eavesdrop on network activity without doing any harm, active attacks
are intentional attempts to manipulate or harm the network [9].

Joseph L. Popp is known as the “father of ransomware” for creating the first ran-
somware virus in 1989. This set the stage for modern ransomware threats, which can
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be spread through infected USB drives or phishing emails containing malicious attach-
ments or links. Ransomware has become a serious threat, often encrypting user data
and demanding payment through difficult-to-trace bitcoin. Figure 1 provides a visual
representation of ransomware.

Fig. 1. List of Ransomware Attack [9]

1.2 Types of Ransomware Attacks

1) Crypto-Ransomware- Encrypts files on the victim’s computer and demands a ransom
for decryption. WannaCry, WannaCry, Petya, CryptoLocker [10].

2) Locker-Ransomware Locks the victim out of their system entirely, preventing access
to any files or applications. Win locker, Police Trojan, FBI Virus [11].

3) Scareware Ransomware- Displays false warning messages to trick the victim into
paying the ransom. Fake antiviruses, Tech support frauds.

4) RaaS (Ransomware-as-a-Service)- A business model where cybercriminals sell
ransomware to other attackers for a share of the profits. Satan, Shark, Philadelphia.

5) Mobile Ransomware- target mobile devices, locking the user out or encrypting data
on the device. Simplocker Android/Filecoder.C.

However, the role of operating systems in ransomware attacks cannot be overlooked.
Observations have shown that devices utilizing the Windows operating system tend to
be more susceptible to these attacks and are frequently singled out as targets [12].
Nevertheless, it’s essential to recognize that other operating systems, such as iOS and
MacOS, are not exempt from vulnerability. This underscores the fact that the threat
of ransomware is pervasive and no operating system is impervious to it [13]. Figure 2
demonstrated in various instances.

Ransomware is a form of cyber-attack that involves the use of encryption to block
access to a victim’s data, and a demand for payment in exchange for the decryption key
[14]. According to research conducted in the field, ransomware can be traced back to the
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Fig. 2. Operating system effected by ransomware.

early 1990s, when cryptography was first used for exploitation purposes. However, at
that time, it was not possible to demand money from victims because it was easy to trace
the recipient. It was only with the introduction of cryptocurrency that the idea of using
ransomware as a means of making money became viable. Therefore, the emergence of
cryptocurrency can be linked to the rise of ransomware attacks.

Furthermore, a critical analysis of the impact of ransomware attacks on organizations
in different countries was conducted. The analysis revealed that in 2021, approximately
50% of organizations in several countries were affected by ransomware attacks. The
figure below depicts the countries where the highest number of organizations were
negatively impacted by ransomware attacks (Fig. 3).

Fig. 3. Ransomware attack success rates in the past 12 months vary by country.



84 M. u. Rehman et al.

1.3 Major Problem

Previous systematic reviews of ransomware have mainly focused on its impact in spe-
cialized industries such as healthcare, and government organizations neglecting the fact
that ransomware is not limited to specific domains. To address this limitation, this paper
proposes a comprehensive evaluation of the detecting and mitigating of ransomware,
serving as a starting point for further research. Furthermore, the paper discusses exist-
ing methods for detecting ransomware, analyzing their pros and cons. Lastly, prevention
tools for ransomware attacks are discussed, providing valuable insights for organizations
looking to enhance their security measures against ransomware threats.

1.4 Study Objectives

The aim of this study is to examine prior research, consolidate its findings, and con-
centrate on analyzing ransomware attacks, risks, mitigation, and prevention methods to
control ransomware attacks. The study also aims to provide recommendations for the
use of these techniques and tools, as well as identify areas for future research in this field.
Ultimately, the objective would be to contribute to the development of more effective
strategies for mitigating the impact of ransomware attacks. To achieve this goal, three
research questions have been formulated, as shown in Table 1.

Table 1. Formulated Questions and discussion

Research Question Discussion

What are the current state-of-the-art techniques
and tools used for detecting ransomware?

The aim is to explain ransomware detection
approaches without excessive technical
detail. However, these techniques are not
foolproof as attackers constantly develop new
methods to evade detection [15, 16]

How effective are existing mitigation strategies
in preventing ransomware attacks and their
associated damages?

Ransomware prevention strategies (backup,
antivirus, intrusion detection, and employee
training) have limitations (zero-day attacks,
updates) and effectiveness depends on an
organization’s security posture and threat
landscape

What are the most common tactics and
techniques used by ransomware attackers and
how can these be thwarted?

To prevent ransomware attacks, use a
multi-layered approach with technological
and behavioral solutions, including
multifactor authentication, regular backups,
and system updates, as attackers use various
tactics [15]
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1.5 Contribution and Structure

This systematic literature review provides a valuable resource for individuals seeking to
advance their knowledge in ransomware attacks and cyber security. By synthesizing pre-
vious research, it builds upon existing knowledge and makes new research, as discussed
in Table 1.

• Our review identified 31 papers that are relevant to the topics of cyber security and
ransomware threats and detection. This set of studies can serve as a resource for other
researchers who seek to further investigate these areas.

• Organize and classify different methods of ransomware attacks into a specific
taxonomy.

• We investigated the conditions utilized for evaluating defense, detection, mitigation,
and prevention techniques against ransomware attacks.

• We identified available research data for a future analysis of ransomware and provided
guidelines to assist in further research in this field.

The structure of this paper unfolds as follows: Sect. 2 explains the methodology
employed to systematically select primary studies for our comprehensive analysis. In
Sect. 3, we present the outcomes derived from our scrutiny of the selected primary
research studies. Finally, Sect. 4 serves as the result of our research efforts, offer-
ing conclusions drawn from our findings and suggesting recommendations for future
investigations.

2 Methodology

The research methodology section of this paper describes the systematic approach taken
to look at previous studies about prospective ransomware attacks and their corresponding
detection systems. Article offer details on the inclusion and exclusion criteria used to
choose relevant research, also describe howwe locate articles, papers, books, and journals
about ransomware attacks.

2.1 Source Material

The study utilized a specific search engine and focused on entering relevant keywords
to ensure the retrieval of primary research that would address the research questions.
The selected keywords were carefully chosen to optimize the development of relevant
findings. Boolean operators were limited to AND and OR. The search terms used were:
(insert the specific keywords used).

(“ransom” OR “ransom-ware” OR “ransomware” OR “Mal-ware” OR “Malware”
OR “ransomware attacks”) AND “information security” (“ransomware” OR “ransom”
OR “Malware AND (“security” OR “cybersecurity” OR “cyber-security”).

In the first phase, the task to be performed for the quality of research is to undertake an
exhaustive literature search. Therefore, a search was conducted using six different elec-
tronic libraries namely IEEE Xplore, Science Direct, ACM, Springer, Web of Science,
and Google Scholar to search for the relevant materials.
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The search process for relevant studies involved using titles, keywords, and abstract
depending on the platform used. All studies published up to a certain point were
included and filtered based on the selection/eligibility criteria provided in Sect. 2.2. The
search process was conducted iteratively, both forward and backward, until no further
publications that met the selection criteria could be found.

According to [3, 17], ransomware refers to a type of malicious software that encrypts
data and demands payment in exchange for its release. This literature review includes
both published and ongoing research studies related to ransomware attacks. The review
methodology involves a four-step process, which is illustrated in Fig. 4. The process
includes library searches and various steps to identify and select relevant articles for
analysis.

Fig. 4. Scoping Literature review process

To conduct the literature search, various search options were used in different
databases. In IEEE, the search option “anywhere” was selected, while in Google Scholar,
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the “anywhere in the article” option was used. For Web of Science, the search was lim-
ited to the “subject” parameter. The search included a variety of publication types, such
as journal articles, book sections, working papers, conference papers, dissertations, and
reports.

Advanced search filters were used to refine search results, including past 13 years,
document types, and English language. New keywords like “cyber risk” and “challenges
and analysis” were added. A slimming approach was used to analyze articles, removing
duplicates, and considering only English-language textual sources. 30 journal articles
were selected for the literature study, as shown in Fig. 4.

2.2 Inclusion and Exclusion Criteria

A systematic literature review requires empirical evidence from case studies, new ran-
somware attacks, and advancements in ransomware mitigation technologies. English-
written, peer-reviewed studies must meet standards, and only updated ones within recent
years are considered. Google Scholar results may not meet standards, so all results are
evaluated for compliance (Table 2).

Table 2. Inclusion and exclusion criteria for primary studies

Inclusion Criteria Exclusion Criteria

The article offers insights and practical
advice to protect against ransomware attacks
and other cyber threats

The article should discuss papers that
investigate the impact of ransomware attacks
on businesses or the legal system

The document should provide an in-depth
examination of ransomware or any other
relevant technological advancement in your
writing

Governmental documents and blogs should not
be included in the article

The article must be a peer-reviewed paper
published in a journal or conference
proceedings

non-English publications

2.3 Selection Results

A total of 648 studies were searched, but duplicates were removed, leading to 474. After
evaluating, 38 publications were identified. The criteria were applied again, reducing
the number to 30 papers.

2.4 Quality Assessment

The primary studies were assessed for quality in accordance with the guidelines. The
evaluation aimed to determine the relevance of the papers to the research questions while
considering any possible research bias and the reliability of the experimental findings.
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The evaluation process was modeled after similar literature reviews. To evaluate the
effectiveness of randomly selected papers, a specific quality assessment procedure was
implemented.

Step 1: Ransomware: The article should discuss multiple forms of ransomware attacks
or security breaches and offer insightful commentary on a specific issue.
Step 2: Perspective: The research’s objectives and conclusions should be properly
contextualized to ensure a comprehensive understanding of the study.
Step 3: Ransomware detection Strategy: Study must provide enough information to
show how technology is used to detect attacks and answer research questions, including
specific tools and techniques used for detection and mitigation.
Step 4: Defense context: The document should explain the security issue to help answer
research questions, including its nature, potential consequences, and challenges in
addressing it.
Step 5: Security measures: The application of diverse security measures to alleviate
several types of ransomware attacks.
Step 6: Data Recovery: Specifics on data collection, measurement, and reporting must
be provided to assess accuracy.

2.5 Data Extraction

The data completeness and accuracy of articles were assessed by extracting data from
quality-approved papers. The technique was tested on a preliminary investigation before
being applied to the full set of research. Data was categorized and entered into a
spreadsheet using the following categories.

Context Data: Information involving the study’s performed objectives.

Qualitative Data: The author’s findings and opinions.

Quantitative Data: Information collected through tests and research has been used in
the study.

2.6 Meaningful Keywords Count

A keyword analysis was conducted on all 38 studies to identify the common themes
among the selected primary research. The frequency of various words used across all
studieswas compiled and presented inTable 3.As observed in the table, “MachineLearn-
ing” is the thirdmost frequent term in the dataset, following “ransomware” and “Trojan,”
and preceded only by the author’s chosen keywords “ransomware” and “security”.
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Table 3. Keywords count from primary studies.

Keywords Count

Ransomware 2451

Trojan 1752

Security 1664

Machine learning 1356

Information 853

Cybersecurity 334

Deep learning 675

Software 1320

Privacy 598

Attacks 486

Malware 475

3 Findings

Table 4 summarizes relevant qualitative and quantitative data extracted from the main
research papers. Each primary study had a specific objective or theme related to previous
research on ransomware attacks, which is also indicated in the table.

Table 4. Finding of the primary studies

PS Key Qualitative Type of research

[26] The article covers the methodology and threats of Petya ransomware, as well
as strategies for awareness and mitigation

effects

[27] Healthcare companies can improve system defense through user-focused
tactics like simulation and training on proper computer and network
application usage [19]

Mitigation

[25] The paper covers the impact of ransomware attacks on cloud service users and
providers and proposes mitigating tactics.[28]

[29] To provide the decryption key for encrypted user data, hackers often demand a
ransom or payment, typically in the form of digital currencies

[19] The paper stresses the importance of a written information security program
mandated by Massachusetts law or other security frameworks

security

[30] Memory forensics was conducted on volatile memory dumps of virtual
machines using the Volatility framework for analysis

Detection

[9] The report introduces Net Converse, a machine learning study for detecting
ransomware network traffic reliably

[18] The article proposes DNA act-Ran, a digital DNA sequencing engine that uses
machine learning to detect ransomware, utilizing frequency vectors and
design limitations for digital sequencing
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3.1 RQ1: What Are the Current State-of-the-Art Techniques and Tools Used
for Detecting Ransomware?

Ransomware detection techniques include behavioral analysis, signature-based detec-
tion, and machine learning. Popular tools include antivirus software, specialized ran-
somware detection tools, and managed detection and response services [32]. A combi-
nation of these techniques and tools can help detect and protect systems from ransomware
attacks.

• Signature-based detection: Signature-based detection compares known malware
signatures to identify malware (Malwarebytes)

• Heuristic-based detection: Heuristic-based detection analyzes the behavior of files or
processes to detect malware. This can be more effect in detecting new or unknown
ransomware

• Machine learning-based detection: Machine learning-based detection uses machine
learning models to identify ransomware based on its behavior or characteristics, it
may not be able to detect very new ransomware (Crowed strike falcon)

• Behavioral analysis: Behavioral analysis monitors process behavior to identify sus-
picious activity that may indicate the presence of ransomware, may generate false
positive (McAfee)

• Network traffic analysis: Network traffic analysis examines network traffic to identify
suspicious activity that may indicate the presence of ransomware

• Sandboxing: Sandboxing runs files or processes in a controlled environment to
observe their behavior and identify ransomware

3.2 RQ2: How Effective Are Existing Mitigation Strategies in Preventing
Ransomware Attacks and Their Associated Damages?

Mitigation strategies such as regular data backups, patch management, user education,
and antivirus software can be effective in preventing ransomware attacks and their dam-
ages. However, their effectiveness depends on proper implementation and maintenance

Table 5. Mitigation Strategy

Mitigation Strategy Effectiveness

Regular Data Backups High

User Education and Awareness High

Multi-factor Authentication High

Network Segmentation High

Vulnerability Patching High

Endpoint Protection Software Moderate

Intrusion Detection and Prevention Systems Moderate

Security Information and Event Management (SIEM) Moderate

Email Filtering and Spam Detection Moderate

Encryption Low

Incident Response Planning Low
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[33]. Organizations and individuals should prioritize these strategies to minimize the
risk of ransomware attacks illustrated in Tables 5 and 6.

Table 6. Ransomware Tactic techniques

Tactic/Technique Description Possible Mitigations

Phishing Emails Social engineering tricks users
into clicking malicious links or
opening infected attachments

User education and
awareness, email filtering
and spam detection,
multi-factor authentication

Exploit Kits Attackers use software
vulnerabilities to gain access to
systems or networks

Regular vulnerability
patching, network
segmentation; intrusion
detection and prevention
systems [27, 35]

Remote Desktop Protocol
(RDP) Attacks

Attackers use brute-force
methods to gain access to RDP
connections [34]

Secure RDP access with
strong passwords, MFA, IP
whitelisting

Fileless Attacks Fileless techniques evade
detection and analysis, execute
code sans disk [26]

Endpoint detection and
response tools, intrusion
detection and prevention
systems, regular system
auditing

Supply Chain Attacks Attackers target third-party
software providers to gain
access to systems and networks
[36]

Vendor risk management,
regular patching and
updates, network
segmentation

Zero-Day Exploits Attackers exploit unknown
software vulnerabilities to
access systems/networks [37]

Ensure security with
scanning, IDS/IPS, and
network segmentation

3.3 What Are the Most Common Tactics and Techniques Used by Ransomware
Attackers and How Can These Be Thwarted?

Ransomware attackers commonly use social engineering, phishing, and software vulner-
abilities to gain access to systems and demand payment [30]. To thwart these attacks, user
education, software patching, data backups, network segmentation, and access controls
can help prevent these attacks and limit their impact.

4 Mitigation and Prevention Techniques of Ransomware

Preventing ransomware is crucial to protect against its damaging effects on individuals
and corporations. In case of infection, data recovery can be challenging and may require
the help of a trusted specialist. Pre-encryption mitigation refers to the security measures
taken before the encryption process to minimize the risk of security breaches.
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• Implementing strict access policies, network segmentation, regular software, and
hardware updates, password management and employee training and awareness

• Quarantine suspicious emails, inspect attachments in malware sandbox
• To identify unknown ransomware at pre-encryption stage
• During detection of ransomware, false positives, and false negatives high
• To prevent execution of exploits in a user’s system
• Hibernate system to interrupt encryption and recover file encryption key
• To block ransomware when ransomware starts encryption, it is recommended

Fig. 5. Ransomware attack life cycle [32]

5 Recommendations

Ransomware is a major cybersecurity threat, with limitations in current prevention and
detection methods. Improved prediction techniques are necessary to identify future
attacks, along with cyber profiling and transaction tracing to track ransom payments
and attackers. Despite significant research efforts, finding a long-term solution to pre-
encryption of ransomware remains a critical challenge due to its dynamic nature. Orga-
nizations can minimize the risk of security breaches and protect sensitive information
from unauthorized access, which can help them avoid costly security incidents and
reputational damage (Fig. 5 and 6).

The ransomware mitigation paradigm focuses on defining parameters for the pre-
encryption phase of the lifecycle, allowing the model to respond before sabotage occurs.
This allocation prevents premature cutoff issues and allows for sufficient data collection.
A temporally correlated pre-encryption description technique, based on the IRP-API,
links resources to cryptography-related APIs. This API separates the pre-encryption
phase and encryption phase for user-related files. Machine learning algorithms are
applied to forecast ransomware or benign attacks, using pre-encryption border entries
to identify ransomware instances [38].
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Fig. 6. Ransomware pre-encryption attack mitigation model

6 Conclusion

This paper discusses the emerging cyber-threat of ransomware and its monetary impact
on organizations. It analyzes various securitymeasures and proposes amodel for preven-
tive measures to avoid pre-encryption attacks. Tools like endpoint protection solutions,
intrusion detection systems, and advanced threat detection technologies can help orga-
nizations detect and prevent ransomware attacks. Utilizing these tools enhances defense
strategy effectiveness. In the future ransomware can be detected at early stage and also
pre-encryption can be implemented with machine learning algorithm to reduce false
positive and false negative rates, also can be improved using heuristic based to detect
new and unknown ransomware.

Acknowledgement. This research work was supported by the Universiti Technologi
PETRONAS, Malaysia STIRF Research Grant Project (Cost Centre No. 015LA0-036).

References

1. Kamil, S., Siti Norul, H.S.A., Firdaus, A., Usman, O.L.: The rise of ransomware: a review of
attacks, detection techniques, and future challenges. In: 2022 Int. Conf. Bus. Anal. Technol.
Secur. ICBATS 2022 (2022). https://doi.org/10.1109/ICBATS54253.2022.9759000

2. Yazdinejad,A., Parizi, R.M.,Dehghantanha,A., Zhang,Q.,Choo,K.K.R.:An energy-efficient
SDN controller architecture for IoT networks with blockchain-based security. IEEE Trans.
Serv. Comput.Comput. 13(4), 625–638 (2020). https://doi.org/10.1109/TSC.2020.2966970

3. Ekta, Bansal, U.: A review on ransomware attack. In: ICSCCC 2021 - Int. Conf. Secur. Cyber
Comput. Commun., pp. 221–226 (2021). https://doi.org/10.1109/ICSCCC51823.2021.947
8148

4. Sittig, D.F., Singh, H.: A socio-technical approach to preventing, mitigating, and recovering
fromRansomware attacks. Appl. Clin. Inform. 7(2), 624–632 (2016). https://doi.org/10.4338/
ACI-2016-04-SOA-0064

5. Monika, P.Z., Lindskog, D.: Experimental analysis of ransomware on windows and android
platforms: evolution and characterization. Procedia Comput. Sci. 94, 465–472 (2016). https://
doi.org/10.1016/j.procs.2016.08.072

6. Yazdinejad, A., Parizi, R.M., Dehghantanha, A., Choo, K.K.R.: P4-to-blockchain: a secure
blockchain-enabled packet parser for software defined networking. Comput. Secur.. Secur.
88, 101629 (2020). https://doi.org/10.1016/j.cose.2019.101629

https://doi.org/10.1109/ICBATS54253.2022.9759000
https://doi.org/10.1109/TSC.2020.2966970
https://doi.org/10.1109/ICSCCC51823.2021.9478148
https://doi.org/10.4338/ACI-2016-04-SOA-0064
https://doi.org/10.1016/j.procs.2016.08.072
https://doi.org/10.1016/j.cose.2019.101629


94 M. u. Rehman et al.

7. Zimba, A.: Malware-free intrusion: a novel approach to ransomware infection vectors. Int.
J. Comput. Sci. Inf. Secur. 15(2), 317–325 (2017). https://search.proquest.com/docview/
1879494467?accountid=15977%5Cnhttp://su3pq4eq3l.search.serialssolution.com?ctx_ver=
Z39.882004&ctx_enc=info:ofi/enc:UTF8&rfr_id=info:sid/ProQ%3Acriminaljusticeperiodi
cals&rft_val_fmt=info:ofi/fmt:kev:mtx:journal&rft.ge

8. Zimba, A., Wang, Z., Chen, H.: Multi-stage crypto ransomware attacks: a new emerging
cyber threat to critical infrastructure and industrial control systems. ICT Express 4(1), 14–18
(2018). https://doi.org/10.1016/j.icte.2017.12.007

9. Cohen, A., Nissim, N.: Trusted detection of ransomware in a private cloud using machine
learning methods leveraging meta-features from volatile memory. Expert Syst. Appl. 102,
158–178 (2018). https://doi.org/10.1016/j.eswa.2018.02.039

10. Reshmi, T.R.: Information security breaches due to ransomware attacks - a systematic litera-
ture review. Int. J. Inf. Manage. Data Insights 1(2). Elsevier Ltd, Nov. 01, 2021. doi: https://
doi.org/10.1016/j.jjimei.2021.100013

11. Maigida, A.M., Abdulhamid, S.M., Olalere, M., Alhassan, J.K., Chiroma, H., Dada, E.G.:
Systematic literature review andmetadata analysis of ransomware attacks and detectionmech-
anisms. J.Reliab. Intell. Environ.5(2), 67–89 (2019). https://doi.org/10.1007/s40860-019-000
80-3

12. Alenezi, M.N., Alabdulrazzaq, H., Alshaher, A.A., Alkharang, M.M.: Evolution of malware
threats and techniques: a review. Int. J. Commun. Networks Inf. Secur. 12(3), 326–337 (2020).
https://doi.org/10.17762/ijcnis.v12i3.4723

13. Yazdinejad, A., Dehghantanha, A., Parizi, R.M., Hammoudeh, M., Karimipour, H., Srivas-
tava, G.: Block hunter: federated learning for cyber threat hunting in blockchain-based IIoT
networks. IEEE Trans. Ind. Informatics 18(11), 8356–8366 (2022). https://doi.org/10.1109/
TII.2022.3168011

14. Abdullahi, M., Ngadi, M.A., Abdulhamid, S.M.: Symbiotic Organism Search optimization
based task scheduling in cloud computing environment. Futur. Gener. Comput. Syst.. Gener.
Comput. Syst. 56, 640–650 (2016). https://doi.org/10.1016/j.future.2015.08.006

15. Urooj, U., Al-Rimy, B.A.S., Zainal, A., Ghaleb, F.A., Rassam, M.A.: Ransomware Detection
using the dynamic analysis and machine learning: a survey and research directions. Appl. Sci.
12(1) (2022). https://doi.org/10.3390/app12010172

16. Nadir, I., Bakhshi, T.: Contemporary cybercrime: a taxonomy of ransomware threats & mit-
igation techniques. In: 2018 Int. Conf. Comput. Math. Eng. Technol. Inven. Innov. Integr.
Socioecon. Dev. iCoMET 2018 - Proc., vol. 2018-January, no. February, pp. 1–7 (2018).
https://doi.org/10.1109/ICOMET.2018.8346329

17. Jegede, A., Fadele, A., Onoja, M., Aimufua, G., Mazadu, I.J.: Trends and future directions
in automated ransomware detection. J. Comput. Soc. Informatics 1(2), 17–41 (2022). https://
doi.org/10.33736/jcsi.4932.2022

18. Khan, F., Ncube, C., Ramasamy, L.K., Kadry, S., Nam, Y.: A digital DNA sequencing engine
for ransomware detection using machine learning. IEEE Access 8, 119710–119719 (2020).
https://doi.org/10.1109/ACCESS.2020.3003785

19. Naidu, P.S., Kharat, R.: Security in Computing and Communications, vol. 625 (2016). https://
doi.org/10.1007/978-981-10-2738-3

20. Turner, A.B., McCombie, S., Uhlmann, A.J.: Discerning payment patterns in Bitcoin from
ransomware attacks. J. Money Laund. Control 23(3), 545–589 (2020). https://doi.org/10.
1108/JMLC-02-2020-0012

21. Alhawi, O.M.K., Baldwin, J., Dehghantanha, A.: Leveraging machine learning techniques
for windows ransomware network traffic detection. In: Advances in Information Security,
vol. 70, Springer New York LLC, pp. 93–106 (2018). https://doi.org/10.1007/978-3-319-739
51-9_5

https://doi.org/10.1016/j.icte.2017.12.007
https://doi.org/10.1016/j.eswa.2018.02.039
https://doi.org/10.1016/j.jjimei.2021.100013
https://doi.org/10.1007/s40860-019-00080-3
https://doi.org/10.17762/ijcnis.v12i3.4723
https://doi.org/10.1109/TII.2022.3168011
https://doi.org/10.1016/j.future.2015.08.006
https://doi.org/10.3390/app12010172
https://doi.org/10.1109/ICOMET.2018.8346329
https://doi.org/10.33736/jcsi.4932.2022
https://doi.org/10.1109/ACCESS.2020.3003785
https://doi.org/10.1007/978-981-10-2738-3
https://doi.org/10.1108/JMLC-02-2020-0012
https://doi.org/10.1007/978-3-319-73951-9_5


A Systematic Literature Review of Ransomware Detection Methods 95

22. Humayun, M., Jhanjhi, N.Z., Alsayat, A., Ponnusamy, V.: Internet of things and ransomware:
evolution, mitigation and prevention. Egypt. Informatics J. 22(1), 105–117 (2021). https://
doi.org/10.1016/j.eij.2020.05.003

23. Sajjan, R.S., Ghorpade, V.R.: Ransomware attacks: Radical menace for cloud computing.
In: Proc. 2017 Int. Conf. Wirel. Commun. Signal Process. Networking, WiSPNET 2017,
vol. 2018-January, no. May 2005, pp. 1640–1646 (2018). https://doi.org/10.1109/WiSPNET.
2017.8300039

24. Azzedin, F., Suwad, H., Rahman, M.M.: An asset-based approach to mitigate zero-day ran-
somware attacks. Comput.Mater. Contin. 73(2), 3003–3020 (2022). https://doi.org/10.32604/
cmc.2022.028646

25. Yeboah-ofori, A.: Mitigating Cybercrimes in An Evolving Organizational Landscape (2022)
26. Aslan,O., Samet,R.:A comprehensive reviewonmalware detection approaches. IEEEAccess

8, 6249–6271 (2020). https://doi.org/10.1109/ACCESS.2019.2963724
27. Akhtar, M.S., Feng, T.: Malware analysis and detection using machine learning algorithms.

Symmetry 14(11) (2022). https://doi.org/10.3390/sym14112304
28. S. Sundaram, IEEE Computational Intelligence Society, and Institute of Electrical and Elec-

tronics Engineers, Proceedings of the 2018 IEEE Symposium Series on Computational
Intelligence (SSCI 2018) : 18–21 November 2018, Bengaluru

29. Naeem, M.R., et al.: A malware detection scheme via smart memory forensics for windows
devices. Mob. Inf. Syst. 2022, 2022, doi: https://doi.org/10.1155/2022/9156514

30. Kapoor, A., Gupta, A., Gupta, R., Tanwar, S., Sharma, G., Davidson, I.E.: Ransomware
detection, avoidance, and mitigation scheme: a review and future directions. Sustain. 14(1),
1–24 (2022). https://doi.org/10.3390/su14010008

31. Al-rimy, B.A.S.,Maarof,M.A., Shaid, S.Z.M.: Ransomware threat success factors, taxonomy,
and countermeasures: a survey and research directions. Comput. Secur.. Secur. 74, 144–166
(2018). https://doi.org/10.1016/j.cose.2018.01.001

32. Maurya, A.K., Kumar, N., Agrawal, A., Khan, R.A.: Ransomware evolution, target and safety
measures. Int. J. Comput. Sci. Eng.Comput. Sci. Eng. 6(1), 80–85 (2018). https://doi.org/10.
26438/ijcse/v6i1.8085

33. Maimó, L.F., Celdrán, A.H., Perales Gómez, Á.L., García Clemente, F.J., Weimer, J., Lee,
I.: Intelligent and dynamic ransomware spread detection and mitigation in integrated clinical
environments. Sensors 19(5), 1–31 (2019). https://doi.org/10.3390/s19051114

34. Yazdinejad, A., Bohlooli, A., Jamshidi, K.: Performance improvement and hardware imple-
mentation of Open Flow switch using FPGA. In: 2019 IEEE 5th Conf. Knowl. Based Eng.
Innov. KBEI 2019, no. February, pp. 515–520 (2019). doi: https://doi.org/10.1109/KBEI.
2019.8734914

35. Subedi, K.P., Budhathoki, D.R., Dasgupta, D.: Forensic analysis of ransomware families
using static and dynamic analysis. In: Proc. - 2018 IEEE Symp. Secur. Priv. Work. SPW
2018, pp. 180–185 (2018). https://doi.org/10.1109/SPW.2018.00033

36. Beaman, C., Barkworth, A., Akande, T.D., Hakak, S., Khan, M.K.: Ransomware: Recent
advances, analysis, challenges and future research directions. Comput. Secur. 111, December
2021. https://doi.org/10.1016/j.cose.2021.102490

37. I. PES Institute of Technology (Bangalore, IEEE Communications Society, IEEE Photonics
Society. Bangalore Chapter, IEEE Robotics and Automation Society. Bangalore Chapter, and
Institute of Electrical and Electronics Engineers, 2018 International Conference on Advances
in Computing, Communications and Informatics (ICACCI), 19–22 Sept. 2018

38. Alqahtani, A., Gazzan, M., Sheldon, F.T.: A proposed Crypto-Ransomware Early Detection
(CRED) model using an integrated deep learning and vector space model approach. In: 2020
10thAnnual Computing andCommunicationWorkshop andConference (CCWC), LasVegas,
NV, USA, 2020, pp. 0275–0279. https://doi.org/10.1109/CCWC47524.2020.9031182

https://doi.org/10.1016/j.eij.2020.05.003
https://doi.org/10.1109/WiSPNET.2017.8300039
https://doi.org/10.32604/cmc.2022.028646
https://doi.org/10.1109/ACCESS.2019.2963724
https://doi.org/10.3390/sym14112304
https://doi.org/10.1155/2022/9156514
https://doi.org/10.3390/su14010008
https://doi.org/10.1016/j.cose.2018.01.001
https://doi.org/10.26438/ijcse/v6i1.8085
https://doi.org/10.3390/s19051114
https://doi.org/10.1109/KBEI.2019.8734914
https://doi.org/10.1109/SPW.2018.00033
https://doi.org/10.1016/j.cose.2021.102490
https://doi.org/10.1109/CCWC47524.2020.9031182


A Systematic Literature Review of Intrusion
Detection System in Network Security

Guntoro Guntoro1,2(B) and Mohd. Nizam Bin Omar1

1 University Utara Malaysia, 06010 Sintok, Kedah, Malaysia
guntoro_g@ahsg.uum.edu.my

2 Universitas Lancang Kuning, Pekanbaru, Indonesia

Abstract. In the rapidly evolving information technology landscape, network
attacks are becoming more sophisticated and pose significant threats. Intrusion
Detection Systems (IDS) have emerged as crucial tools for mitigating network
security risks. Despite the vast amount of research on IDS methods, there still
remains a gap in comprehensive literature reviews that cover recent developments
in techniques, datasets, and tools. This study conducted a comprehensive system-
atic literature review to address this gap, analyzing 67 selected articles. The review
covered various aspects, including IDS research domains, techniques/methods,
datasets, and simulators. By synthesizing the findings, the study provides valu-
able insights into the current state of IDS research and identifies future challenges
and unexplored areas. This review sheds light on the strengths and limitations of
existing IDS techniques and datasets, offering researchers and practitioners a holis-
tic understanding of the field. The identified research gaps and unexplored topics
will guide future research endeavors, leading to advancements in IDS techniques
and bolstering network security.

Keywords: Intrusion Detection System · IDS · Network Security · Systematic
Literature Review

1 Introduction

The advancement of computer technology continues in the modern era, providing net-
work technology and the Internet of Things (IoT) for everyday use Kalimuthan and
Arokia Renjit [1]. Indeed, this has led to the storage of vast amounts of personal, com-
mercial, military, and government information through network infrastructure. As a
result, security has become a major concern.

Information technology security is a crucial issue, and extensive research has been
conducted on intrusion detection [2]. To enhance the performance of Intrusion Detection
Systems (IDS), various techniques have been employed, both using machine learning
methods [3] and deep learning approach [4, 5]. In addition to improving individual
methods, another approach is to utilize ensemble learning techniques [6]. A network
system can be disrupted by a variety of attacks, which are classified into two types:
passive and aggressive attacks[7]. Intrusion Detection Systems (IDS) are considered
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the most efficient systems for detecting intrusions and protecting computer networks.
Intrusion Detection Systems (IDS) are software applications that monitor computer
networks for malicious activities such as information theft, tampering, or disrupting
network protocols [8].

In recent years, several datasets and intrusion detection techniques have been avail-
able for building IDS. These datasets are divided into two categories: public datasets and
private datasets. Some public datasets that can be used for testing IDS include KDD’99
[9], NSL-KDD [9] and CICIDS2017 [10].Meanwhile, some private datasets used in IDS
include In-vehicle network [11], Bot-IoT [12], ToN-IoT [12], and Virus Total [13]. Sev-
eral techniques that can be implemented in intrusion detection systems include machine
learning and deep learning.

Some machine learning methods that have been applied in IDS include Support
Vector Machine (SVM) [14], Random Forest [15], Ensemble (Decision Tree + Ran-
dom Forest) [16], and C5.0 [17]. Meanwhile, the most popular deep learning methods
used in IDS are Convolutional Neural Network (CNN) [18] and Deep Neural Network
(DNN) Vinayakumar et al. (2019) [19] Based on previous research, several studies can
be conducted related to IDS:

• Researchers can determine which datasets are utilized most frequently due to the vast
array of dataset categories available for IDS.

• Many IDS employ various intrusion detection methods; thus, understanding the
techniques most commonly used by researchers currently is crucial.

• Several strategies have been implemented in Intrusion Detection Systems (IDS), but
not all consistently identify intrusions with high accuracy.

• Many IDS use a range of simulators and programming languages; hence, it’s vital to
grasp the programming languages most often used by researchers.

As a result, this study aims to perform a Systematic Literature Review (SLR) to
identify and assess trends in IDS research approaches, datasets, and methodologies
from January 2019 through March 2023. The article is divided into five parts. Section 1
is an introduction, Sect. 2 is a review of relevant literature, Sect. 3 is the methodology,
Sect. 4 is the study results, and Sect. 5 is a conclusion with recommendations for future
research.

2 Related Work

There is a vast body of literature covering various aspects of intrusion detection. This
section will present relevant existing works and compare them to our study. In a
study [20], the researchers used the firefly optimization algorithm. This algorithm was
employed to eliminate irrelevant features and reduce the dimensionality of the data,
thereby improving the classification time. Additionally, SVM was used to evaluate the
results obtained from the generated features. The proposedmethod achieved an accuracy
of 78.89%.

According to [21], the researchers identified the necessary features in developing
an intrusion detection model to achieve maximum accuracy. The model employed an
ensemble approach, utilizing feature selection through the Chi-square method and an
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ensemble-based intrusion detectionmodel consisting of SupportVectorMachine (SVM),
modifiedNaive Bayes (MNB), and LPBoost. The experimental results demonstrated that
normal, DoS, and R2L attacks were detected with an accuracy of 99%, probe attacks
with 98%, and U2R attacks with 100% accuracy.

[22] reported that an IDS based on Information Gain and Multi-layer Perceptron
Artificial Neural Network was developed. The research selected 30 attributes from
the UNSW-NB15 dataset. The experimental results showed an accuracy of 76.96%
and a Matthews Correlation Coefficient (MCC) of 0.57. These results indicate that the
developed technique can be used for real-time IDS.

Based on the mentioned studies, it can be concluded that each research has different
approaches andmethods for developing intrusion detectionmodels. Each study achieved
varying levels of accuracy, [21] obtaining the highest accuracy. Therefore, our study will
compare and evaluate existing approaches and methods to develop a more optimal and
accurate IDS model.

3 Methodology

3.1 Method of Reviewing

A Systematic Literature Review (SLR) on IDS utilizes a well-known literature review
methodology known as a Systematic Literature Review, following the original guidelines
proposed [23]. The Systematic Literature Review (SLR) process is divided into three pri-
mary phases: planning, execution, and reporting. These phases ensure a comprehensive
and structured review of the literature related to IDS.

3.2 Research Questions

The primary aim of this study is to examine the new and developing subjects and patterns
in scientific research within the broader field of Intrusion Detection Systems in Network
Security [24]. Questions are essential to research. Table 1 answers this literature review’s
research questions.

3.3 Search Strategy

• Search Term and Literature Resource
There are stages involved in constructing the search terms for this study [23]. The

search string used is as follows: ((“Title”:“IntrusionDetection System”OR “IDS”OR
“Intrusion Detection” and “Network Security”) AND “Abstract”:“Intrusion Detec-
tion System” OR “IDS” OR “Intrusion Detection” and “Network Security”). This
study utilized four electronic databases to search for primary study sources, namely:
IEEE Xplore (ieeexplore.ieee.org), ScienceDirect (sciencedirect.com), Springer
(springerlink.com), and Google Scholar (scholar.google.com).

• Search Process
The literature collection procedure yielded a total of 20,561 documents. After

filtering based on full-text evaluation, only 67 relevant articles addressing IDS-related
issues were identified. Figure 1 depicts the entire search and selection procedure.
Table 1 provides a comprehensive listing of the selected studies included in this SLR.
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Table 1. Research Questions

Number Questions Motivations

RQ1 What is the IDS research domain? IDS research domain identification

RQ2 What is the technique used in IDS? Identify the techniques used in IDS

RQ3 What is the dataset used in IDS? Identification of datasets used in IDS

RQ4 What is the method used in IDS
research?

Identification of the methods used in IDS
research

RQ5 What is the method that is often
used in IDS?

Identify methods that are often used in IDS

RQ6 Is the simulator or programming
language used?

Identify the simulator or programming
language used

Fig. 1. Paper Selection Process
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3.4 Study Selection

Specific inclusion and exclusion criteria are used to select the primary studies [25]. The
inclusion criteria are as follows: 1) articles must be published in journals. 2) articles are
selected based on the journal’s impact factor, limited to Q1-Q3. 3) papers on the subject
of IDS primarily compare algorithms or techniques. On the other hand, the exclusion
criteria are as follows: 1) Research not written in English. 2) Literature review studies.
3) Studies without substantial IDS validation. 4) Research addressing intrusion methods
and datasets unrelated to IDS contexts. 5) Studies not centered on relevant subjects.

3.5 Data Extraction

To address the research questions, data collection from primary studies is necessary.
Following that, we will perform data extraction using the collected data. We will extract
the IDS research area (to address RQ1), IDS techniques (to address RQ2), IDS datasets
(to address RQ3), IDS methodologies (to address RQ3, RQ4, RQ5), and IDS simulators
(to address RQ6).

3.6 Study Quality Assessment and Data Synthesis

Assessing the quality of studies is essential to enhance the understanding of synthe-
sized findings and solidify conclusions. The primary aim of data synthesis is to provide
comprehensive responses to all research inquiries. This data is organized based on the
research question. It is then visualized using pie charts, bar graphs, and tables.

3.7 Threat Validation

There is a potential threat to this review’s reliability. This occurs because the paper
search solely entails manually reviewing the titles of all journal articles. Therefore,
specific papers might have yet to undergo comprehensive screening for inclusion in this
study.

4 Research Result

RQ1: IDS Research Domain
Table 2 presents the research domains of IDS are presented based on the literature review
of 67 primary studies.

RQ3: IDS Datasets
A review of 67 primary studies identified 5 private and 100 public datasets. This indicates
that 93% of the datasets are public, with only 7% are private. Table 3 illustrates the
distribution of public and private IDS datasets between January 2019 and March 2023.

RQ4: Method Used in IDS
Twenty-seven classification algorithms are among the top IDS approaches based on
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Table 2. Number of Papers by Domain in Intrusion Detection Methods

Domain Number

Internet 57

Internet of Things (IoT) 6

Real Vehicle 1

Wireless Mesh Network 1

Wireless IDS 1

Table 3. The datasets used in papers

Dataset Count

NSL-KDD 33

UNSW-NB15 25

KDD CUP99 19

CIC-IDS 2017 11

ISCX2012 4

CICDDoS2019 2

CSE-CIC-IDS 2018 2

ADFA-LD 1

AWID 1

Bot-IoT 1

CIDDS-001 1

Kyoto 1

Real Vehicle 1

ToN-IoT 1

VirusTotal 1

WSN-DS 1

primary investigations from January 2019 to March 2023. The number of studies per
approach is as follows: SVM = 16, RF = 13, DT = 8, ANN = 6, LR = 5, BPNN =
5, KNN = 5, Auto-Encoder = 4, MLP = 3, NB = 3, CNN = 2, DNN = 2, etc. With
16 research studies, SVM is the most popular algorithm. Figure 2 displays the count of
studies for each IDS algorithm.

RQ5: Most Used Methods in IDS
Based on Fig. 3, one can observe that the most frequently used methods in IDS are
Support Vector Machine (SVM) (27%), Random Forest (RF) (22%), Decision Tree
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Fig. 2. Methods Used in IDS

(DT) (14%),Artificial NeuralNetwork (ANN) (10%),K-Nearest Neighbor (KNN) (9%),
Backpropagation Neural Network (BPNN) (9%), and Logistic Regression (9%).

Fig. 3. Most Used Methods

RQ6: Is the Simulator or Programming Language Used?
The most popular simulators or programming languages between January 2019 and
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March 2023, as indicated by the selected primary research, include Python (20), Matlab
(20), Weka (4), Sucirata (1), Rapidminer (1), C# (1), and Java (1). This information is
depicted in Fig. 4.

Fig. 4. Simulators Used

5 Conclusion

A literature review is required to find the most recent trends in the approaches, methods,
and datasets used by IDS researchers. A survey of articles published in various major
journals between January 2019 and March 2023 revealed 67 articles discussing IDS
research. This study of the literature utilized a Systematic Literature Review (SLR).

Based on the conducted literature review, the research domain of IDS still pre-
dominantly focuses on the general internet. However, some IDS studies have begun to
specifically target the field of IoT. Regarding the datasets used, the review found that
93% of the datasets were public, while only 7% were private.

Frequently used methods in IDS include Support Vector Machine (SVM) (27%),
Random Forest (RF) (22%), Decision Tree (DT) (14%), Artificial Neural Network
(ANN) (10%), K-Nearest Neighbor (KNN) (9%), Backpropagation Neural Network
(BPNN) (9%), and Logistic Regression (9%). Regarding the commonly used simulators
or programming languages, they include Python (20), Matlab (20), Weka (4), Sucirata
(1), Rapidminer (1), C# (1), and Java (1).

Many researchers have developed methodologies and methods for reducing IDS
datasets’ characteristics to lower computational complexity. Furthermore, machine
learning classification is commonly employed in IDS to enhance accuracy. Specifically,
the combination ofmultiplemachine learningmethods, such as boosting, bagging, stack-
ing, and others, has been utilized. Therefore, future work can explore feature selection
combination methods to address the dimensionality issues in IDS datasets and employ
classification methods to improve accuracy in intrusion detection (Table 4).



104 G. Guntoro and M. N. B. Omar

Table 4. The List of IDS Primary Studies

No Ref Year Dataset

1 (Lee and Park 2019) 2019 CICIDS 2017

2 (Gurung et al. 2019) 2019 NSL-KDD

3 (Vinayakumar et al. 2019) 2019 KDD CUP99, NSL-KDD, UNSW-NB15,
Kyoto, WSN-DS, CICIDS2017

4 (Ghanem and Jantan 2020) 2019 KDD CUP99, ISCX2012, NSL-KDD,
UNSW-NB15

5 (Duan et al. 2019) 2019 NSL-KDD

6 (Binbusayyis and Vaiyapuri 2019) 2019 KDD CUP99, NSL-KDD, UNSW-NB15,
CICIDS2017

7 (Gu et al. 2019) 2019 NLS-KDD

8 (Iqbal and Aftab 2019) 2019 KDD CUP99

9 (Al-Yaseen 2019) 2019 NSL-KDD

10 (Thaseen et al. 2019) 2019 NSL-KDD

11 (Mazini et al. 2019) 2019 NSL-KDD, ISCXIDS2012

12 (Mousavi et al. 2019) 2019 KDD CUP99

13 (Mohammadi et al. 2019) 2019 KDD CUP99

14 (Vijayanand and Devaraj 2020) 2020 CICIDS2017, ADFA-LD

15 (Li et al. 2020) 2020 CSE-CIC-IDS 2018

16 (Almomani 2020) 2020 UNSW-NB15

17 (Kunhare et al. 2020) 2020 NSL-KDD

18 (Kasongo and Sun 2020a) 2020 UNSW-NB15

19 (Almiani et al. 2020) 2020 NSL-KDD

20 (Devan and Khare 2020) 2020 NSL-KDD

21 (Sumaiya Thaseen et al. 2021) 2020 NSL-KDD, UNSW-NB15

22 (Chkirbene et al. 2020) 2020 NSL-KDD, UNSW-NB15

23 (Alzubi et al. 2020) 2020 NSL-KDD

24 (Song et al. 2020b) 2020 Real Vehicle

25 (Binbusayyis and Vaiyapuri 2020) 2020 NSL-KDD, UNSW-NB15

26 (Kasongo and Sun 2020b) 2020 UNSW-NB15

27 (Zhou et al. 2020) 2020 NSL-KDD, AWID, CIC-IDS2017

28 (Chen et al. 2020) 2020 UNSW-NB15, KDD CUP99

29 (Mebawondu et al. 2020) 2020 UNSW-NB15

30 (Maniriho et al. 2020) 2020 NSL-KDD, UNSW-NB15

(continued)
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Table 4. (continued)

No Ref Year Dataset

31 (Bhati and Rai 2019) 2020 NSL-KDD

32 (Meira et al. 2020) 2020 NSL-KDD, ISCXIDS2012

33 (Alamiedy et al. 2020) 2020 NSL-KDD

34 (Velliangiri 2020) 2020 KDD CUP99

35 (Ali et al. 2020) 2020 KDD CUP99

36 (Albahar et al. 2020) 2020 NSL-KDD, CIC-IDS-2017, UNSW-NB15

37 (Pawlicki et al. 2020) 2020 CIC-IDS2017

38 (Alzahrani et al. 2020) 2020 NSL-KDD

39 (Alazzam et al. 2020) 2021 KDD CUP99, NSL-KDD, UNSW-NB15

40 (Dwivedi et al. 2021) 2021 NSL-KDD, KDD CUP99

41 (Ajdani and Ghaffary 2021b) 2021 UNSW-NB15, KDD CUP99

42 (Ajdani and Ghaffary 2021a) 2021 Virus Total

43 (Lu et al. 2021) 2021 KDD CUP99, UNSW-NB15

44 (Almiani et al. 2021) 2021 CICDDoS2019

45 (Sekhar et al. 2021) 2021 NSL_KDD, UNSW-NB15

46 (Al-Daweri et al. 2021) 2021 KDD CUP99, UNSW-NB15

47 (Mighan and Kahani 2021) 2021 UNSW-NB15, UNB-ISCX 2012, CICIDS
2017

48 (Kshirsagar and Kumar 2021) 2021 UNSW-NB15

49 (Abdulrahman and Ibrahem 2021) 2021 CIC-IDS2017

50 (Anitha and Kaarthick 2021) 2021 KDD CUP99

51 (Farzadnia et al. 2021) 2021 UNSW-NB15

52 (Aziz and Ahmad 2021) 2021 NSL-KDD, UNSW-NB15

53 (Sharma and Yadav 2021) 2021 KDD CUP99

54 (Ajdani et al. 2022) 2022 VirusTotal

55 (Al-Yaseen et al. 2022) 2022 NSL-KDD

56 (Aziz and Alfoudi 2022) 2022 NSL-KDD

57 (Bhuvaneshwari et al. 2022) 2022 NSL-KDD

58 (Wu et al. 2022) 2022 NSL-KDD

59 (Almotiri 2022) 2022 CICDDoS2019

60 (Pranto et al. 2022) 2022 NSL-KDD

61 (Kurniabudi et al. 2022) 2022 CICIDS-2017

62 (Dwivedi et al. 2022) 2022 KDD CUP99, CIC-IDS 2017

(continued)
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Table 4. (continued)

No Ref Year Dataset

63 (Farooq 2022) 2022 KDD CUP99

64 (Kunhare et al. 2022) 2022 NSL-KDD

65 (Mokbal et al. 2022) 2022 CICIDS2017

66 (de Carvalho Bertoli et al. 2023a) 2023 UNSW-NB15, CSE-CIC-IDS-2018,
Bot-IoT, ToN-IoT

67 (Abu Alghanam et al. 2023) 2023 UNSW-NB15, KDD CUP99, NSL-KKD
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Abstract. Wireless Sensor Networks (WSNs) consist of numerous affordable,
energy-efficient, compact wireless sensors. These sensors are designed to col-
lect, process, and communicate data from their surrounding environment. Several
energy-efficient protocols have been created specifically for WSNs to optimize
data transfer rates and prolong network lifespan. Multi-channel protocols inWSN
are one of the ways to optimize efficiency and enable seamless communication
between nodes, thereby reducing interference and minimizing packet loss through
multiple channels. Despite their numerous advantages in data sensing and mon-
itoring, various attacks can pose a threat to a WSN. There are several types of
attacks that a WSN may encounter, including spoofing, eavesdropping, jamming,
sinkhole attacks, wormhole attacks, black hole attacks, Sybil attacks, and DoS
attacks. One of the strategies for enhancing security in WSNs is implementing a
cross-layer intrusion detection system (IDS) that can detect initial indicators of
attacks that target vulnerabilities across multiple WSN layers. This paper reviews
the existing IDS at each layer and the challenges in an energy-efficient cross-layer
IDS for WSN in terms of the attacks and IDS approaches.

Keywords: Cross-layer IDS · Wireless Sensor Network · Multi-channel protocol

1 Introduction

A Wireless Sensor Network (WSN) is a dispersed sensor system made up of small
nodes called sensor nodes. These nodes are frequently used for monitoring and detecting
different occurrences or events. WSNs are also utilized for target tracking, environment
monitoring, and event detection. WSNs are easily deployable in a variety of situations
because of their compact size and low power consumption. In WSNs, the sensor nodes
often employ low-power radios like IEEE 802.15.4, a 2.4 GHz band radio transmission
standard radio technology with a relatively small range of operation. Within this band,
the standard permits broadcast on several various channels. Unfortunately, the channels
used by this technology, such as Wi-Fi (IEEE 802.11) and Bluetooth (IEEE 802.15.1),
frequently experience interference. In wireless networks, multi-channel communication
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can lessen the impacts of interference, enhancing network effectiveness, stability, and
link dependability, minimizing latency, and reducing total energy usage. This, however,
creates another issue.

A wireless sensor network is susceptible to several various attacks. Due to several
flaws and, most crucially, the data involved, wireless sensor networks are continually
vulnerable to serious attacks. Typically, the nodes in a WSN are tiny, battery-operated
gadgets containing sensors, microcontrollers, and communication transcribers. Due to
the node’s limited resources, wireless sensor networks are susceptible to various threats
that may jeopardize the security and integrity of the data. Nevertheless, WSNs are
susceptible to risks despite the various benefits they offer regarding data sensing and
monitoring. These risk factors include those caused by memory limitations, unreliable
communication, higher communication latency, unattended network operation, deploy-
ment in an environment prone to attacks and scalability. Some of these attacks, such as
random multi-channel jamming attacks that interfere with radio frequencies on wireless
communication channels and cause channel congestion, are intended to take down the
network. The challenge may be that random multi-channel jamming attacks are difficult
to detect and eliminate due to their random jamming behaviors. Attackers have complete
discretion over the time and the specific channels to jam. Other attacks aim to eavesdrop
on communications. Others are made to introduce erroneous data into the network. This
poses a danger to real-time, reliable WSNs. Security in WSNs is, therefore a difficult
problem since it depends on the way to evaluate the reliability of sensor data.

Numerous studies on intrusion detection in WSNs have been done in recent years
[1–5]. Intrusion detection is used to detect unauthorized activity in a system. It works
well as a security measure to defend WSNs against intrusion. There have been a few
studies on the security of WSNs. However, they have mostly emphasized attack preven-
tion instead of attack detection. This is an important study area since an attacker who can
go undetected might cause significant damage or disruption. Although several intrusion
detection systems have been developed to support WSNs, the majority of these systems
only work at one layer of the Open Systems Interconnection (OSI) model. Several pro-
posed intrusion detection systems are based on a cross-layer approach. They comprise
the physical, data link, and network layers that contribute to cross-layer intrusion detec-
tion systems (IDS) design. By detecting the attackers across multiple layers, cross-layer
IDS secures the WSN.

The rest of the paper is organized as follows. Section 2 highlights various attacks and
challenges associated with WSN at each layer. Section 3 presents and compares recent
existing work in cross-layer IDS in WSN. Section 4 discusses the challenges and future
directions on cross-layer IDS, and Sect. 5 concludes the paper.

2 Related Work

2.1 Wireless Sensor Network Cross-layer Protocols

WSNs are networks of many inexpensive, low-power, small wireless sensors. The sen-
sors can gather, analyze, and transmit data from their environment. WSNs have gotten a
lot of attention from several application sectors because of their capabilities, including
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military surveillance, industrial monitoring, target tracking, and environment monitor-
ing. Numerous energy-efficient protocols have been developed for WSNs to maximize
throughputs while extending the lifetime of the networks through the Medium Access
Control (MAC) and routing protocols, power consumption, and energy harvesting. The
protocols are a vital aspect ofWSN communication. The protocols determine the alloca-
tion of channel resources among the network’s nodes in a way that maximizes efficiency,
manages channel constraint, and ensures that nodes communicate simultaneously in sin-
gle or multiple channels effectively to reduce interference which leads to packet drop.
The WSNs are susceptible to attacks due to the extensive nature of node dispersion and
the hardware limitation of the nodes.

Numerous studies on single-channel WSN protocols such as LEACH [6], RPL [7]
and multi-channel protocols such as Chrysso [8] and MiCMAC [9] that interface to the
MACand the network layers, aswell asMCRP [10], that interfaces to theMAC, network,
and application layers, have been conducted. The real-time nature of MCRP’s multi-
channel processing enables it to adjust to any location’s local interference. MCRP is a
cross-layer protocol that is decentralized and centrally controlled to reduce interference
without knowing where the channels are occupied in advance. In order to effectively
use the spectrum, MCRP considers all channels that are accessible and transmits on a
number of them. This generality makes it possible for better channels to be selected
based on the location the sensor nodes are deployed. As a result, the protocol reduces
the impact of interference, improving network efficiency, stability, and link reliability.
While MCRP exhibits promising results in terms of improved resilience to interference,
significantly higher throughput, and link stability, extending the lifetime of WSNs, it
is vulnerable to numerous attacks because security was not considered. The protocol
is more susceptible to attacks due to the cross-layer attributes and usage of several
channels which are necessary for proper data transmission and reception. Thus, the
intrusion detection system is a potential approach to detect attacks.

2.2 Intrusion Detection Systems

The limitations of sensor nodes in WSNs prevent traditional IDSs from being directly
implemented in WSNs. To resolve this issue, various IDSs have been proposed for
WSNs. Due to its IDS mechanism and the high processing demands of the algorithms of
the IDs, several extended protocols have negatively impacted the network’s energy. An
IDS tracks traffic data that may be used to spot and prevent intrusions that compromise
the privacy, integrity, and accessibility of an information system. An IDS is a term for
software or hardware devices that monitor networks for cyberattacks from inside or
outside and trigger an alert.

Fig. 1. Fundamental IDS architecture
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The fundamental architecture of IDS as shown in Fig. 1, comprises four phases. The
first phase is monitoring the captured data traffic, which will then be analyzed for any
feature extraction or pattern identification in the second phase. The data that has been
analyzed is examined in the third phase, the detection stage. Any possible harmful data is
detected using IDS. The four types of intrusion detection techniques are signature-based,
anomaly-based, specification-based, and hybrid-based IDS. These categories are based
on the capability of detection algorithms. All these methods can be used to distinguish
between trustworthy andmalicious traffic.When amatch is discovered, the IDSgenerates
an alert.

Signature-Based IDS. The signature-based IDS is also called knowledge-based,
misuse-based or rule-based IDS. This method depends on a database containing his-
torical attack signatures and known system vulnerabilities. The signature-based IDS
only detects known attacks and issues an alert for any matching signature patterns that
have been recorded in the signature database. However, as sensor nodes in WSN have
limited storage capacity, they could not store all the attack patterns. An example of a
signature-based IDS is as proposed by Kurniawan & Yazid (2020) [11]. The IDS imple-
ments a blocking approach on the Denial-of-Service (DoS) attack node. It blocks all
packets coming from the attacker’s node until the attacker runs out of energy.

Anomaly-Based IDS. The anomaly-based IDS is also called behavior-based IDS. This
method detects attacks based on the attack patterns which model the user, network, and
host system behavior. An alert will be generated when the detected behavior deviates
from the usual behavior. In contrast to the signature-based IDS, the anomaly-based IDS
can identify known and unknown threats without prior knowledge of the attack. Based
on their functions, anomaly-based detection approaches are divided into four categories:
statistical, data mining, machine learning, and artificial intelligence.

Mohd et al. (2020) implemented IDS to detect Denial-of-Sleep (DoSL) attacks using
support vector machine (SVM) learning in WSN [12]. Mehbodniya et al. (2021) sug-
gested utilizing machine learning techniques like Naive Bayes, random forest, and logis-
tic regression to calculate node packet delivery rates and detect assaults that use false
identities, such as the Sybil attack [13]. Mounica et al. (2021) also suggested using
machine learning to detect Sybil attacks that distinguish between authorized and illegal
access points using the network’s raw traffic data to evaluate the efficacy and accuracy
of the machine learning approaches [14].

Specification-Based IDS. The advantages of signature-based and anomaly-based intru-
sion detectionmethods are combined in specification-based IDS. It learns the fundamen-
tal traits of attacks, identifies known attacks like a signature-based IDS, and also has the
ability of anomaly-based IDSs to identify new attacks that do not fit into the system’s
normal conduct. Intrusion rules are manually developed in specification-based IDS to
detect known and unknown attacks. The manual depiction of specification-based IDS
produces few false positives. However, it is a lengthy process to establish the rules.
Specification-based IDS can be utilized without the need for training after the rules have
been established. Specification-based IDS is ineffective if the manually defined rules do
not correspond with the real environment.

The forged rank and routing metric detector (FORCE) proposed by Althubaity et al.
(2020) is a specification-based IDS. It makes use of the parent-child relationship in the
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RPL topology, where the type of node is an essential part of detection [15]. Each node
in FORCE examines the control messages it has received from its neighbors, performs
local threat detection using the information supplied, and notifies other nodes when it
finds threats in the neighborhood. Gothawal & Nagaraj (2019) suggested an IDS that
utilizes the RPL’s specifications, such as rank and DODAG version [16]. It monitors the
network traffic to record normal network behavior and compares it with possible attacks.

Hybrid-Based IDS. The hybrid-based IDS is a combination of anomaly-based,
signature-based or specification-based intrusion detection techniques. Most of the IDSs
use any one of the intrusion detections. It is possible to utilize hybrid-based IDS since
each intrusion detection technique has its own benefits and drawbacks. In order to
increase accuracy and detection rates and reduce false alarm rates, hybrid-based IDS per-
form the detection by integrating signature-based, anomaly-based, or specification-based
intrusion detection methods.

Bhushan & Sahoo (2019) proposed an Integrated IDS scheme (IIS), a hybrid IDS
that combines clustering and digital signature [17], while Huang et al. (2022) suggested
using multi-hop clustering. In their proposed IDS, to monitor the network and detect
the intrusion, the cluster heads and the sink operate collaboratively as IDS agents [18].
Gandhimathi&Murugaboopathi (2020) proposed a two stages hybrid IDS that combines
packet-based IDS using a cross-layer approach and flow-based IDS [19]. In the first
stage, the sensor network’s flow-based IDS differentiates malicious and normal flows.
In the second stage, the entire packet’s content is validated using cross-layer features by
performing packet payload analysis. This increases the detection process’s accuracy.

3 Wireless Sensor Network Intrusion Detection Systems

WSNs are vulnerable to various cyberattacks that might jeopardize the network’s avail-
ability, privacy, control, and reliability. The nodes are usually deployed in hazardous and
remote environments. Thus, they are frequently left unattended and unable to physically
safeguard the information flow, which raises the risk of node compromise and lowers
network security and protection. Therefore, securing such networks from breaches and
assaults is vital where effective security measures are necessary. A possible approach
to safeguard WSNs against cyberattacks is the cross-layer intrusion detection system,
which protects multiple WSN layers.

3.1 Wireless Sensor Network Attacks

A WSN can be subjected to a variety of attacks, including spoofing, eavesdropping,
jamming, sinkhole attack, wormhole attack, black hole attack, Sybil attack and DoS
attack [1–5, 20]. Attacks that cause packet loss are among the most destructive and
disruptive threats to WSNs. When such an attack occurs, normal network operations are
disrupted because the received data packets or control messages are discarded instead
of forwarded to other nodes. Attacks against WSNs can be grouped according to their
OSI layers since each layer is vulnerable to multiple attacks.
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Physical Layer. The physical layer inWSNs performs various operations, including the
production of carrier signals, signal identification, modulation, and information cryptog-
raphy to transfer data from the sensor nodes across wireless channels. The functions of
sensor nodes are compromisedwhen radio transmissions are obstructed or intercepted. A
node might be the target of a DoS attack by jamming the physical channel. In this attack,
an attacker constantly jams the communication frequencies by sending out unnecessary
signals. A legitimate node becomes unavailable to the other nodes as it is occupied with
receiving the signals from the malicious node, which jams the network [21].

Bengag et al. (2019) proposed a novel IDS approach based on the packet delivery
ratio, energy consumption, signal strength indication received and bad packet ratios as
the indicators for detecting jamming attacks in WBAN [22]. An alert is triggered when
one of the indicators crosses the network threshold to indicate the presence of a jammer
node. Bengag et al. (2023) improved their work by using a fuzzy logic system to identify
jamming attacks in different network cases [23]. Savva et al. (2022) also proposed to
detect jamming attacks through the use of fuzzy logic [24].

Data Link Layer. The link layer in WSNs, consisting of the MAC layer, is used to
control errors and detect and access data frames. TheMAC layer is vulnerable to several
attack types, including back-off manipulation, denial of sleep and exhaustion attacks.
A back-off manipulation attack is used to shorten the back-off time to get the channel
priority. Ghugar & Pradhan (2020) proposed a MAC layer trust-based intrusion detec-
tion system, ML-IDS, based on the concept of a weighting method to detect back-off
manipulation attacks [25].

A node subjected to a denial of service (DoS) attack, leading to a denial of sleep
attack (DoSL) has its ability to sleep restricted. This raises the power needed for node
data transmission and reception. It is also called an exhaustion attack. If no data has
to be sent, the MAC protocols retain the node in sleep mode. The attacker attempts to
keep the node awake by sending messages constantly, which results in an unnecessary
transmission and increases energy consumption until all the node’s energy is depleted.

Mohd et al. (2020) proposed an IDS using support vector machine learning in WSN
to detect denial of sleep attacks [12]. It uses feature ranking and pruning based on perfor-
mance analyzing parameters. Yaghoubi et al. (2022) on the other hand, proposed a Trust
Value Based IntrusionDetection System (TIDS) that uses a genetic algorithm framework
in WBAN to identify and prevent denial of sleep [26]. Hussain et al. (2019) proposed an
IDS using a soft decision mechanism to identify, prevent and avoid exhaustion attacks
[27].

Network Layer. InWSNs, the network layer manages the routes and data transmission
using routing protocols to determine the best path from the source node to the destination
node. At the network layer, the attacker attacks by gaining control of the data and
interfering with its route. Attacks on the network layer can be severe because they
compromise the entire network operation, particularly the routing part. Examples of
attacks on this layer are Sybil, blackhole, and wormhole attacks.

Sybil attacks target fault-tolerance techniques, and as a result, they manifest in net-
works that utilize multiple paths for routing. In a Sybil attack, a malicious node assumes
the identities of several other nodes to disguise its true identity. Sybil refers to these false
identities that appear to be multiple nodes. These Sybil may develop their own identities
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or take on the identities of authorized nodes. Mehbodniya et al. (2021) proposed the
use of machine learning approaches such as Naïve Bayes, Random Forest, and Logistic
Regression to detect fake identity and Sybil attacks using the node’s packet delivery
rates [13]. Mounica et al. (2021) proposed a machine-learning model to evaluate the
efficacy and precision of machine-learning techniques for identifying authorized and
unauthorized access points in networks where raw internet traffic data has been gathered
to detect Sybil attacks [14]. Arshad et al. (2022) proposed a Trust-based Hybrid coop-
erative RPL protocol (THC-RPL) that observes the directly connected neighbor node’s
behavior and calculates the trust value in detecting Sybil nodes [28].

Distance vector routing protocols are vulnerable to blackhole attacks where a mali-
cious node claims a short routing distance from the source and the destination nodes. As
a result, the attacker node is used to deceive the source node into passing data to the target
node through it. The attacker node gets packets from the source node, but it drops them
instead of delivering them to the destination node. Soni & Sudhakar (2020) proposed
the Link Hop Value-based Intrusion Detection System (L-IDS) against the blackhole
attack by establishing a wireless link between the nodes, exchanging data packets, and
identifying the link hop value as the presence of the attacker by incorporating the data
delivery in each hop [29]. On the other hand, Kumar et al. (2023) suggested anomaly-
based hierarchical intrusion detection that uses a trust model and data routing with data
type verification as the time of route to detect and prevent blackhole attacks [30].

Wormhole attacks are particularly common in WSNs, occurring on a low-latency
bandwidth. The wormhole attack occurs within two independent network nodes con-
taining distinctive portions of a message. The attacker uses a laptop or other wireless
device to tunnel the packet to another area of the WSN over a low-latency link, where
they are replayed. Deshmukh-Bhosale & Sonavane (2019) proposed an IDS for worm-
holes using RSSI to identify the attack and attacker node [31]. Bhosale & Sonavane
(2021) further proposed an innovative intrusion detection system that detects wormhole
attacks by analyzing the location information of any node and its neighbors, as well as
the Received Signal Strength Indicator (RSSI) values and the hop count [32].

Transport Layer. WSNs’ simplified or omitted transport layer protocols make this
layer less vulnerable to attacks than the network layer. The transportation layer enables
logical connections between two different sensor nodes. Examples of transport layer
attacks are flood attacks, desynchronization attacks, and session hijacking attacks. The
purpose of flooding is to drain a sensor node’s memory by delivering a large number
of connection setup requests. Desynchronization can be used to request retransmissions
by transmitting packets with a different sequence number. Session hijacking occurs
when an unsecured or inadequately protected session is hijacked at the start. When the
right sequence number is discovered, the attacker spoofs the target node’s IP address and
launches a DoS attack. The attacker’s goal is to get private information such as identities,
passwords, and secret keys.

Application Layer. Protocols on the application layer are more vulnerable to DoS
attacks. This layer holds user applications and data and is compatible with HTTP, Telnet,
SMTP, and FTP protocols. The attacker is particularly interested in application layer
information as it directly contains data about the user. At the application layer, a Man-
in-the-Middle attack (MITM) is a type of eavesdropping which is also called a sniffing
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or snooping attack. It occurs when an outsider eavesdrops on the conversations of two or
more exchange parties.Maniriho et al. (2020) presented an anomaly-based IDS approach
that uses a hybrid feature selection engine. It chooses the most important information
and uses the Random Forest algorithm to classify traffic as normal or abnormal [33].
The IDS can detect DoS and MITM attacks.

Table 1. Attacks in WSN based on the layers.

Layer Attacks

Physical Jamming, DoS, tampering, Sybil attack, interception, eavesdropping, active
interference

Data link Back-off manipulation, replay attack, interception, DoS, exhaustion attack, Sybil
attack, collision, unfairness, traffic analysis and monitoring, spoofing and altering
routing attack, selfish misbehavior, malicious misbehavior, Denial of sleep attack

Network Selective forwarding attack, sinkhole attack, wormhole attack, black hole attack,
Sybil attack, DoS, hello flood attack, Homing, spoofing attack, neglect and greed,
grey-hole attack, misdirection attack, Internet smurf attack, rushing attack, replay
attack, Byzantine attack

Transport SYN flooding attack, desynchronization, session hijacking

Application Eavesdropping, false data injection, spoofing and altering routing attack,
malicious code attack, repudiation attack, DoS attack

Other attacks on all the layers are listed in Table 1 [1–5]. These cyber-attacks have
a variety of objectives, including stealing, altering, hacking, and flooding the targeted
nodes with excessive packets to deplete the sensors’ battery power and disconnect them
from the network, making them unusable and hindering them from sensing or routing
traffic. The performance, effectiveness, and reliability of communication may suffer as
a result of these attacks. To overcome these problems, effective security mechanisms,
such as well-defined detection and mitigation procedures, must be put in place. As a
result, intrusion detection methods to protect against such attacks are becoming increas-
ingly important. An intrusion detection system (IDS) is a promising solution to identify
intrusions in WSNs. However, the IDSs in WSNs face new challenges due to the char-
acteristics of WSNs, thus, there is a need for an IDS to work interoperability across the
layers.

3.2 Cross-layer Intrusion Detection Systems

Due to the numerous characteristics of sensor networks, such as their limited battery
power supply, poor bandwidth support, self-organizing nature, and dependence on other
nodes, there is a significant risk of security attacks in all OSI model layers. A single
or a series of attacks may be made. Several specific attacks occur at regular intervals,
such as blackhole attacks, rushing attacks, and flooding attacks. It has been noticed that
circumstances may result in several attacks rather than a single attack. As a result, it is
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preferable to develop an effective Intrusion Detection System (IDS) capable of handling
many attacks. Several proposed intrusion detection schemes are proposed based on a
cross-layer approach, including the physical, data link and network layers that contribute
towards the design of a cross-layer intrusion detection system. Cross-layer IDS secures
WSNs by detecting various malicious activities and attackers at different layers.

Amouri et al. (2018) proposed an IDS that has a two-stage detection process that
happens locally and globally [34]. The IDS system is for data collecting that works
in situations that prohibit direct access to data on specific nodes. It uses dedicated sniffers
to capture packets and generate correctly classified instances. The system establishes a
detection threshold based on these instances. By analyzing the variation of correctly
classified instances from different sniffers using a sliding window approach, the IDS
detects malicious nodes in the network. Alharthi & Abdullah (2019) developed XLID,
a cross-layer intrusion detection system between the network and MAC layers [35].
XLID detects intruders trying to communicate with network nodes by analyzing packet
data and signal strength. It combines information from the MAC, network, and physical
layers to identify potential attacks. XLID offers a unified system for detecting various
intrusions at both layers, using cross-layer concepts.

Canbalaban & Sen (2020) proposed a novel intrusion detection system for RPL
using neural networks [36]. It combines features from the link and network layers to
detect specific attacks on RPL, such as version number, worst parent, and hello flood
attacks. By analyzing packet drops at the link layer, the system distinguishes between
natural losses and those caused by attacks. The system aims to process large amounts
of data generated by RPL and accurately predict the type of attack, not just its presence.
Ghugar et al. (2019) proposed LB-IDS, a layered-based intrusion detection system for
Wireless Sensor Networks (WSNs) [21]. LB-IDS aims to detect various types of attacks,
including jamming, back-off manipulation, sinkhole, and cross-layer attacks, occurring
at different network protocol stack layers. The system calculates the trust value of a
sensor node by analyzing the trust metrics’ deviation at the physical, MAC, and network
layers, considering trustworthiness in each layer individually. By utilizing this layered
approach, LB-IDSprovides a comprehensivemeans of identifying andmitigating attacks
at multiple levels within the WSN.

Gandhimathi & Murugaboopathi (2020) proposed a hybrid IDS for WSN that con-
sists of two stages [19]. The first stage utilizes cross-layer features, considering both the
network and MAC layers. The network layer analyses packet routing, while the MAC
layer considers medium access duration. If a compromised node is detected based on
high MAC duration and packet drop rates, it is declared as an attacker. The second stage
correlates the MAC and network layers to analyze IP flow records to detect network
traffic attacks accurately.

Each of these proposed IDS in Table 2 showed to detect various types of attacks in
WSN. Further improvements are required to enable these IDS to adapt to any changes
in WSN, such as the limitations on the nodes and the attacks.
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Table 2. Existing IDS in WSN based on the layers.

Authors Intrusion Detection Approaches Layers

P D N T A

Amouri et al. (2018) [34] Traces packets
√ √ √

Ghugar et al. (2019) [21] Trust value
√ √ √

Alharthi & Abdullah (2019) [35] Combines information from
layers

√ √

Gandhimathi & Murugaboopathi
(2020) [19]

Packet routing, medium access
duration

√ √

Canbalaban & Sen (2020) [36] Neural networks
√ √

Bengag et al. (2019) [22] Packet delivery ratio, energy
consumption, RSSI, bad packet
ratios

√

Bengag et al. (2023) [23] Fuzzy logic system
√

Hussain et al. (2019) [27] Soft decision mechanism
√

Ghugar & Pradhan (2020) [25] Weighting method
√

Mohd et al. (2020) [12] Support vector machine learning
√

Yaghoubi et al. (2022) [26] Trust value
√

Deshmukh-Bhosale & Sonavane
(2019) [31]

RSSI
√

Soni & Sudhakar (2020) [29] Hop count
√

Mehbodniya et al. (2021) [13] Machine learning approaches
√

Mounica et al. (2021) [14] Machine learning approach
√

Bhosale & Sonavane (2021) [32] Location information, RSSI, hop
count

√

Arshad et al. (2022) [28] Trust value
√

Kumar et al. (2023) [30] Trust model and verification
√

Maniriho et al. (2020) [33] Random Forest algorithm
√

* P is physical, D is data link, N is network, T is transport and A is application

4 Challenges and Future Directions

The IDS schemes presently in use usually consider a few of the attacks. Attacks on other
layers of theWSNare disregardedmainly bymost currently employed techniques, which
exclusively focus on one or more types of attacks on one layer of the WSN. In order
to identify numerous attacks on distinct WSN layers, a cross-layer IDS needs to be
devised. Future expansion of the types of attacks across the layers that an IDS must
take into consideration when doing detection is intriguing. Additionally, multi-channel
cross-layer protocols like MCRP were created to lengthen the lifespan of WSNs, but
security was not a consideration. In order to safeguard the multi-channel cross-layer
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routing mechanism and make it resistant to both insider and external attackers, it might
be expanded to add security features such as with an IDS.

WSNs use energy to gather information about their surroundings, process it, and
send the resulting data. The IDSs must therefore use the least amount of energy feasible
to leave enough for the WSN’s vital operations. IDSs are crucial for the security of
WSNs, and those created for them need to have specific features like low power usage.
The success of an IDS in a WSN depends on the way it affects the network’s energy
usage as a WSN is resource constrained. Maintaining a network over its lifespan is one
of the biggest issues in WSNs, so energy efficiency in IDSs is equally important. WSN
sensor nodes have limited storage capacity. Therefore, it is challenging to meet the need
to store attack signatures in sensor nodes.

In order to create an IDS in the WSN to identify various sorts of attacks, machine
learning techniques were mostly utilized. The drawback of those techniques is that they
require more memory to deploy a model to a sensor node and take longer for machine
learning algorithms to build and evaluate data sets for WSN. It could be conceivable
to develop a hybrid or cloud-based machine learning prototype for carrying out intru-
sion detection in the WSN to reduce the amount of memory required in the detection
techniques. Another point to consider is many of the IDS schemes available do not pro-
vide self-defense. It is crucial because certain attackers may frequently generate false
alarms by flooding the IDS host with irrelevant traffic. The host can run out of resources
as a result, leaving the system open to intrusions. IDS’s ability to protect itself is thus
desirable.

5 Conclusions

WSNs face numerous cyberattacks that pose risks to the network’s availability, privacy,
control, and reliability. These attacks exploit the vulnerable nature of nodes deployed
in hazardous and remote environments, where they often remain unattended, unable to
protect the information flow physically. As a result, there is an increased likelihood of
node compromise, leading to decreased network security and protection. It is crucial
to implement robust security measures to safeguard these networks against breaches
and assaults. One effective approach is the adoption of a cross-layer intrusion detection
system, which provides comprehensive protection across multiple WSN layers. This
paper reviews the existing IDS at each of the layers and cross-layers for WSN in terms
of the attacks and approaches. Cross-layer IDS can detect early signs of advanced attacks
exploiting multiple layers’ vulnerabilities. They reduce evasion techniques by analyzing
data from multiple layers, making it harder for attackers to evade detection. However,
it’s important to consider WSN’s limited resources and constraints when designing and
implementing cross-layer IDS. Thus, a more energy-efficient cross-layer IDS for WSN
needs to be developed and improved from the existing IDS.
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Abstract. The social networks and news ecosystem provide valuable social infor-
mation, however, the rise of deceptive content such as fake news generated by
social media users, poses an increasing threat to the propagation and diffusion
of fake news over the social network and among users. Low-quality news and
misinformation spread on social media had negative impacts on individuals and
society. Hence, it is essential to detect fake news to ensure the spread of accurate
and truthful information. To address this problem, a new approach using Binary
Bat Algorithm (BBA) for fake news detection (FND) on Twitter data is proposed
in this paper. Twitter data usually generates massive feature space which might
consist of irrelevant features that could jeopardize the subsequent process. The pro-
posed FND approach involves four stages, namely data collection, pre-processing,
feature extraction, and fake news detection. The proposed techniques are tested
on PHEME dataset, and the experimental results are measured in term average
of Precision (PR), Recall (R), F-measure (F), and Accuracy (ACC). The experi-
mental results show that the BBA algorithm has outperformed the Social Spider
Optimization (SSO) algorithm. Thus, BBA is a promising solution for solving
high-dimensionality feature space in fake news Twitter data.

Keywords: Fake news detection · Binary Bat Algorithm · Social Spider
Optimization · Feature Selection · Text Mining

1 Introduction

The proliferation of fake news through social media in recent years has brought new
challenges among researchers and rise global concerns. Fake news is described as mis-
leading information that is intentionally spread through traditional or digital media to
deceive andmisinform the public and can be used tomanipulate public opinion or to gain
political or financial advantages. Generally, there are many forms of fake news which
include fabricated stories, manipulated images or videos, or misleading headlines. These
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forms of fake news have the potential to spread rapidly, due to the development of new
technologies and smartphones, causing harm to individuals, groups, and even entire
nations.

Currently, the spread of fake news has become a substantial problem due to the vast
amounts of information available on social media platforms [1]. The diffusion of fake
news can have critical outcomes as it may jeopardize and create distrust in legitimate
news sources, undermining democracy, and contributing to social and political conflict.
Moreover, it is estimated that nowadays about 80–90% of unstructured data is generated
whichmakes it difficult to gain insight into these current problems.Despite several efforts
that have been taken [1, 2], fake news and misinformation continue to be a significant
problem among researchers. Thus, the development of effective approaches for detecting
fake news has become an urgent research area.

Despite the challenges posed by unstructured data, various techniques can be used
to extract meaningful information from unstructured data, providing organizations with
new insights and opportunities for innovation. One promising research area is to use
feature-based optimization techniques that identify key characteristics of fake news [2].
Current years have witnessed that most fake new detection models are highly dependent
on feature extraction techniques. Several studies are implemented by researchers to
reduce the high-dimensionally features in fake news detection models using numerous
feature extraction techniques, and to address issues related to redundant, irrelevant, and
noisy features [1–3]. Feature extraction is mainly used for the identification of relevant
patterns and characteristics in textual data that is used to differentiate between real and
fake news. Several common feature extraction techniques used in fake news detection
include:

i. Bag-of-words: This technique involves representing each document as a frequency
distribution of the words it contains. However, the bag-of-words technique overlooks
the order of words in the text yet captures the frequency of each word only, which
later is used as a feature in machine learning models. The main disadvantage of this
technique is that it ignores the rank of words in a text, which results in the loss of
important semantic information.

ii. Term frequency-inverse document frequency (TF-IDF): TF-IDF is another feature
extraction technique that is commonly used in fake news detection. The fundamental
of this technique relies on weights measurement that offers the importance of each
word in a document based on how frequently it appears in the document and across all
documents in the corpus. Unlike bag-of-words, this technique is useful in identifying
words that are unique to a particular document. Yet, TF-IDF requires a specific
threshold to be determined in selecting the top features.

iii. Named Entity Recognition (NER): NER is used to indicate words that represent real-
world objects, such as people, places, and institutes. Named entity recognition can
be used to identify the named entities in a text, which can then be used as features
in machine learning models to distinguish between real and fake news. NER is
heavily determined by the comprehensiveness of existing lexicons or dictionaries
for extracting different parts of words or named entities.

iv. Part-of-speech (POS) tagging: This technique involves identifying the grammatical
components of a sentence, such as nouns, verbs, and adjectives. This information
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can be used to identify patterns in language use that may be associated with fake
news. Like NER, POS is dependent on existing lexicons.

Besides the above studies, in some fake news detection models, several researchers
have omitted the feature selection phase that caused poor performance since the training
data can be biased and overwhelmed which ultimately hinders the subsequent process.
Hence, this paper proposes a feature-basedoptimization approach for fake newsdetection
on social media using BBA and SSO with K-Means clustering. The approach involves
extracting relevant features from Twitter data, and optimizing these features before clus-
tering them with K-Means. The resulting optimized features are to train a machine
learning model for fake news detection. The proposed approach aims to achieve high
accuracy in fake news detection.

The remainder of this paper is organized as follows. Section two provides related
works in clustering analysis. The proposed feature-based optimization approach for fake
news detection on social media using K-Means clustering is presented in section three.
Section four describes the experimental setup and the results obtained. Finally, section
five presents the conclusion and future work.

2 Related Works in Clustering Analysis

Cluster analysis is a technique for finding regions in n-dimensional space with large
concentrations of data. These regions are called “clusters”. Data are sorted into groups
in clustering analysis based on predetermined principles. Its function is to categorize the
data so that there is a significant degree of similarity within classes and a minor degree
of similarity between classes. Although there are many different types of clustering
algorithms available right now, each one has unique properties and applications. In
general, there are different perspectives in categorizing the data, such as:

a) Partitionmethod: The partitionmethod is an iterative relocation algorithm that reduce
the clustering criteria by reallocating the data points between clusters until conver-
gence occurred. One of the common algorithms under this method is K- Means
[4].

b) Hierarchical method: Hierarchical clustering is an algorithm that builds a hierarchy
of clusters. This algorithm starts with all the data points assigned to a cluster of
their own. Then two nearest clusters are merged into the same cluster. In the end,
this algorithm terminates when there is only a single cluster left. The results of
hierarchical clustering can be shown using a dendrogram. The issue with this method
is the emerging and splitting of clusters are complex and errors generated cannot be
revised. Moreover, this method is difficult to handle complex datasets.

c) Density-based method: Density-based Clustering method is based on determining
regions where points are concentrated and those regions where the data points are
separated by vacant or sparse regions [5]. Points that do not belong to any cluster
are assigned as noise/outliers. One of the disadvantages of density-based cluster-
ing is it unable to handle high-dimensional datasets. Density-Based Spatial Cluster-
ing of Applications with Noise (DBSCAN) is representational of the density-based
clustering method.
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d) Grid-based method: grid-based approach mainly used quantized cells to divide the
data space and conduct a necessary operation. The main advantage of the grid-based
approach is it provides fast processing time which mainly depends on the number
of quantized cells. Nevertheless, this approach is not able to cope with various data
densities. Methods such as CLustering in QUEst (CLIQUE), STatistical INformation
Grid (STING), Merging of Adaptive Intervals Approach to Spatial Data Mining
(MAFIA), Wave Cluster, and Orthogonal partitioning CLUSTERing (O-CLUSTER)
are examples of Grid-based method.

3 Methodology

This study proposed a fake news detection model using BBA and SSO with K-Means
clustering. The proposed model is tested using Twitter data and measured based on
several performance metrics as explained below. The proposed model is depicted in
Fig. 1. The proposed fake news detection model consists of several phases which include
Phase 1: Data Collection, Phase II: Data Pre-processing, Phase III: Feature Extraction,
and Phase IV Feature Selection and Clustering. Each of these phases is explained in
detail in the following sections.

Fig. 1. The proposed fake news detection model.

3.1 Phase 1: Data Collection

The PHEME dataset is a publicly available dataset of Twitter conversations related to
nine breaking news events. It was created to support research in the field of information
verification and rumor detection on social media. The dataset consists of approximately
570,000 tweets from over 20,000 Twitter users. The tweets were collected between
2013 and 2015 and relate to nine different news events. However, in this study, only five
breaking news events of The PHEME are included, which are:

1. Charlie Hebdo shooting in Paris (January 2015) - A terrorist attack on the offices of
the French satirical magazine Charlie Hebdo resulted in the deaths of 12 people.

2. Sydney siege (December 2014) - A hostage-taking incident that occurred at the Lindt
Cafe in Sydney, Australia, resulted in the deaths of two hostages and the gunman.
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3. Ottawa shooting (October 2014) – An incident of a terrorist attack on the Canadian
Parliament in Ottawa on October 22, whereby a Canadian soldier and a gunman were
fatally shot.

4. Ferguson shooting (August 2014) - Protests that occurred in Ferguson, Missouri,
which end up the firing of Michael Brown, an unarmed black teenager, by a white
police officer.

5. Germanwings plane crash: An incident occurred on March 24, 2015, in which a
passenger plane from Barcelona to Düsseldorf found collapsed in the French Alps.
This event killed all passengers and crew. At last, the investigators have discovered
that the plane was been intentionally crashed by the co-pilot of the plane.

Events that have been described above are from the Twitter threads that are col-
lectively stored in PHEME dataset. Table 1 shows the statistical information for
PHEME dataset, with events that have occurred and their respective rumors/non-rumors
information (in percentage) (Table 2).

Table 1. The statistic information for PHEME dataset.

Events Rumors Rumors% Non-rumors Non-rumors% Total

Charlie Hebdo 458 22.0 1621 78.0 2079

Sydney siege 522 42.75 699 57.25 1221

Ottawa shooting 470 52.81 420 47.19 890

Ferguson shooting 284 24.8 859 75.20 1143

Germanwings plane crash 238 50.75 231 49.25 469

1972 3830 5802

Table 2. The output of feature extraction using the TF-IDF technique.

children fire man out women divorce walk shoot

0 0.00 0.00 0.69 0.00 0.55 0.43 0.00 0.46

1 0.41 0.50 0.37 0.32 0.00 0.43 0.00 0.46

Additionally, the PHEME dataset includes further metadata such as user profiles,
tweet timestamps, and retweet and mention relationships. These metadata are useful to
examine the spread of fake news on social media. PHEME dataset is used in this study as
it has been widely used in many other studies which include studies on rumor detection,
information verification, and social media analysis. This dataset is freely accessible at
https://www.kaggle.com/datasets/nicolemichelle/pheme-dataset-for-rumour-detection.

https://www.kaggle.com/datasets/nicolemichelle/pheme-dataset-for-rumour-detection
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3.2 Phase II Data Pre-processing

Data pre-processing is a crucial step in text mining, where the raw data is prepared for
subsequent processes. In general, there are some common techniques used in data pre-
processing such as (1) tokenization, (2) stopword removal, (3) stemming and lemmatiza-
tion, (4) lowercasing, removing special characters and punctuation and (5) spell checking
and correction. Some of these techniques can be applied to the raw dataset depending
on its need and the requirement of the task at hand. At the stage of data pre-processing,
several techniques have been applied and some parameters are adjusted to obtain optimal
results. In this study, the TextBlob library is used to tokenize the words into features.
TextBlob is a Python library for processing textual data.

3.3 Phase III Feature Extraction

Once the data is cleaned, the next phase is text feature extraction. Text feature extraction
is the process to transform the pre-processed data into vectorization space which can be
used as input for the machine learning model. The main aim of this phase is to reduce the
high dimensionality features to more efficient and meaningful vector space. Generally,
there are three common feature extraction techniques as explained below:

1. Bag of words: Bags of words is a representation of text according to its occurrence
in the document. This technique counts the words and represents them based on their
frequencies in a given document or corpus. The matrix created represents unique
features however, this technique may lead to a spare matrix that often hinders the
downstream process.

2. Term frequency-inverse document frequency (TF-IDF): TF-IDF is a technique based
on a weighting mechanism that calculates the importance of words in a document
or corpus. This technique measures the frequency of words and inverse document
frequency of words across the documents [6].

3. Word embedding: Word embedding is a technique with a dense vector representation
that captures the semantic relationships between words. Word embedding is usually
trained with a large corpus and produces a small number of feature dimensionality in
comparison to a bag-of-words or TF-IDF.

In this study, the TF-IDF technique is used to extract feature vectors. Two factors
are measured, which are frequency (TF) and inverse document frequency (IDF). TF
measures how many times the term appears in the document while the IDF indicates
the scarcity of words across the documents. Formulas to calculate TF is given in Eq. (1)
while Eq. (2) shows the IDF formula.

tf
i,j= ni,j∑

k ni,j

(1)

idf (w) = log

(
N

df i

)

(2)

where tf is term frequency for word, i in document j divided by the total number of
words in that document, k.
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The TF-IDF on the other hand, is calculated by multiplying the term frequency (TF)
by the inverse document frequency (IDF). The vector space produces by using TF-IDF
illustrates the importance of the term in the document or corpus.Wordswith highTF-IDF
weights are more important than ones with low TF-IDF weights [6].

wi,j = tf i,j ∗ log

(
N

df i

)

(3)

The vector space generated by TF-IDF is later used by the machine learning model
to detect fake news. In this study, sklearn has been used and the example below shows
the output of feature extraction using the TF-IDF technique.

3.4 Phase IV Feature Selection and Clustering

Feature selection is an essential process in fake news detection that involves identifying
and selecting the most relevant features or attributes from a dataset that are likely to help
distinguish between fake and genuine news. There are mainly three types of features
that have been used by researchers for instance features related to news content which
are known as content-based features and context features that are associated with social
interaction between users. Some researchers also have proposed the integration of both
types of features for a more reliable diffusion networks model. In this study, content-
based features that rely on the TF-IDF technique are used to obtain the feature vectors.
Figure 2 shows the feature vector space generated by using TF-IDF. The feature is
denoted by F which consists of a set of features {f 1, f 2, f 3, f 4…. f n} where n is the
number of features for each document, Doc = {Doc1, Doc2, Doc3…. DocN} where N is
the number of documents in a dataset. However, TF-IDF generates a large sparse matrix,
resulting in a high dimensionality feature space problem. Hence, this study presents a
wrapper feature selection approach that used BBA_K-Means to determine the set of new
informative features.

TF-IDF 

Fig. 2. Feature space generated using the TF-IDF

This paper aims to automate the discovery of the number of clusters and their respec-
tive centroids using BBA. The following section describes the K-Means clustering and
BBA proposed in this study.

Binary Bat Algorithm (BBA). BBA is a meta-heuristic technique that is inspired by
the behaviors of bats. This technique used the echo property of bats as a medium of
communication in determining its prey [7–9]. Generally, BBA involves four phases as
given below:
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i. Initialization: At first, the population of bats, xi is determined using a randomnumber
in obtaining the optimal solution forD space features. This solution is then evaluated
by using Eq. (4).

xij = xmin + ϕ(xmax − xmin) (4)

where xmin and xmax represent minimum and maximum margins for dimensional
space of j in which j = 1, 2…. D, and population number of BA, i = 1,2,3, …. N. In
this equation, ϕ value is set from [0,1].

ii. Updating Frequency (f), Velocity (v), and New Solution (xi): Later, the formulas
below are used to update the location (position) of xi and velocity vi of a bat in a
d-dimensional search space:

fi = fmin + (fmax − fmin)β, (5)

vti = vt−1
i +

(
xt−1
i − x∗

)
fi (6)

xti = xt−1
i + vti , (7)

iii. Updating r and A: In a nutshell, once a bat finds its prey, the A value decreases, while
r increases. To imitate the mechanism, both A and r are updated using Eq. (8) and
Eq. (9),

At+1
i = α At

i, (8)

rt+1
i = r0i [1 − exp(−γ t)] (9)

where γ and α are constants; and α is the cooling aspect of a cooling schedule in a
simulated annealing algorithm.

iv. Evaluation, Saving, and Ranking Best Solutions: An evaluation procedure is
employed to assess newly produced solutions for all bats after updating both A
and r. The obtained solutions will be conditionally archived as the best solutions if
they meet the specified requirement. All bats will then be ranked in determining the
current top solution (x*).

K-Means Clustering. K-means clustering is a technique that divides a dataset into
k clusters/groups. This unsupervised learning algorithm attempts to group data points
based on the sum of squared deviations between each data point and assigned centroid.
Data points that are near centroid will be grouped in similar groups. Given below are
the steps involved in the k-means clustering algorithm:

Step Description

Step 1 Initialization: Initial centroid will be selected randomly

Step 2 Assignment: The Euclidean distance is used in determining data points that are the
nearest to the centroid

(continued)
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(continued)

Step Description

Step 3 Recalculation: Recalculate the mean of all data points to assure all data points are
assigned to the respective centroid

Step 4 Repetition of Step 2 and Step 3 until convergence occurred: Reallocating data points to
their nearest centroid and recalculate the centroids until no data point changes its
assigned cluster

Step 5 The final k centroids and the cluster assignments for each data point are determined

The k-means algorithm intends to reduce the within-cluster sum of squares, by mea-
suring the distance between the data points to their assigned centroids. Data points that
are close to assigned centroids will be grouped in the same cluster. In this study, we have
used the elbow method or silhouette in determining the number of clusters, k.

4 Experimental Results and Discussion

The parameters for the proposed BBA in this study are set as follows, where values of A
= 0.5; r = 0.5, α = 0.9, and γ = 0.9. Meanwhile, the parameters for the SSO algorithm
are set as given in Table 3. These values are given based on the suggestion of previous
works that confirmed it could offer promising results. The iteration values of BBA are
set max to 30 iterations and the evaluation is done by measuring an average of Precision
(PR), Recall (R), F-measure (F), and Accuracy (ACC).

Table 3. Parameters setting for SSO algorithm.

Parameter Value

Number of spiders 10

Dimension 9

Upper bound 50

Lower bound 0.01

Number of iterations 30

Based on the proposed method, several terms have been discovered to be prominent
in PHEME dataset. To visualize these words, this study has used word clouds or tag
clouds as a method of graphical representations to determine word frequency. Words
with larger visuals indicate a significant prominence that has been repeatedly discovered
in a source text. The figures below illustrate the words that are more common in Charlie
Hebdo and Sydney Siege events (Fig. 3).

In this study comparison using different evaluation metrics on five events of PHEME
dataset has been conducted as given in Table 4. The experimental results have shown that
BBA has a better performance in comparison to SSO in terms of F measure, Precision,
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Fig. 3. Words cloud for Charlie Hebdo and Sydney Siege events.

and Recall for all events except for Ferguson shooting data. This is mainly due to the
unbalanced dataset in Ferguson shooting data with 24.8% and 75.2% of data reported in
non-rumors and rumors respectively (Figs. 4 and 5).

Table 4. Comparison of different evaluation metrics on five events in PHEME data.

Events FAvg PRAvg RAvg

BBA SSO BBA SSO BBA SSO

Charlie Hebdo 0.337 0.220 0.551 0.443 0.421 0.325

Sydney siege 0.524 0.487 0.657 0.547 0.524 0.478

Ottawa shooting 0.654 0.613 0.758 0.687 0.776 0.689

Ferguson shooting 0.201 0.211 0.356 0.388 0.321 0.257

Germanwings plane crash 0.711 0.689 0.778 0.697 0.879 0.743

0 20 40 60 80 100

Charlie Hebdo
Sydney siege

O�awa shoo�ng
Ferguson shoo�ng

Germanwings plane crash

Distribu�on of PHEME dataset

Non-rumors% Rumors%

Fig. 4. Distribution of PHEME dataset.
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Fig. 5. The average accuracy of BBA and SSO on K-Mean clustering on Charlie Hebdo event.

In terms of average accuracy, the BBA has outperformed the SSO algorithm when
trained with K-Means clustering as depicted in the figure above. BBA has achieved 80%
of average accuracy whereas SSO has obtained 70% of average accuracy when tested
on PHEME dataset. Although both algorithms have a novel optimization strategy, BBA
has a better convergence rate than SSO with an increment of 10% of average accuracy.

5 Conclusion and Future Works

Social networks for instance Twitter offer useful social services to enable family mem-
bers, family, and colleagues to stay connected and obtain quick information. However,
the spread of false information, such as fake news created poses a growing threat among
users which leads to a tremendous negative impact on people’s lives and society. There-
fore, it is crucial to identify fake news to ensure the dissemination of accurate and true
information. To solve this issue, a novel method for detecting fake news using Twitter
data is put forth in this research. The Binary Bat Algorithm (BBA) is suggested as a
solution to problems with high-dimensional feature space brought on by a significant
amount of Twitter data. In this study, BBA and SSO have trained with K-Means cluster-
ing on PHEME dataset. The data is tested o using the average of Precision (PR), Recall
(R), F-measure (F), and Accuracy (ACC). The results show that the BBA algorithm out-
performs the Social Spider Optimization (SSO) algorithm. Thus, BBA is a promising
solution for solving high-dimensionality feature space in fake news Twitter data. For
future works, an improved BBA will be developed and trained with other metaheuristic
algorithms to extensively compare the performance of the proposed technique.
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Abstract. Arabic people use Arabic dialects on social media platforms to express
their opinions and connect. Due to the absence of standard rules or grammar, Ara-
bic dialects are more challenging for NLP tools to analyze than standard Arabic.
While most review studies in this field have focused on highly indexed databases
such as Scopus, Web of Science, and IEEE, these databases are not accessible
to many Arabic researchers in Arabic countries due to financial constraints. This
review study explores recent research and studies published in different databases
to address this gap. The study identifies the most common sentiment analysis
approaches, preprocessing and feature extraction techniques, and classification
and evaluation techniques used in this field. The authors found that Twitter is
the most commonly utilized source for researchers to collect their datasets, and
machine learning approaches are the most commonly used for sentiment analysis
inArabic dialects.Overall, this study provides valuable insights into the challenges
and opportunities for sentiment analysis in Arabic dialects.

Keywords: Sentiment Analysis · Arabic Language · Arabic Dialects ·Machine
Learning · Classification

1 Introduction

The rise in social media platforms for expressing opinions on diverse products and topics
[1] has generated the need for analyzing textual data. Researchers have turned to Natural
Language Processing (NLP) methods to analyze the attitudes and opinions of people [2,
3]. Sentiment Analysis (SA) is anNLPmethod that enablesmachines to comprehend and
evaluate sentiments expressed in a text. Texts are classified into positive, negative, and
neutral categories, although some classifications may also include strongly negative and
strongly positive sentiments [1, 4]. Nowadays, SA is considered an important field due
to its applications in many domains, such as Decision-making support, finance, politics,
predicting elections, and the Business [5].

According to [3], Arabic is considered the fifth most spoken language in the world.
There are three variations of the Arabic language, including Classical Arabic (CA),
Modern Standard Arabic (MSA), and Dialectal Arabic (DA) [2]. CA is used to write
the holy book of Islam (Quran), while MSA is employed in politics, journalism, books,
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and education, whereas DA is an informal version of Arabic [2]. DA is used in daily life
for communication. DA is different from country to country and even from city to city.
However, there are six popular types of dialectal Arabic, namely Maghrebi, spoken in
northern Africa, Khaliji spoken in the Arab Gulf area, Shami spoken in Jordan, Lebanon,
Palestine, and Syria, Egyptian spoken in Egypt, Sudanese, and Iraqi spoken in Sudan
and Iraq [4].

The Arabic language poses several challenges in SA, are addressed in [6, 11] and a
study that focused on Saudi dialects, as described in [7, 10, 20]. One of the key com-
plexities in dealing with dialectical Arabic is the absence of standard rules or grammar.
Regarding sentence structure and morphology, Arabic sentences can start with a noun
phrase, verb, or nominal phrase. Moreover, Arabic exhibits numerous syntactic varia-
tions within all sentence types. Additionally, dialect natives may express their opinions
using different dialects and slang words and abbreviations. Furthermore, repetition of
letters may be used to show emotion and emphasis, leading to spelling errors.

Many Arabic individuals use DA to convey their opinions on social media platforms
likeTwitter andFacebook.Consequently,many researchers have focusedon studyingDA
rather than MSA [8, 20]. The main objective of this study is to examine the most notable
research conducted on DA and emphasize the available datasets, common preprocessing
techniques, and Machine Learning (ML) approaches commonly used to classify DA
sentiment.

2 Methodology

This study conducts a comprehensive survey for the previous studies in Arabic dialect
sentiment analysis. Here, the techniques used by the past studies in each phase of process-
ing the Arabic sentences are highlighted. These phases are listed: Arabic dialect datasets,
preprocess, feature extraction, and classification techniques. The search strategy of this
study is explained in Sect. 2.1.

2.1 Search Strategy

Many recent studies have been carried out to present a systematic review in this field, as
evidenced by the works of [2, 4, 7, 9]. However, these studies have exclusively employed
highly indexed databases such as Scopus, Web of Science, and IEEE. Notably, publish-
ing in these indexed databases is not preferred for many Arabic researchers in Arabic
countries, mainly due to financial constraints. The primary reason for this reluctance is
the lack of financial support, discouraging researchers from investing heavily in publi-
cation costs. Consequently, many researchers publish their work in local or non-indexed
journals, even if their papers represent high-quality research. Against this backdrop, this
study aims to conduct a comprehensive survey to review as many studies as possible
instead of solely focusing on limited databases. The scope of this study is limited to
cover the ML and Hybrid approaches of SA.
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2.2 Arabic Dialect Datasets

The lack of accessible Arabic datasets on the internet has compelled several researchers
to gather data independently from social media platforms to advance their research.
Notwithstanding the significance of the Arabic language, it is deemed one of the lan-
guages that exhibit deficient content on the internet, with few web pages specifically
devoted to Arabic reviews. Consequently, researchers have been encouraged to adopt
Twitter as the principal source for acquiring vast amounts of data, as it offers a search
application programming interface (API) that facilitates the retrieval of tweets in the
desired language [10, 11, 15].

A study introduced a dataset called Corpus of Iraqi Arabic Dialect (CIAD) [13],
comprising 1170 tweets. This dataset has been made publicly available on the GitHub
platform and aims to facilitate the identification of hate speech from non-hate speech.
Similarly, the study [14] built a Multi-Dialect Arabic Sentiment Twitter Dataset (MD-
ArSenTD) from Twitter collected from 12 Arab countries, focusing on the dialects
spoken in Egypt and the United Arab Emirates. They explored the discussed topics and
dialectical differences and expressed sentiments between tweets from both countries.
Additionally, various researchers compiled several Arabic datasets, as documented in
[27, 30–35, 47], manually and publicly shared. Among these resources, [31] presented a
comprehensive Arabic multi-domain corpus for sentiment analysis, comprising 33,000
annotated reviews from websites covering diverse domains such as hotels, products,
movies, and restaurants. Furthermore, the authors created multi-domain lexicons from
these datasets. The study [32] constructed a corpus of 2000 labeled tweets on politics and
arts, written in Modern Standard Arabic (MSA) and Jordanian dialect. The study [33]
introduced the Opinion Corpus for Arabic (OCA), which includes 500 movie reviews
collected from multiple web pages and blogs. Another study [34] developed the Arabic
Sentiment Tweets Dataset (ASTD), which contains approximately 10,000 tweets. Sim-
ilarly, the study [35] proposed a Large-Scale Arabic Book Reviews Dataset (LSABR)
comprising over 63,000 book reviews, each rated 1 to 5 stars. Finally, the study [30]
utilized these publicly available datasets and data from [36] to create a new corpus con-
sisting of 250,000 comments, 2000 of which were collected manually from Facebook
pages in the Iraqi dialect.

2.3 Preprocessing and Feature Extraction Phases

The preprocessing phase is crucial in SA as it enhances the data quality and improves the
analysis’s overall performance. This phase can be carried out through various stages that
depend on the language’s nature and the analysis objectives. Most social media text is
unstructured or noisy due to a lack of standardization, spellingmistakes, missing punctu-
ation, non-standard words, and repetitions. The preprocessing process mainly comprises
three steps: normalization, stemming, and stop-words removal [15]. The Normalization
step involves transforming text to achieve consistency and putting it in a standard form,
while the stemming step aims to reduce words to their uninflected base forms [15].
Finally, the stop words removal step entails eliminating natural language words that
have little meaning, such as (to), (until), (you), (of), and similar
words [25].
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After the preprocessing process, the next step is feature extraction, which involves
identifying the most effective features for the sentiment analysis process and removing
irrelevant, redundant, and noisy data. This step reduces the dimensionality of the feature
space and the processing time, ultimately improving the efficiency and effectiveness of
the analysis [17]. Feature frequency (FF), TermFrequency-InverseDocument Frequency
(TF-IDF), feature presence (FP), Word Embedding (WE), Part of Speech (POS), and
N-gramsmethods are themost commonly usedmethods for the features extraction phase
[16].

2.4 Classification Techniques

The process of SA can be achieved through three primary approaches: Lexicon-Based
(LB), Machine Learning (ML), and Hybrid approaches. The Lexicon-Based approach
can be divided into two techniques: Corpus-based and Dictionary-based. Lexicon-Based
techniques analyze a sentiment lexicon, a compilation of words with corresponding
positive, negative, or neutral polarity labels [20]. However, this approach is excluded
from this study due to its structure which is completely different from theML andHybrid
approaches.

The ML approach involves the training of models on pre-labeled data, and it is cate-
gorized into three approaches: Supervised, Unsupervised, and Semi-supervised learning.
The Supervised learning technique, also known as Classification or Regression, requires
two subsets of data: a training set of labeled data and a testing set. The accuracy of this
technique is dependent on the training set and the algorithmused.Unsupervised learning,
also known as Clustering, is used for unlabeled data and aims to create clusters of data
points, with similar points grouped in the same cluster and dissimilar points in different
clusters. Semi-supervised techniques combine the advantages of both Supervised and
Unsupervised techniques. The third approach used in SA is the Hybrid approach, which
combines the Lexicon-Based and Machine Learning approaches [21].

Furthermore, a comparative study of some of the works invested in Arabic dialect
sentiment analysis is presented in Table 1. Note that N/A means Not Available; DC:
Data Cleaning; SWR: Stop-words removal; W2V: Word2Vec; NER: Named Entity
Recognition; E: Evaluation; BR: Best Results; SR: Some Results.

3 Study Findings

Due to the lack of Arabic text resources on the internet, researchers have used social
media platforms to collect their datasets. According to [7], Twitter is the most commonly
used platform for constructing datasets for Arabic dialects. This can be observed by
performing this study, including the works [11, 13, 14, 23, 26, 32, 40, 42, 44, 45, 47,
49, 51, 52, 54]. Facebook and YouTube have also been used as other resources for some
researchers to collect their corpora, as in [8, 27, 29, 30, 38, 43, 45, 46]. However, websites
that contain reviews for restaurants, movies, hotels, and products could be preferred
resources for researchers to accumulate their datasets. Moreover, Fig. 1 illustrates the
most Arabic dialects sources used.
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Fig. 1. Most Sources Used for Arabic Dialects.

According to [7], most research papers’ authors did not specify the dialect type. This
study showed that most of the researchers have indeed provided such specifications. For
instance, the dialect type was identified in [10, 11, 24, 26, 47, 50] as Saudi, in [12, 27, 38,
44] as Tunisian, in [9] as Emirati, in [8, 29, 37, 43, 46, 55] as Algerian, in [6, 19, 28, 32]
as Jordanian, in [13, 30] as Iraqi, in [1, 39] as Libyan, in [15, 34, 40, 56] as Egyptian, in
[18, 45, 51] as Sudanese, in [42] as Kuwaiti, and in [23, 52, 54] as Moroccan dialects. In
addition, the Arabic dialect types identified in the explored studies are shown in Fig. 2.

Fig. 2. Arabic Dialect Types Identified in The Explored Papers

As previously discussed, preprocessing is an essential step in Arabic sentiment anal-
ysis and poses a challenge for Arabic dialects. Tokenization, stop-word removal, nor-
malization, and stems are the most common preprocessing techniques employed in the
literature reviewed in this paper, as evidenced by studies such as [1, 9, 11, 13, 14, 26, 27,
29, 30, 44–46, 49, 51, 52]. Furthermore, studies like [1, 13, 26, 27, 29, 30, 44, 45, 51,
52] have employed additional techniques such as punctuation removal, repeated char-
acter removal, emoji removal, number removal, diacritic removal, and URL removal.
Researchers in the field have mostly relied on Arabic NLP tools to implement these
techniques. Some studies implemented Lemmatization techniques such as [18, 39, 54]
and Negations techniques like [56].

Moreover, the most widely used feature-extraction techniques in Arabic dialects are
TF-IDF, N-grams, and BOW. Studies such as [9, 11, 13, 14, 26, 27, 29, 44, 45, 47, 51,
52] have employed these techniques in machine learning approaches. Also, the authors
in [31] have implemented Delta TF-IDF and compared it with TF-IDF. They claimed
that “this method promises to be more efficient than traditional TF-IDF.”
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Other studies, such as [14, 27, 30, 45, 46], have used deep learning approaches and
employedword embedding as a feature extraction technique. Furthermore, some studies,
such as [27, 44, 45], have used Word2Vec, Average-Word2Vec, and CV techniques.
However, only a fewpapers have used POS techniques, such as [14, 27], possibly because
Arabic dialects lack standard rules or grammar compared to MSA or other languages.

Various approaches have been employed in studies on Arabic sentiment analysis, as
evidenced by the range of techniques used in previous studies such as [1, 9, 11, 13, 14,
26, 27, 29, 30, 44, 45, 47, 49, 51, 52]. Machine learning is the most commonly used
approach, with Support Vector Machine (SVM) and Naive Bayes (NB) being the most
frequently utilized algorithms, as noted by [29] and supported by the studies reviewed in
this study. Other algorithms, such as Decision Tree (DT), Random Forest (RF), Logistic
Regression (LR), GBoost, K-Nearest Neighbors (KNN), and Lib-SVM, have also been
widely employed in various studies [1, 9, 26, 27, 29, 30, 44, 45, 51, 52]. Deep learning
(DL) techniques, including Convolutional Neural Networks (CNN), Recurrent Neural
Networks (RNN), Long Short-Term Memory (LSTM), and Bi-LSTM, have also been
employed in several studies [1, 9, 14, 27, 44–46, 52].

In contrast with doing the survey, only a few studies have employed Hybrid
approaches, such as [19, 23, 24, 28, 31, 32, 56]. The performance metrics such as
accuracy, recall, F1-score, precision, and error rate have been employed in many studies
[1, 9, 11, 13, 14, 26, 27, 29, 30, 44, 47, 49, 51, 52].

4 Conclusion and Future Work

Sentiment analysis is a significant application of NLP due to the rich source of informa-
tion provided by textual data. However, developing NLP models and tools for Arabic
dialects is challenging, given the limited written resources for many of these dialects.
Unlike MSA, which has a rich corpus of written resources such as news articles, books,
and academic papers, Arabic dialects often lack standard written forms and are primarily
used in spoken communication. This study has investigated the studies that have been
recently published and revealed that most researchers collect their datasets from Twitter,
Facebook, and YouTube. Furthermore, studies were predominantly applied to dialects
spoken in Saudi Arabia, Tunisia, Iraq, Algeria, and Sudan, with fewer studies applied
to Libyan, Syrian, and Yemeni dialects. Machine learning approaches were the most
utilized in sentiment analysis of Arabic dialects, with the best results obtained using
this approach—however, most papers employed Arabic NLP tools rather than building
specific tools for the studied dialect. Future work will aim to build a sentiment analysis
model and compare different machine learning classifiers for the Libyan dialect.
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1 Introduction

Electronic participation (E-Participation) refers to the process of using technology to
encourage stakeholders’ involvement and interaction. Governments worldwide have
adopted e-participation policies to promote citizens’ participation in public decision-
making [1]. The importance of Information and Communication Technology (ICT) in
enabling citizen participation has grown significantly over the past few decades [2].
Moreover, e-participation is crucial in educating citizens about the complex decision-
making process, enhancing their understanding and perception of the rationale behind a
given policy. However, its implementation involves various complex aspects that impact
the participation process beyond just technology capability or participation itself [3].
Existing research in this field has often focused on a single domain without considering
its connections to other aspects [4].

In reality, while specific e-participation programs have shown significant effects,
many of them have a low level of citizen involvement, and only a few have had a tangi-
ble impact on the decision-making process [5–9]. To improve citizens’ e-participation,
governments are advised to move to where citizens gather most, such as social media,
instead of expecting them to move to traditional government websites [10]. However,
despite social media’s increasing popularity and extensive usage, little research has
been conducted to encourage its users to participate in public decision-making [5, 11].
Although e-participation and social media have been analyzed regularly using var-
ious research methods, their literature analysis using bibliometrics is still relatively
uncommon. This inadequacy leads to difficulties for future researchers in understanding
research trends, identifying gaps, and proposing impactful studies. Hence, this article
provides an overview of recent research trends in e-participation using bibliometric anal-
ysis techniques. It also seeks to evaluate the critical areas and significant applications of
e-participation, particularly in social media.

2 Literature Review

Social media platforms have created new opportunities for e-participation, enabling
citizens to engage in public decision-making through ICT. This trend has attracted
researchers in the Information Systems (IS) field to explore the area. To facilitate
knowledge growth, bibliometric analysis can shed light on the extent of research on
e-participation via social media, providing a better understanding of current trends and
identifying available gaps for future research. In light of this, it was found that most
studies on e-participation have focused on general concepts rather than social media as
a tool for e-participation. Only 10% of the analyzed studies specifically addressed social
media, indicating a need for further research in this area [12].

The definition of e-participation remains unsettled among academics [9], and it is
often used interchangeably with synonyms like “engagement,” “involvement,” and “em-
powerment,” and occasionally with “political involvement.“ Consequently, this lack of
agreement could hinder the growth and development of e-participation. E-participation
was initially considered a sub-section of e-democracy aimed at encouraging representa-
tive democratic decision-making [13]. Nonetheless, e-participation is not limited to pol-
itics. In contrast to e-participation initiatives in the political context, there is a growing
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movement towards citizen-centric e-participation initiatives designed to involve citizens
in policy-making processes [10]. These initiatives prioritize citizens’ needs and interests
over those of politicians and governments. The objective is to provide more interactive
andparticipatory platforms,motivating citizens to participate in policy-makingprocesses
[10].

E-participation is a growing area that uses digital innovations to enhance citizen
involvement in shaping public policy, especially for achieving the 2030 Sustainable
Development Plan [5]. To encourage citizen e-participation, engaging them where they
aremost active, such as on socialmedia platforms rather than relying solely on traditional
government websites, is essential. Social media platforms provide a new dimension to
the e-participation field and offer significant ability for improving citizen involvement
in policy-making processes at various levels [2, 10, 14]. Despite the extensive use of
social media, there has been limited research on encouraging its users to engage in public
decision-making [5, 11].

Recent literature summarized the study trend on e-participation through social
media [5, 10, 15]. A key emphasis was also placed on the difficulties in promoting
e-participation initiatives that prioritize citizens, specifically elevating their engagement
and participation on these platforms [5, 11]. Social media platforms provide an oppor-
tunity to increase citizen participation in e-participation initiatives, but recent research
indicates that they tend to be more informative than interactive [16]. Efforts are needed
to create more interactive and engaging e-participation initiatives that provide citizens
with opportunities to express their opinions and contribute to policy-making processes
[5, 15, 17].

Overall, e-participation is a growing field that aims to increase citizen participation in
policy-making processes through the use of digital technologies. While e-participation
has historically been associated with e-democracy and political contexts, there is a grow-
ing movement towards citizen-centric e-participation initiatives that prioritize citizens’
needs and interests over those of politicians and governments. Efforts are needed to create
more interactive and engaging e-participation initiatives that provide citizenswith oppor-
tunities to express their opinions and contribute to policy-making processes. Therefore,
bibliometric analysis is a good starting point for identifying recent trends and exploring
future research directions. This can help increase the level of citizen engagement with
the government in practice.

3 Methods

To conduct the bibliometric analysis for this study, it followed the suggestion by [18]
and modified it based on the recommendations by [19]. The method was systematic and
followed a specific process, which can be replicated in future studies. The study used
287 articles to answer the research questions. It employed the Preferred Reporting Items
for Systematic Review and Meta-Analysis (PRISMA) method to select articles from
the Scopus database. The study used categorical inclusion and exclusion criteria, which
are specified in Fig. 1. The criteria were based on the relevance of the articles to the
research questions, the quality of the articles, and the publication date. The inclusion
criteria included articles published in the last five years, written in English, and related
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to the topic of interest. The exclusion criteria included articles not written in English,
articles unrelated to the subject, and articles with low-quality scores.

Fig. 1. Flow diagram of the search strategy.

To search for relevant papers, five sets of keywords were applied in the Scopus
database, as displayed in Fig. 1. The primary keyword used was a combination of
“eparticipation”, “e-participation”, “e participation”, or “electronic participation” AND
“social media”.

4 Results

Through the implementation of bibliometric analysis, the study has derived outcomes
related to document types, source types, language, subject area, research trends, key-
words, authorship, and citations, which are explained in further detail in the following
sections.



158 H. Awang et al.

4.1 Documents Profiles

Table 1 illustrates the distribution of the various types of documents related to e-
participation and social media examined in the Scopus database. Conference papers
were the most common document type, accounting for 48% of the total. Articles repre-
sented 29.27%, followed by book chapters at 11.15% and conference reviews at 8.36%.
The remaining documents were in the form of reviews (1.05%), books (0.70%), and edi-
torials (0.70%), respectively. Conference papers in this context refer to papers presented
at conferences that may have been published as full journal articles [20].

Table 1. Document type.

Document Type Total Publications (TP) Percentage (%)

Conference Paper 140 48.78%

Article 84 29.27%

Book Chapter 32 11.15%

Conference Review 24 8.36%

Review 3 1.05%

Book 2 0.70%

Editorial 2 0.70%

Total 287 100.00

Table 2 provides an overview of the source types related to e-participation, indicating
that there are four types of sources. The most significant source type is conference pro-
ceedings, accounting for 39.37% of the total. Journals represent the succeeding greatest
source type in e-participation research, comprising 31.36%, followed by book series at
20.56% and books at 8.71%.

Table 2. Source type.

Source Type Total Publications (TP) Percentage (%)

Conference Proceeding 113 39.37%

Journal 90 31.36%

Book Series 59 20.56%

Book 25 8.71%

Total 287 100.00

Table 3 shows the distribution of languages used in e-participation-related docu-
ments. English was the primary language for publication of most of the documents,
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representing 98.61% of the total. The remaining 0.35% were published in Italian, Por-
tuguese, Russian, and Spanish, which were the least popular languages used in this
study.

Table 3. Languages

Language Total Publications (TP)* Percentage (%)

English 284 98.61%

Italian 1 0.35%

Portuguese 1 0.35%

Russian 1 0.35%

Spanish 1 0.35%

Total 288 100.00
* One document was written in dual languages

Table 4 displays the 15 most productive journals in the e-participation field. The
analysis revealed that the “Computer Science” category had the highest number of e-
participation-related documents, accounting for 284 (74.22%). This may be due to its
listing in the Scopus database, which could have contributed to its high percentage
compared to other listed sources. The “Social Science” category had the second-highest
percentage of published e-participation documents, contributing up to 36.59% with a
total of 105 documents. The remaining journals had published less than 100 documents,
with the lowest on the list publishing only 49 articles as of the data search date.

Table 4. Subject area.

Subject Area Total Publications (TP) Percentage (%)

Computer Science 213 74.22%

Social Sciences 105 36.59%

Mathematics 49 17.07%

Business, Management and Accounting 39 13.59%

Decision Sciences 26 9.06%

Engineering 21 7.32%

Environmental Science 6 2.09%

Economics, Econometrics and Finance 5 1.74%

Arts and Humanities 4 1.39%

Energy 3 1.05%

(continued)
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Table 4. (continued)

Subject Area Total Publications (TP) Percentage (%)

Medicine 3 1.05%

Psychology 3 1.05%

Materials Science 1 0.35%

Pharmacology, Toxicology and Pharmaceutics 1 0.35%

4.2 Research Trends

Figure 2 illustrates the publication trend of e-participation research between 2007 and
2022. Although publications related to e-participation date back to 2007, there was no
significant increase in the number of publications until recent years. Between 2007 and
2010, there were no publications, and the trend fluctuated until 2013. However, since
2013, the graph demonstrates a gradual but steady rise in the number of publications,
indicating a growing interest in e-participation. It is worth mentioning that the number
of documents for 2022 is relatively low, despite this study being conducted in February
2023. Table 5 provides a breakdown of publications from 2007 to 2022.

Table 5. Year of publication.

Year TP NCP TC C/P C/CP h g

2022 14 4.88% 3 200 14.29 66.67

2021 21 7.32% 0.00

2020 23 8.01% 0.00

2019 26 9.06% 0.00

2018 34 11.85% 0.00

2017 27 9.41% 0.00

2016 34 11.85% 0.00

2015 30 10.45% 0.00

2014 24 8.36% 0.00

2013 17 5.92% 0.00

2012 27 9.41% 0.00

2011 6 2.09% 0.00

2010 3 1.05% 0.00

2007 1 0.35% 0.00

Total 287

Notes: TP = total number of publications; NCP = number of cited publications; TC = total
citations; C/P= average citations per publication; C/CP= average citations per cited publication
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Fig. 2. Total publications and citations by year.

4.3 Citation Analysis

Table 6 presents citation metrics for the collected documents from 2007 to 2022, encom-
passing the overall number of citations and average citations per year for all retrieved
articles. As per the table, the 286 retrieved articles received 52,608.85 citations over
15 years (2007–2022), with an average of 12.08 citations annually.

Table 6. Citations metrics.

Metrics Data

Papers 286

Number of Citations 16

Years 15

Citations per Year 215.88

Citations per Paper 12.08

Cites_Author 52608.85

Authors_Paper 2.53

h_index 26

g_index 53

Table 7 provides an overview of the citation metrics for the collected documents as
of February 2007, including the total number of citations and the mean citations per
year for all retrieved articles. As indicated, there were 8,600 citations reported from
1992 to 2007 for 286 obtained articles, with an average of 302.85 citations per year.
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The listed articles are related to social media and governance (which is very relevant to
e-participation), and their names and affiliations are essential for readers to understand
the backgrounds and expertise of the researchers who have contributed to the field. The
top 5 highly cited articles cover a range of topics, including the impact of social media on
corporate transparency [21], citizens’ engagement on local government’s Facebook sites
[22], measuring participation in online political engagement [23], predicting changes in
voting preferences using Twitter analytics [24], and factors influencing social media use
in local governments [25]. Table 7 helps researchers spot the most dominant articles in
the field and track the progress of research in this area.

Table 7. Top five highly cited articles.

No Authors Title Year Cites Cites/Year

1 Bonsón et al. (2012) Social media and corporate
transparency in municipalities

2012 616 11

2 Bonsón et al. (2015) Citizens’ engagement on local
governments’ Facebook sites.
An empirical analysis: The
impact of different media and
content types in Western
Europe

2015 297 8

3 Gibson and Cantijoch (2013) Conceptualizing and
measuring participation in the
age of the internet: Is online
political engagement really
different to offline?

2013 217 10

4 Grover et al. (2019) Polarization and acculturation
in US Election 2016
outcomes–Can Twitter
analytics predict changes in
voting preferences?

2019 129 4

5 Guillamón et al. (2016) Factors influencing social
media use in local
governments: The case of Italy
and Spain

2016 102 7

4.4 Keywords

Table 8 presents the top 10 keywords used in e-participation research, their total number
of publications, and their percentage. VOS viewer is used to create a visual map (see
Fig. 3)with aminimum threshold of five occurrences to analyze the keywords. The results
demonstrated that “E-Participation” was themost frequently used keyword, appearing in
167 publications, followed by “Social Media” (163) and “Social Networking (online)”
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(102). These three keywords covered over half of the total publications. The table also
highlights other commonly used keywords such as “Egovernment”, “Government Data
Processing”, “DecisionMaking”, and “Public Policy.“ Overall, Table 8 helps researchers
gain an understanding of the most frequent topics and themes in e-participation research.

Table 8. Top ten keywords.

Author Keywords Total Publications (TP) Percentage (%)

E-Participation 167 58.19%

Social Media 163 56.79%

Social Networking (online) 102 35.54%

E-Participation 40 13.94%

Government Data Processing 39 13.59%

Egovernment 36 12.54%

Decision Making 35 12.20%

EParticipation 28 9.76%

Public Policy 28 9.76%

Electronic Participation 21 7.32%

Figure 3 depicts a visualizationmap that demonstrates the connections among author
keywords, citations by documents, and bibliographic coupling by authors. The varying
colors, font sizes, and thickness of the connecting lines signify the strength of the rela-
tionships between the keywords. Keywords that share the same color are frequently
listed together, indicating their close association and tendency to co-occur. For exam-
ple, the diagram shows that E-Participation, Social Media, Social Networking (online),
and Electronic Participation are highly related. Additionally, after excluding the core
keyword (E-Participation) specified in the search query, the keywords with the highest
occurrences are “Government Data Processing”, “E-government”, “Decision-Making”,
“Public Policy”, and “Electronic Participation”. This figure is helpful for researchers
to visualize the relationships between different keywords in the field of E-Participation
research and to identify potential research topics or themes.
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Fig. 3. Network visualization map of the author keywords.

5 Discussion and Conclusion

The study utilizes bibliometric analysis to identify the most researched topics and their
relationships in e-participation through social media research from 2007 to 2022. The
study presents twelve tables and a network visualization that includes document profiles,
research trends, citation analysis and author keywords. All peer-reviewed journals avail-
able in the Scopus database that focus on e-participation in social media are reviewed.
As a result, it is found that English is the dominant language in this research area, with
approximately 98.70% of the retrieved documents written in this language. The trend
also revealed that the literature on e-participation has not significantly increased over the
years, despite the widespread adoption of ICT in public sectors. Although it has been
researched for over 15 years, e-participation has faced challenges in establishing itself as
an independent field, which calls for further research to strengthen it both theoretically
and practically.

Theoretically, the result of this study advanced the academic understanding of e-
participation. Several key discoveries have been made, including a declining trend in
the number of authorships per document over time. Greece has reported the highest
number of authors in this research domain, followed by Canada and Ireland as the
primary contributing countries. Several other European countries have also supported
scholarly works in this area. Another significant contribution of this study is that it
identifies potential topics for future research by analyzing keywords with less frequent
occurrences. The study fills a gap in the literature, as very little bibliometric analysis has
been conducted to analyze e-participation in social media in the last decade. Therefore,
this study has successfully updated and enriched the bibliometric literature, mainly
since there has been a decline in e-participation in social media research since 2018.
On the other hand, the practical impact of the study’s results on e-participation lies in
its ability to guide policymakers and practitioners in designing and implementing more
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tailored and effective e-participation initiatives. By identifying specific research areas
and potential topics for further exploration, this study offers valuable direction to enhance
citizen engagement, address challenges, and leverage the power of social media to foster
meaningful and inclusive public participation in decision-making processes. In the long
run, this will lead to more responsive and citizen-centric policies, greater transparency,
and increased trust between governments and the public.

However, the study has certain limitations, primarily because it only uses datasets
from the Scopus database, focusing primarily on peer-reviewed publications. Thus,
future research should also consider using various online databases such as Web of
Science (WoS), Springer, and IEEE Xplore, among others, to obtain a more comprehen-
sive range of scientific contributions. Next, to avoid subjective assessment by authors, the
results of the bibliometric analysis should be compared with different methods. While
the study provides valuable insights into e-participation in social media literature, it is
still vital to further broaden the analysis’s scope and increase the reliability of the findings
by exploring other databases and utilizing alternative methodologies, such as qualitative
content analysis, systematic literature reviews, or meta-analysis. Furthermore, to build
on this study, future researchers could highlight several important points extracted from
the findings. For instance, Asian countries have not been thoroughly researched in terms
of e-participation in social media, creating an opportunity for future research to explore
how people in countries like Malaysia, with unique cultures, religions, nationalisms,
and lifestyles, could influence e-participation. Investigating these unique characteristics
could offer valuable insights into how e-participation can be tailored to specific cultural
contexts. Overall, this study can provide useful information for researchers, practition-
ers, and policymakers to identify knowledge gaps, research opportunities, and potential
collaborations in the field of e-participation in social media.
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Abstract. The feature to learn complex text representations enabled by Deep
Neural Networks (DNNs) has revolutionized Natural Language Processing and
several other fields. However, DNNs have not developed beyond all challenges.
For instance, the vanishing gradient problem remains a major challenge. This
challenge hinders the ability of the system to capture long-term dependencies in
text data. This challenge limits the ability to understand context, implied mean-
ings, semantics, and to represent intricate patterns in text. This study aims to
address the prevalent vanishing gradient problem encountered in DNNs when
dealing with text data. Text data’s inherent sparsity and heterogeneity exacerbate
this issue, increasing computational complexities and processing time. To tackle
this problem comprehensively, we will explore existing literature and conduct a
bibliometric analysis to identify potential solutions. The findings will contribute
to a comprehensive review of the existing literature and suggest effective strate-
gies for mitigating the vanishing gradient problem in the context of NLP tasks.
Ultimately, our study will pave the way for further advancements in this area of
research.

Keywords: Vanishing gradient · Text data · Natural Language Processing · Deep
Neural Network

1 Introduction

In recent years, the ability of DeepNeural Networks (DNN) to learn complex representa-
tions of data has brought significant attention to them. A crucial element for knowledge
acquisition and information extraction in different applications is data representation.
Consequently, understanding the efficacy of DNN is important in domains like speech
recognition, computer vision, and Natural Language Processing (NLP) [2, 3]. How-
ever, the vanishing gradient problem is frequently encountered in DNNs, which often

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
N. H. Zakaria et al. (Eds.): ICOCI 2023, CCIS 2001, pp. 168–181, 2024.
https://doi.org/10.1007/978-981-99-9589-9_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9589-9_13&domain=pdf
http://orcid.org/0000-0001-5052-1953
http://orcid.org/0000-0002-0025-118X
http://orcid.org/0000-0002-5937-7801
http://orcid.org/0000-0002-0374-6559
https://doi.org/10.1007/978-981-99-9589-9_13


Systematic Literature Review and Bibliometric Analysis 169

impedes or hinders the training and learning process, resulting in computational com-
plexities and time consumption of data processing [4]. More importantly, the vanishing
gradient problem is commonly observed in gradient-based learning and extends beyond
image datasets. It applies to various other data types, including text data. Despite the
improved results in gradient-based learning for NLP methods, the vanishing gradient
remains a challenge that has hindered the effective training of long-term dependencies,
a common feature in unstructured texts [5]. Thus, NLP tasks such as text classification,
sentiment analysis, question-answering, and text anomaly detection must investigate
ways to overcome these issues by proffering possible solutions for better model perfor-
mance [3]. It is noteworthy that text data holds a substantial amount of information. It
is also believed that a significant portion (around 80–90 percent) of forthcoming data
growth resides within unstructured text databases, potentially holding valuable patterns
and trends [6].

Considering the paramount importance of text data, this research will primarily
address the vanishing gradient problem, specifically in textual data. The sparsity and
heterogeneous nature of text data influence the vanishing gradient problem encountered
in DNNs. Textual information often exhibits sparsity, characterized by the abundance of
zero or near-zero values, resulting in numerous inactive or uninformative features [7].
Consequently, during the backpropagation phase, gradients associated with these inac-
tive features diminish rapidly, impeding effective weight updates and hindering learning
[8]. Moreover, the heterogeneity of text data, stemming from its diverse vocabulary,
sentence structures, and semantic variations, presents additional challenges [9]. Gradi-
ents exhibit significant variations across different text segments, introducing inconsis-
tent propagation throughout the network and further aggravating the vanishing gradient
problem.

Inherent sparsity and heterogeneity of text data pose significant obstacles to gradient-
based learning algorithms, undermining the convergence and training efficiency of
DNNs. This study explores the vanishing gradient problem in DNN applicable to textual
data by looking into the solutions proffered in literature. The study, therefore, seeks
to answer the questions; What are the current state-of-the-art approaches and emerg-
ing trends to address the vanishing gradient challenge in DNNs for text data? This
study adopts a different viewpoint by conducting a bibliometric analysis to examine
the literature review using the Preferred Reporting Items for Systematic Reviews and
Meta-Analysis (PRISMA) guideline. The aim is to explore the existing studies and their
solutions to the vanishing gradient problem in deep neural networks.

This article is organized into 5 sections as follows; The introductory section elabo-
rates on the background, motivation, problem statement, and research questions of the
study. Section 2 gives an overview of relevant and related studies; Sect. 3 discusses
the study methods; Sect. 4 sheds light on study findings; Sect. 5 sheds light on future
recommendations and conclusions.
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2 Review of Related Literature

2.1 Algorithmic Features

In recent times, researchers have examined the simultaneous use of models such as Con-
volutional Neural Network (CNN) and Long Short-termMemory (LSTM) [3], Convolu-
tional Neural Network (CNN) with Bidirectional Long Short-term Memory (BiLSTM)
[10], Long Short-term Memory (LSTM) with Bidirectional Long Short-term Memory
(BiLSTM) [11, 12] tomitigate text data vanishing gradient issues. CNNs commonly used
in image data contain spatial features that, when combined with LSTM, are effective in
handling sequential and temporal text data; this sometimes results in a potential model
for the vanishing gradient. CNNs can extract local text features, while LSTMs capture
contextual features and long-term dependencies. However, as much as this approach has
shown promising results in research, its limitations still lie in unsuitability for large-scale
datasets as it requires time and multiple network layers, leading to model complexity
and lack of interpretability. [3] used CNN and LSTM for sentence classification, which
is an NLP approach. The study observed that even though the model could learn long-
term dependencies, their experiments show that the model performance is affected by
dataset size, classifiers, and gradients vanishing. A similar study [10] used CNN and
BiLSTM deep neural networks for a text sequence classification task. The model was
able to extract semantics, which is an essential feature in long text sequences, though
the delay was encountered in the processing time due to the sequential process in the
BiLSTM architecture. Similarly, the sentiment analysis task was performed using deep
networks. Authors observed that the proposed framework is prone to limitations in cases
of imbalanced or text bias in capturing diversity [11].

To improve performance, especially in the case of imbalanced datasets, some studies
used multiple embedding techniques in addition to the network layers. [13] proposed
a model that combines CNN and LSTM with word2vec and GloVe word embedding
representations for sentence-level classification. Their model was able to capture differ-
ent various representations of word embedding in the input layer. The results showed
that it outperformed the models with a single embedding technique though it is time-
consuming and may not be efficient for large datasets. Also, [14] proposed a model
on CNN-LSTM with an attention mechanism, where the attention mechanism is useful
to focus and capture relevant information. However, its use is dedicated to the specific
study, which may not be suitable in all cases.

Other algorithmic features that have been commonly used in research to mitigate
the vanishing gradient problem is the combination of activation functions [15–24] such
as Rectified Linear Unit (ReLU), sigmoid, tanh, and SoftMax function, which has been
used to improve the deep learning training by involving them in one or more of the
network layers. A commonly used activation function is ReLU which has been used in
various NLP tasks [15–18, 25]. Studies show that its major challenge is the dying ReLU
which causes neurons to stop learning and eventually die.

2.2 Regularization Technique

This has been widely used as a means of mitigating the vanishing gradient challenge
with techniques such as dropout [13, 26, 27], early stopping [13, 15, 28, 29], batch
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normalization [18, 26, 30]. It is commonly used in the data training phase. [30] made
use of dropout, batch normalization, and a fast gradient sign procedure to add noise
to the training data and avoid overfitting. Specific regularization technique was also
considered in the case of large datasets, such as adaptive batch normalization as used
in [31] to adjust the dimensionality of the input data representations. Research shows
that more than one regularization or normalization technique has been used together
for improved performance. Overfitting and noise in data rather than the underlying
pattern arising due to model complexity in using algorithmic features [17] can lead to
poor model performance on unseen data, which can cause vanishing gradient issues. To
prevent such, these regularization techniques adjust the model during training to avoid
overfitting and improve the model. However, this method is quite complex and sensitive
to hyperparameters which may be time-consuming and require more computational
resources [32].

2.3 Optimization Technique

This set of techniques focuses on finding the model’s optimal parameters that minimize
the loss function, such as gradient descent [22], weight clipping [33], stochastic gradient
descent [25, 34, 35], Adam [36, 37]. Research shows that optimization techniques are
combined with regularization and algorithmic features to speed up the process [3, 5, 29].
Stochastic Gradient Descent, used in [25] as an optimization technique to measure text
novelty, improves the model’s ability to detect rare texts. However, hyperparameters and
large datasets are likely to affect its performance. [36] used Adam Optimizer in their
study on social media industry review detection, whose aim was to speed up the process.

3 Methods and Interpretation of Findings

An extensive review of existing literature was carried out on the vanishing gradient in
text data to identify specific methods used to handle the vanishing gradient issue of
text data which was done using both the PRISMA and bibliometric analysis using VOS
viewer.

3.1 Data Collection

The data was collected using the search string; (TITLE-ABS-KEY (”Vanishing Gradi-
ent”) OR (”backpropagation”) AND (”text data”) from the Scopus database so as to get
relevant recent studies on the search domain. Studies outside text data, such as image
data, were not included. This is required to not digress from this study’s domain. The
next section is detailed on the PRISMA and bibliometric analysis respectively.

Step 1
The PRISMA analysis is a recognized framework for conducting and reporting system-
atic reviews and meta-analyses. It includes guidelines and a checklist to ensure reliabil-
ity and transparency. The key steps involve defining the research question, conducting
a thorough literature search, selecting relevant studies, extracting data, assessing study
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quality, synthesizing data, and reporting results. This approach enhances the quality and
reproducibility of these types of studies.

To retrieve literature on gradient vanishing and text data. The search yielded 141
results which were all considered for the bibliometric analysis. However, 31 documents
were found relevant after the screening process. Figure 1 shows the PRISMAflow search
strategy depicted in this study.

Fig. 1. PRISMA flow diagram

Step 2
VOSviewer is a valuable tool for researchers in bibliometric analysis. It helps visual-
ize and understand complex networks from scholarly literature and identify research
trends and gaps, thereby making informed decisions regarding collaboration, resource
allocation, and future research directions surrounding the DNN and vanishing gradient
issue.

Combining these analytical approaches aims to ensure quality information can be
reproduced from the study. Furthermore, the Scopus database was chosen to gather
relevant bibliographical data due to its functionality in generating awide range of results.
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Microsoft Excel was also used to collect data in structured form for a rigorous review
of literature related to “vanishing gradients” and “text data.” This has enabled easy
identification of patterns from the existing studies and suggests new ideas to overcome
the challenges for further research.

3.2 Data Analysis Process

This is important to achieve the aim of this study and guide further research. The data
analysis includes literature selection, information extraction, information synthesis, and
bibliometric analysis.

Table 1 further shows the top 10 most cited documents related to DNN and their
various NLP applications. It is observed that the most common NLP applications focus
on short-text sentence tasks such as sentiment analysis and text classification. It also
provided insights into the various techniques for handling the vanishing gradient prob-
lem. As a result, the information provided in the table should be valuable to researchers
in this domain and serve as a reference point for future work.

Table 1. Top 10 highly cited documents

No Author/Title Task performed Method Number of current
citations

1 Zhang, Z., Robinson,
D., & Tepper, J.
(2018). Hate Speech
Detection Using a
Convolution-LSTM
Based Deep Neural
Network

Proposed a model
to enhance
performance in
DNN for hate
speech detection

CNN-LSTM,
Dropout

576

2 Hassan, A., &
Mahmood, A. (2018).
Convolutional
Recurrent Deep
Learning Model for
Sentence
Classification

Proposed a model
to capture
long-term
dependencies in
short texts
efficiently

LSTM, Stochastic
Gradient Descent

221

3 Pham, D. H., & Le,
A. C. (2018).
Learning multiple
layers of knowledge
representation for
aspect-based
sentiment analysis

To improve
capturing of
long-range
dependencies and
semantic
information for
sentiment analysis

CNN, LSTM,
Stochastic Gradient
Descent

107

(continued)
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Table 1. (continued)

No Author/Title Task performed Method Number of current
citations

4 Plaza-del-Arco, F. M.,
Molina-González, M.
D., Ureña-López, L.
A., &
Martín-Valdivia, M.
T. (2021). Comparing
pre-trained language
models for Spanish
hate speech detection

To detect hate
speech on social
media

CNN, LSTM.
BiLSTM, Early
stopping

79

5 Sadiq, S., Mehmood,
A., Ullah, S., Ahmad,
M., Choi, G. S., &
On, B. W. (2021).
Aggression detection
through the deep
neural model on
Twitter

To detect
aggression on
Twitter

MLP, ReLU 77

6 Chandra, R., &
Krishna, A. (2021).
COVID-19 sentiment
analysis via deep
learning during the
rise of novel cases

To explore the
temporal nature of
sentiments on
covid-19

LSTM 62

7 Ma, Q., Yu, L., Tian,
S., Chen, E., & Ng,
W. W. (2019).
Global-local mutual
attention model for
text classification.
IEEE/ACM
Transactions on
Audio, Speech, and
Language Processing,
27(12), 2127–2139

To capture both
semantic features
and long-term
dependencies

CNN-BiLTSM,
ReLU

31

8 Baccouche, A.,
Ahmed, S.,
Sierra-sosa, D., &
Elmaghraby, A.
(2020). Malicious
Text Identification:
Deep Learning from
Public Comments and
Emails

Proposed a model
to identify
malicious emails
and comments

LSTM, Early
stopping

28

(continued)
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Table 1. (continued)

No Author/Title Task performed Method Number of current
citations

9 Nguyen, V. Q., Anh,
T. N., & Yang, H. J.
(2019). Real-time
event detection using
recurrent neural
network in social
sensors

Proposed a model
to detect temporal
occurrence and
improve LSTM
performance

CNN, LSTM,
dropout

28

10 Khan, M. U., Javed,
A. R., Ihsan, M., &
Tariq, U. (2020). A
novel category
detection of social
media reviews in the
restaurant industry

Proposed a
customer detection
opinion model

CNN, BiLSTM,
Adam

25

Table 1 provides a comprehensive overview of techniques and models used in var-
ious NLP tasks, highlighting ongoing efforts to improve accuracy and effectiveness
across domains. Key trends include the integration of RNNs and CNNs, utilizing regu-
larization techniques and optimization algorithms, and emphasis on capturing semantic
information and considering temporal aspects. These trends reflect the continuous pur-
suit of improved performance by addressing challenges such as overfitting and capturing
contextual and temporal nuances in NLP tasks.

The VOS viewer visualization technique provides a clear understanding of the rela-
tionship between frequently occurring keywords and identifies research trends in the
field. The process involves selecting a data file, creating a map based on the text, and
applying a counting method. This study used the full counting method, and a controlled
number of relevant terms were manually selected after verification. The threshold for
word appearance was set to 12. As a result, 81 terms were used to generate clusters of
terms. Some of the visualizations of these terms can be seen in the Figures.
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Fig. 2. VOS viewer General visualization of literature analysis results

Figures 2, 3, 4 give insights into exploring the selected text data. The next section
will discuss observations and trends obtained from this data.

Cluster 1 centers on text data, classification, and sentiment analysis. It provides
potential insights into methodologies for analyzing and classifying textual data and
provides insights into exploring the performance evaluation,methodologies for exploring
transfer learning, and experimental outcomes analyses within the dataset.

Cluster 2 This cluster highlights deep learning, recurrent neural networks RNNs,
and NLP. It offers insights into the practical application of deep learning models, RNN
architectures, and NLP techniques relevant to the dataset.

4 Findings

The clusters and their associated terms provide an overview of the various approaches
and techniques employed in research to address the vanishing gradient issue in text
data. It is, however, important to note that this review paper serves as only a starting
point in the analysis of this challenge. There is a need for further research in terms of
other domain–specific contextual analysis for a more explicit solution to the vanishing
gradient issue in text data.
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Fig. 3. VOS viewer Cluster one

5 Conclusion with Future Recommendation

A significant challenge presented by the vanishing graduating problem is encountered
while training DNNs for NLP tasks. This study, among others, examines how the dimin-
ishing gradients perform during backpropagation and how this performance hinders the
learning process by impeding effective and regular updates of weight parameters. Some
of the approaches explored throughout this review in a bid to mitigate the vanishing gra-
dient challenge and its impact on text data, include but are not limited to regularization,
optimization techniques, and algorithmic features. However, there’s a pressing need for
further research to understand and solve this problem. For a more comprehensive under-
standing, easier reach of the solutions, and a broader perspective, it is crucial that more
extensive analyses are conducted. These analyses will delve more into the understanding
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Fig. 4. VOS viewer Cluster two

of the vanishing gradient issue in text data and will be able to provide more tailored solu-
tions and approaches that can be taken to avoid the issue in DNNs. To better understand
how these techniques can be effectively applied in DNNS for NLP tasks, researchers
can and should examine a broader range of data tests. It is also recommended that future
studies adopt a comparative approach by evaluating and comparing existing methods to
solve the vanishing gradient problem and assessing their specific effects on text data.

This comparative analysis will juxtapose different approaches and allow the
researchers to see through their respective merits and demerits, thereby enabling
researchers to make informed decisions regarding the most effective strategies for mit-
igating the vanishing gradient issue in text data. To further enhance our understanding
of the datasets used in this study, it is recommended to explore additional explorative
analyses. Deeper insights can be provided into the characteristics and patterns of the data
through Techniques such as keyword extraction, phrase extraction, or text prediction.
By employing advanced text mining approaches, researchers can better understand the
relationships between the vanishing gradient problem and the text data. By conduct-
ing further investigations, employing advanced text mining techniques, and performing
comparative analyses, researchers can make significant advancements in overcoming
the challenges posed by the vanishing gradient problem. These efforts will ultimately
contribute to improved performance and effectiveness of DNNs in NLP tasks.
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Abstract. Social media services have become a prevalent communication tool
due to their capability to instantly share information with a large number of peo-
ple for free. However, social media also facilitate cyberbullying, and studies have
shown that cyberbullying on social media has a severe impact compared to other
platforms. In some cases, cyberbullying provokes tragic problems, such as suicide.
The information shared on social media services provides a massive amount of
textual data, which can be used to explore patterns of human behaviors includ-
ing cyberbullying. This paper aims to build a dataset of offensive language for
research on cyberbullying in the Malay language through a series of baseline
experiments by implementing SVM classifiers. These preliminary experiments
helped to understand the performance of automatic tools that mine for abusive
language within a corpus of Malay texts. To achieve the objectives, social media
extraction methods and new crawling technologies oriented have been developed
to monitor the Instagram accounts of popular Malaysian celebrities. The resulting
collection contains 165,239 real-world comments associated with 27 Instagram
public accounts. A sample of this corpus was manually labelled in terms of cyber-
bullying categories. After the dataset was cleaned, normalized, and vectorized,
this led to a collection of 527 comments. Following a standard training (70%) and
test (30%) split, the SVM classifier was developed and evaluated. These initial
experiments produced a model accuracy of 75% and f1-scores of around 75%.

Keywords: Support Vector Machines · supervised machine learning ·
Instagram · cyberbullying ·Malay language

1 Introduction

Withmore than four billion users worldwide, social media services have become a preva-
lent medium to express opinions about individuals, organizations, products, or events
[1]. Social media services offer the capability to instantly disseminate information to a
huge number of people, basically, for free. Unfortunately, the open nature of these infor-
mation services also facilitates cyberbullying. It is common that people share offensive,
insulting, and hateful messages toward others [2, 3].
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As its name implies, cyberbullying is an intimidating action perpetrated by someone
in an online setting to cause harm to the victim(s) [4–6]. Cyberbullying may lead to
severe impacts on general well-being, mental health, and social issues. For example, it
can lead to depression, low self-esteem and even suicide [7, 8].

The increasing volume of user-generated content (UGC) on social media platforms
provides a vast amount of data, which can be accessed and explored to understand
patterns of human emotions, behaviours, and sentiments [9]. With these data, Machine
Learning approaches such as Support Vector Machine (SVM) and Random Forest (RF)
can utilize the data to perform predictions [10]. For instance, cyberbullying behaviour
can be detected based on the textual data accessed from comment or caption sections of
a social media post.

Text mining techniques are among the most effective tools for cyberbullying detec-
tion [2]. Early cyberbullying detection is crucial in order to identify and classify the
activities encompassing the attributes of cyberbullying to curb the problem and mini-
mize the risks of cyberbullying victimization [8]. However, early detection technologies
need language resources, such as corpora of labelled cyberbullying sentences, and these
textual collections are scarce for many languages, including Malaysian.

This paper aims to discuss a preliminary study for developing a test collection of
offensive Malay language from a number of Malaysian celebrities Instagram accounts
and tracked cases of cyberbullying. Automatic cyberbullying detection on social media
is crucial to minimize the impact of cyberbullying and it has potential to support law
enforcement authorities in witnessing how social media foster the dissemination of
offensive remarks [2, 8, 10]. Thus, this research developed a tool to automate cyberbul-
lying detection and utilized standard effectiveness metrics to evaluate the classification
models. The experimental report includes the F1 score, precision, accuracy, and recall
of cyberbullying comments in Instagram. Results from these initial experiments could
be used as a reference for future research related to cyberbullying detection on social
media.

This paper is organized as follows. The next section explains the offensive Malay
language used in Malaysia. Section 3 presents the process of building the textual col-
lection for cyberbullying including the process of preparing the dataset, the methods
used in the experiments and the results from the experiments. Section 4 provides the
conclusion of this research.

2 Offensive Words in the Malay Language

English language datasets are the focus of most current research compared to other lan-
guages [11]. English, Spanish and French is recognized as high-resource languages [12].
In contrast, Malay is one of the low-resource languages [14]. High-resource language
refers to numerous datasets that are currently available, and low-resource language refers
to limited datasets [13].

Malay is spoken inMalaysia, Indonesia, Singapore, and Brunei. Despite their shared
basis and incredible similarities, Malay dialects vary in each country [14]. Due to its
low-resource nature, there are very few datasets related to cyberbullying in the Malay
language [15]. Most recent studies on cyberbullying detection utilize Twitter datasets in
the Indonesian language [2, 16–18].
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Due to the close similarity of the Malay language used in Malaysia and Indonesia,
this research adopted the guideline of determining offensive words from the research
conducted by Ibrohim and Budi [18]. Offensive words are usually associated with con-
ditions, animals, astral beings, objects, parts of a body, family members, activities, or
professions. Table 1 explains further about the categories of offensive words referenced
in the Indonesian language, which are also relevant to the Malay language in Malaysia.

Table 1. Categories of offensive words in Indonesian and Malay languages.

Category Explanation Examples Malay language used in

Indonesia Malaysia

Conditions Words that express
certain conditions
in a conversation
are sometimes used
as abusive words
(e.g., with a
negative tone or
offensive intention)

i. Mental Disorder gila, bego, goblok,
idiot, sinting,
bodoh, tolol,
sontoloyo, geblek,
sarap

gila, bodoh,
bengong, bangang,
mereng, cacat otak,
sakit otak,
meroyan

ii. Sexual
Orientation

lesbian, homo,
banci

lesbian, gay,
pondan, bapok,
jantan, betina

iii. Lack of
Modernization

kampungan, udik,
alay

kampung, ulu,
jakun, sakai

iv. Physical
Disability

buta, budek, bolot,
bisu

buta, pekak, bisu,
tuli

v. Conditions
where someone
doesn’t have
etiquette

berengsek, bejat biadap, kurang
ajar, bedebah

vi. Conditions that
are not
sanctioned by
god or religion

keparat, jahanam,
terkutuk, kafir, najis

keparat, jahanam,
kafir, najis, murtad

vii. Conditions
that are related
to unfortunate
circumstances

celaka, mati, modar,
sialan, mampus

celaka, mati,
mampus, sial,
miskin, papa
kedana

Animals Animals that
represent offensive
words and negative
characteristics

i. Disgusting for
certain people

anjing anjing

(continued)
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Table 1. (continued)

Category Explanation Examples Malay language used in

Indonesia Malaysia

ii. Disgusting and
forbidden by
certain religions

babi babi, khinzir

iii. Annoying bangsat, monyet,
kunyuk

monyet, kera,
beruk

iv. Parasitic lintah lintah, pacat

v. Lusty buaya, bandot buaya, kambing,
lembu

vi. Noisy beo murai

Astral Beings Astral beings are
often used as
abusive words
because they are
believed to often
interfere with
human lives

- setan, setan alas,
iblis, tuyul, kunti

setan, syaitan,
iblis, toyol,
pontianak, dajjal

An Object Like animals and
astral beings, some
objects or features
can be employed as
abusive words
(based on their
negative aspects):

i. Bad Smell tai, tai kucing,
bangkai

tahi, taik, bangkai,
busuk

ii. Dirty and Worn
Out

gembel, gombal kain buruk,
sampah

Body Parts Certain body parts
that represent
abusive language
and often
associated with
sexual activities

- kontol, memek,
tempik, jembut

kote, punai, puki,
pantat, bontot,
punggung, cipap,
tetek

Activity Abusive words
related to activity
are usually
associated to some
sexual-related
aspects

- ngentot, ngewe menyundal

Professions Related to
someone’s
employment,
particularly
low-class or
religion-prohibited
occupations

- maling, sundal,
bajingan, copet,
lonte, cecenguk,
kacung, pelacur,
pecun, jablay, perek

pencuri,
penyangak,
penyamun, penipu,
pelacur, sundal,
peminta sedekah
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The last category of offensive words is Family Members. Indonesians often add
the suffix -mu on words that insinuate to family members as a curse, such as ibu-mu
(your mother), bapak-mu (your father), kakek-mu (your grandfather), and nenek-mu
(your grandmother). While in Malaysia, Malaysians usually pair the words of family
members with another word that carries the meaning of ‘your’. For example, mak kau
(your mother), bapa kau (your father) and atok kau (your grandfather). The word ‘kau’
is a word used to address someone in a rude way. Therefore, the combination of words of
family members and ‘kau’ is generally considered offensive in the Malaysian language.

According to the list of the aforementioned offensivewords, the usage of thosewords
in cursing others in the Indonesian language can be categorized into three types. Table 2
describes the three types of offensive Malay language used in Indonesia and Malaysia
in the form of words, phrases, and clauses.

Table 2. Three types of offensive Malay language used in Indonesia and Malaysia.

Country Types Examples

Indonesia Word
Phrase
Clause

Anjing! (Dog!)
Dasar bodoh! (You stupid!)
Goblok lu, gitu aja ga bisa!? (Idiot, you can’t even do something like
this!?)

Malaysia Word
Phrase
Clause

Anjing! (Dog!)
Memang bodoh! (You are stupid!)
Bangang betul, mcm ni pon tak reti!? (Idiot, you can’t even do something
like this!?)

Inmodern conversation inMalaysia, it is noted that not all offensive words or phrases
are used to curse others. Some Malaysians use offensive words to convey astonishment
or wonder. For instance, the clause ‘Cantik sial rumah kau!’ is not to curse someone as
damned or unlucky. In this context, the offensiveword ‘sial’ is used to convey amazement
or admiration for someone or something. Therefore, the clause ‘Cantik sial rumah kau!’
is meant to be ‘Wow! Your house is so beautiful!’. A clause as such is related to abusive
language, but not offensive.

3 Building a Test Textual Collection for Cyberbullying

A survey conducted in 2017 ranked Instagram first as the most prevalent platform for
cyberbullying [11]. Instagramprovides some features to reduce the occurrences of cyber-
bullying. These features are reporting to Instagram, hiding offensive comments based
on keywords that have been provided by Instagram, and disabling comments for a post
[19]. However, despite these features, many comments on Instagram still have the traits
of cyberbullying [19]. Thus, automatic cyberbullying detection on social media is cru-
cial to minimize the impact of cyberbullying and for the law enforcement authorities to
witness how social media facilitate the dissemination of offensive remarks [12, 20].
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Malay is one of the low-resource languages [15]. Malaysia, Indonesia, Singapore,
and Brunei are using the Malay language. Malay originates from the same root and
shares incredible similarities, but every country has their own variant [14, 15]. Very
limited datasets related to cyberbullying in the Malay language used in Malaysia can be
found due to its low-resource nature [15].

Most of the current cyberbullying detection studies utilize datasets in the Indonesian
language from Twitter [2, 17, 18]. To the best of our knowledge, there is one dataset
developed by Zainol and others for cyberbullying in the Malay language [21]. They
gathered the data from Twitter using RapidMiner studio based on keywords such as
‘bodoh’, ‘sial’, ‘gila’, ‘babi’, ‘haram’, and ‘anjing’. These words are often used for
cyberbullying on Malaysian Twitter. In addition, there is also a third-party API called
Malaya developed by Zolkepli Husein that serves as a repository for storing Malay
corpus with datasets of various subjects such as political landscape, emotion, sarcastic
news headlines, and stopwords [22]. The live data was collected from Facebook, Twitter
and Instagram using crawlers. The API also provides a number of models trained with
its relevant datasets with 80% of training and 20% of testing datasets [15]. Nevertheless,
both of the datasets are not developed for Instagram and cyberbullying. Hence, this
research developed a new Instagram dataset in Malay, specifically for cyberbullying
detection.

3.1 Preparing the Dataset

Several aspects need to be taken into consideration during the process of data source
selection, namely, the size and quality of the data sources, the difficulty to distinguish
data consist ofwith andwithout the elements of cyberbullying, and the data redistribution
terms and conditions [22]. This research performed baseline experiments using a real-
world dataset from Instagram, as the platform that has the most prevalent cyberbullying
incidents. The experiments were performed based on the flowchart, described in Fig. 1
[20].

Fig. 1. Experiment flowchart.

The first step is to gather data from Instagram accounts using Instagrapi, a Python
library for the Instagram API. The raw dataset consists of 165239 comments crawled
from 27 public accounts of Malaysian famous people. To make the labelling more man-
ageable, this research attempted for a smaller subset which focused on the accounts that
have a high percentage of negative comments in their postings. It is more likely to give a
higher probability of identifying cyberbullying once the data was properly labelled [19].
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A total of 831 data was randomly selected for the subset. From the subset, the
data was filtered by erasing comments that: (i) have only one word, (ii) are written
in English, and (iii) contain product or business advertisements. The filtering process
gives us 528 data that are ready to be labelled. The dataset was manually labelled into
two respective classes, namely, Bullying and Non-bullying. Due to the small number
of data, the dataset was labelled by only one annotator who is a native speaker of the
Malay language. Figure 2 shows some of the data that have been labelled as Bullying
and Non-bullying.

Fig. 2. Examples of the labelled data.

After completing the labelling, symbols, punctuations, special characters, hashtags,
emojis, and emoticonswere deleted from the dataset. The next step is data normalization,
where the non-standardwordswere changed into standard ones usingDewanBahasa dan
Pustaka (DBP) database [22]. DBP is one of the most reliable resources for reference
and accommodating tasks, including semantic recognition, syntactic disambiguation,
and sentence structure in the Malay language [23]. Figure 3 illustrates the labelled data
after normalization.

3.2 Feature Extraction

Some application features such as TF-IDF will be applied to further clean the dataset
by converting the comments into lowercase. The number of times a term appears in a
document in relation to the total number of words is calculated using TF, whereas the
importance of a phrase is calculated using IDF. This technique can quantify a word in
documents, to compute a weight onto each word which highlights the importance of the
word [18]. In this experiment, theMalay language stop words were utilized fromKaggle
which consists of 364 words [24].
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Fig. 3. Examples of the labelled data after normalization.

3.3 Baseline Experiments

After the feature extraction process, the data were ready for classification. This research
implemented the Support Vector Machine (SVM) technique and ran a series of experi-
ments to evaluate the performance. These experiments produced a test collection of text
for cyberbullying detection that could be used by others as a reference. The implemen-
tation of those classifiers was accomplished using a library from Scikit-Learn, a library
that provides widely-used classification algorithms in Python language. This library is
often used in research related to text classification, including the SVM library [18].

The dataset was randomly split into two types, with 70% for the training set and 30%
for the testing set. The training set consisted of 370 comments and the test set consisted
of 157 comments. Next, the dataset was vectorized into numerical vectors, where a list
of unique integers is assigned to each row and its associated importance as calculated
by the TF-IDF method. After that, the training and testing set were transformed into
vectorized datasets. Afterwards, the vectorized training set was used to fit into the SVM
classifiers and the vectorized testing set was validated to get the prediction of the labels.
This experiments used the default SVMclassifier (C= 1.0, kernel= ‘rbf’) and generated

Table 3. Classification results.

Precision Recall F1-score Support

0.0 0.76 0.70 0.73 77

1.0 0.73 0.79 0.76 80

Accuracy 0.75 157

Macro avg 0.75 0.74 0.74 157

Weighted avg 0.75 0.75 0.74 157

0.0 = Bullying.
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the best fit. This allows the machine learning algorithm to learn from the dataset and
generate predictions (Yin et al., 2021). Finally, the f1_score, accuracy, precision, and
recall were produced using the classification_report function. The results are shown in
Table 3 as follows.

Based on Table 3, it was observed that with the SVM classifier, there is an accuracy
of 0.75, which implies that the model correctly predicted 75% of the comments labelled
as Bullying or Non-bullying. In general, a score between 0.50 to 0.80 is considered
acceptable. The model also exhibits a precision score of 0.76 for Bullying indicating
that 76% of the comments that the model predicted as Bullying are Bullying and 0.73
for Non-bullying indicating that 73% of the comments that the model predicted as
Non-bullying are Non-bullying.

The model also shows a recall score of 0.70 for Bullying and 0.79 for Non-bullying
indicating that the model was able to discover 70% of the comments the model predicted
as Bullying and 79% of the comments the model predicted as Non-bullying in the pool
of comments. Themodel reveals the F1-score of 0.73 (73%) for Bullying and 0.76 (76%)
for Non-bullying as the weighted average of the precision and recall. The rule of thumb
is that the closer the F1-score to themaximum value of 1 (minimum value is 0), the better
the performance is [29]. The Confusion Matrix of the classification result for SVM is
illustrated in Table 4.

Table 4. Confusion Matrix.

Positive Negative

Positive 63 23

Negative 17 54

Based on Table 4, the observations were recorded as follows:

i. True Positive (TP): 63 out of 80 comments were predicted as non-bullying and were
actually classified as non-bullying.

ii. True Negative (TN): 54 out of 77 comments were predicted as bullying and were
actually classified as bullying.

iii. False Positive (FP): 23 out of 157 comments were predicted as non-bullying but
were classified as bullying.

iv. False Negative (FN): 17 out of 157 comments were predicted as bullying but were
classified as non-bullying.

4 Conclusions

This paper presented a new test collection for cyberbullying and language in the
Malaysian language. Additionally, this paper outlined the methodology to build a test
collection that includes a series of offensive language written by Instagram users. A
series of baseline experiments were performed to evaluate the model performance and
provided a report.
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This paper also discussed the types of offensive language identified in the Malay
language used in Malaysia. Due to the limited number of cyberbullying datasets for the
Malaysian language, this new collection can be used as a reference to foster research
related to cyberbullying in Malaysia.

Future works aims to extend this research by exploring cyberbullying behaviour in
the bystanders’ comments and building a corpus specifically for Instagram in the Malay
language. This research would be beneficial for facilitating cyberbullying research in
Malaysia by providing a complete corpus in the Malay language. Furthermore, it is
also important in supporting society’s awareness of their roles in the effort to curb
cyberbullying as well as for the authorities to witness the cyberbullying incidents in
Malaysia.
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Abstract. TikTok is a popular social networking application that offers trend
research and is a valuable source for users. However, this is often misconstrued for
content, whichmay not be suitable for children due tomisappropriate content. This
study aims to improve user perception ofTikTokbyusing topicmodelling and clus-
tering techniques to identify trending topics in TikTok videos. The research uses
Latent Dirichlet Allocation (LDA) and K-means clustering techniques to enhance
the recognition of local and global topics across text documents. The methodol-
ogy includes data collection, data pre-processing, clustering, topic modelling, and
results. Ten subjects associated with trending TikTok videos are displayed using
the LDA algorithm, and the generated topics are used to produce an Inter-topic
Distance Map. The method’s effectiveness is evaluated using log-likelihood score
and perplexity measurements. It has a log-likelihood score of 5579 and a perplex-
ity score of 287. A good model is one with a higher log-likelihood and lower
perplexity. The study ex-tracts popular TikTok topics using both the LDA topic
modelling technique and the K-means clustering algorithm.

Keywords: social networking application · topic modelling · clustering
analysis · latent dirichlet allocation · tiktok

1 Introduction

Trending analysis is the practice of gathering data and attempting to identify patterns or
trends in data. It can also determine whether an organization’s objectives have been met.
Nowadays, Tik Tok is a new source and one of the most interesting and useful sources of
information in social networking applications involved in trend analysis. TikTok was the
most common application that grew faster and attracted 1.5 billion active users [1] of the
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hundreds of millions of users from children and young adults. This application lets users
create short video content, sharing 15-s and up to 60-s videos on any topic. Influencer
Marketing Hub said Tik Tok was formerly known as Musical.ly until ByteDance, a
Chinese company, took over the app, and users were transferred to Tik Tok.

TikTok is a popular app among children and adults, often viewed as having dis-
advantages rather than advantages [2]. However, it offers interesting content such as
business tips, cooking tips, and many other types of information. The study aims to
classify video content into categories to improve user perception of TikTok. Users can
better understand its features and avoid inappropriate content by analyzing the content.

The primary contribution of this study is the use of clustering and topic modelling
methods to uncover hot topics fromTik Tok videos. The goal of the effort was to improve
the recognition of local topics within a single document and a group of global topics
across a series of text documents using Latent Dirichlet Allocation (LDA) and K-Means
clustering algorithms. The remainder of the document is structured as follows: Sect. 2
includes a literature review; Sect. 3 describes data preparation and methodology; Sect. 4
illustrates experiments and results; and Sect. 5 concludes the paper.

2 Related Work

A topic modelling experiment based on user comments on social media is shown in the
study [3]. The author conducted an experiment using two datasets fromYahoo and Tokyo
Electric Power Company (TEPCO), which covered the most popular news stories and
video streaming comments, respectively. LDA was used to implement topic clustering
based on topic modelling. This experiment received 15,000 comments throughout the
same period. The results of the modelling are displayed in Fig. 1.

Fig. 1. Modelling’s outcome
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In the [4] study, Twitter social media was searched for information about the Covid-
19 epidemic from March 3rd to March 31st. This author copied ten thousand tweets.
The outcomes of clustering based on latent semantic analysis produced more clusters
than clustering based on LDA. Because the largest cluster would show the day of trend,
it was used as a comparison. The total number of confirmed cases in each nation and
worldwide are shown in Fig. 2 [4].

Fig. 2. Number of confirmed cases

This study [5] focuses on the two-step problem of extracting semantically relevant
themes and trend analysis of these subjects from a large temporal text corpus utilising
an end-to-end unsupervised technique. The author first created word clouds based on
the frequency of terms in each cluster of abstract text. As a result, terms that were
less prevalent and significant to the cluster were deleted from word clouds. The author
generated word clouds based on the TF-IDF scores of phrases belonging to a cluster.
The TF-IDF based on a word cloud of four distinct clusters is displayed in Fig. 3 [5].

Fig. 3. TF-IDF based on a word cloud of 4 different clusters

The study from [6] has addressed the issue by focusing on Facebook fan pages. The
type of special account that has more significance than standard Facebook accounts.
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Using a combination of LDA-based topic distribution and post interaction indices, the
authors presented a vector for Facebook fan pages. Figure 4 shows the process of LDA
to obtain the topic distribution vector for a specific document in a fan pages text corpus.

Fig. 4. Process of LDA

In [7], a new spammer classification method is based on the LDA topic model. This
technique captures the spamming essence by retrieving global and local data regarding
topic distribution patterns. Clustering based on online spam detection is proposed to
discover spammers that appear to be posting legal tweets but are difficult to identify using
existing spammer categorization methods. The examination of the K-means technique
produces an accurate result, and it also identifies spammers on social media.

A past study from [8] explained the process of document clustering by using K-
means and K-medoids algorithm (see Table 1.). This study focuses on hundreds of
documents collected from Entertainment, Literature, Sports, Political, and Zoology. The
authors implement the K-means algorithm on the WEKA tool and K-medoids on the
Java platform. Both results of each algorithm are compared to get the best cluster.

Based on Table 1, each cluster defines documents of a particular domain topic.
According to the result, the authors conclude that theK-means algorithm ismore efficient
than the clusters obtained from the K-medoids algorithm [8].

The following word clustering experiment, carried out by [9], focuses on grouping
Chinese words using LDA and K-means in accordance with five categories: politics,
economics, culture, people’s livelihood, and science and technology.TheLatentDirichlet
Allocation (LDA) algorithm and the k-means clustering algorithm are combined in a
novel approach that is put forth in this work. The highest probability of each topic is
picked as the centroids of k-means after some topics are retrieved using LDA. In the
final stage, the K-means algorithm is employed to group every word in the text [9]. The
authors calculate the K-means centroids using the LDA algorithm findings and utilise
the Chinese word similarity calculation method to calculate the distance between the
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Table 1. Comparison of K-means and K-medoids algorithm.

COMPARISON

Algorithm Cluster number Number of documents Efficiency

K-means 0 18 27.78%

1 3 66.67%

2 39 25.64%

3 25 24%

4 15 26.67%

K-medoids 0 43 18.60%

1 11 54.15%

2 7 42.85%

3 35 14.2%

4 4 50%

words. The authors calculate the K-means centroids using the LDA algorithm findings
and utilise the Chinese word similarity calculation method to calculate the distance
between the words. As a result, the suggested algorithm’s average similarity is higher
than that of the K-means algorithm.

To group Arabic documents, they were analysed usingK-means and topic modelling
[10]. LDA and K-means clustering methods were coupled in this study’s dataset of
Arabic text texts. Datasets that represent news stories are obtained from the internet.
The experiments choose and apply TF-IDF weighting. This work’s authors conclude
that using topic modelling techniques during the clustering process enhances the quality
of clusters for Arabic text texts [10].

Using the K-means technique, the study in [11] carried out text document cluster-
ing. The comparison of K-means clustering and K-Means clustering using Dimension
Reduction approaches is covered in this work. The BBCSports dataset, which comprises
five categories, including athletics, cricket, football, rugby, and tennis, is used for the
comparison. The authors’ evaluation metrics include accuracy, precision, recall, and f-
measure. The efficiency of K-means clustering with and without DR methods is seen
in the following figure [11]. K-means with information gain DR is superior to K-means
clustering without dimension reduction approaches, as shown in Fig. 5.

A study on document feature extraction using LDA was conducted in [12]. The
information was collected from websites of Indonesian news media by choosing news
categories and saving them as text files. The TF-IDF K-Means methodology and the
LDA method were used to compare the document clustering results.

Thus, based on previous studies, trend topics in social networking sites such as Tik
Tok are still new in the current study. Hence, the use of topic modeling and clustering
techniques to identify trending topics in Tik Tok videos is proposed in this study. In
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Fig. 5. Comparison of K-Means and K-Means with DR techniques

addition, this research also aims to improve the recognition of local topics in one doc-
ument and a group of global topics across a collection of text documents using Latent
Dirichlet Allocation (LDA) and K-Means clustering techniques.

3 Material and Methods

This study followed the four steps of trending topic analysis of TikTok videos, as shown
in Fig. 6: data collection, preprocessing, clustering, and topic modelling algorithms and
results. The following subsections clarify each step in detail.

Fig. 6. Steps of Trending Topics Analysis of Tik Tok Video
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3.1 Data Collection

This work mined Tik Tok data between April 25th and May 11th, 2021, for our experi-
ment. The data was gathered by randomly extracting Tik Tok metadata such as number
of views, number of likes, number of plays, video descriptions, etc. The Tik Tok API
was utilized to collect 7552 data elements with 8 attributes at random, and this work
used Python language software for data analysis and topic modelling tasks. The data was
filtered based on the description’s most frequently used terms and hashtags. Figure 7
shows the overview of the dataset.

Fig. 7. Tik Tok Datasets

3.2 Data Preprocessing

The first data preprocessing steps were carried out to eliminate noise from the dataset. It
started by removing the following terms as noise fromTikTok data: text and symbols that
are not standard, mentions, hashtags, emoji, null values, and unwanted characters from
the Tik Tok descriptions. In addition, to reduce dimensionality and promote the topic
coherence, all words were transformed to lowercase. Following that, the preprocessing
steps listed below were carried out:

Tokenization: This process changes a string sequence into words, keywords, phrases,
symbols, and other items known as tokens. Each sentence is divided into a list of words,
with all punctuation and extra characters removed.

StopWordRemoval: Words that are often used but have no effect on the data’smeaning
were also eliminated from the corpus. The LDA algorithm could only use the most
importantwords as input by deleting such sentences from the text, yieldingmore accurate
results. The work combines English and Malay stop words to remove the mixed term
from the corpus. The work also extends the stop word by adding related words, as shown
in Fig. 8.

Lemmatization: Lemmatization is the process of converting words to their base word.
For instance, ‘playing becomes ‘play,’ ‘running becomes ‘run,’ and ‘meeting becomes
‘meet’. The benefit is that it can minimize the dictionary’s overall number of unique
terms. As a result, the number of columns in the document-word matrix will be reduced,
resulting in a denser matrix with fewer columns.
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Fig. 8. Stop word by adding some related words.

3.3 Clustering and Topic Modelling

The K-means clustering and LDA topic modelling methods are employed to the sets
used in this work to identify patterns for trending topic discovery. The detail of following
algorithm listed below:

K-means Clustering: K-means is a conventional clustering technique that seeks for
each observation of each attribute value and compares it to the nearest mean, and it is
used to define clusters that are similar to one another [13]. The k-means algorithm takes
the input parameter k and partitions a set of n-objects into k-clusters. Cluster similarity is
calculated using the mean value of the objects in the cluster, which serves as the cluster’s
centre of gravity. Steps that this work take for text clustering using k-means algorithm is
(i) determine the k value, (ii) identify the segregation of topic clusters, and (iii) clustering
evaluation model using Euclidean distance. Figure 9 shows the k-means algorithm.

Fig. 9. k-means algorithm

Latent Dirichlet Allocation (LDA): Topicmodelling is unsupervised natural language
processing used to represent text with the help of several topics. A generative model
called LDA explains sets of observations made by unseen groups and explains why
certain parts of the data are similar [14]. LDA is also a generative probabilistic model
that is commonly utilized in the field of information retrieval [15]. Depending on the
input settings, the generated topics can be highly generic or very specific [16].

3.4 Experimental Setup

The experiment started by preprocessing the TikTok Metadata by subsetting video
descriptions with Python code. A word cloud was used to ensure that no unwanted
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content was included in the text corpus created from the video descriptions. Addition-
ally, the word cloud can be utilised to verify the results of the preprocessing technique.
The corpus was then represented using the bag of words characteristics representation
technique. The bag of word words in the text corpus were therefore subjected to the
LDA topic modelling technique.

Bycreating a topic per document andawordper topicmodel, LDAalgorithms classify
documents into themes. A keyword distribution is used to represent each processed video
description. The LDA also assumes that the data used for the analysis are a mixture of
subjects. The subject will next generate phrases depending on their likelihood matrix.
Five topics were initially taken out of the data. However, to determine the ideal number
of topics in the corpus, later found to be 10, the best model estimators were used.

4 Experiments and Results

The experiment yielded a word cloud of the Tik Tok description of frequent words, as
seen in Fig. 10.

Fig. 10. Word Cloud of The Tik Tok Description

According to the word cloud, the majority of the words throughout the period are
related to funny videos, food content, and Korean music videos. Hence, some of their
words were included in ‘Food,’ ‘Movie,’ ‘Korean’ and ‘Comedy’ topics. Furthermore,
some of the other words are related to the ‘Pets’, ‘Tutorial’ and ‘Sports’ topics. In
addition, this work created an Intertopic Distance Map using the generated subjects. It
gives a broad overview of the topics and how they differ from one another. It also allows
for a detailed analysis of top phrases associated with each topic. The right panel, as
illustrated in Fig. 11, presents a horizontal bar chart representing the top keywords that
can be used to understand the topics.

Table 2 shows the results of applying the LDA algorithm to extract ten topics related
to trending videos on Tik Tok. Topic 0 is about sharing material regarding drawing and
painting. Other common words in this category include ‘artwork,’ ‘animation,’ and so
on. Furthermore, as shown in Table 2, topic 1 is about creating Autonomous Sensory
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Fig. 11. Inter-topic distance plot of the 10 topics

Meridian Response (ASMR) videomaterial or any enjoyable video. Some popular words
associated with this topic include ‘ear,’ ‘foodie,’ ‘food,’ and so on. As a result, this form
of ASMR content.

Table 2. Results of Applying The LDA Algorithm

This work uses log likelihood score and perplexitymeasures to assess the algorithm’s
performance on the dataset. It acquired a perplexity score of 287 and a log likelihood
score of 5579. A model with a greater log likelihood and a lower perplexity is regarded
as good. The degree of perplexity is a measure of how well a model predicts a sample.
Following that, this model was put to the test by predicting the topic using the newly
developed LDAModel. Before predicting the topics, the work uses a random text using
the same preprocessing technique. The transformation order and the result are shown in
Fig. 12. Figure 13 shows the code to get similar documents.
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Fig. 12. Segregation of Topic Clust

Fig. 13. Similar Documents

In conclusion, thiswork usesK-Means clustering on the document’s topic probability
matrixwith k-10 since the optimalmodel has 10 clusters to cluster video descriptions that
share similar subjects and plots. To depict X and Y columns, singular value decomposi-
tion (SVD) is employed. SVD ensures that the two columns collect the most information
available for the LDA model. Hence, Euclidean distance and the likelihood score are
employed to find similar subjects. The themes that are themost comparable are classified
with the shortest distance.

5 Conclusion

This study encompasses the LDA topic modelling technique and the K-means clustering
algorithm, both used to extract trending topics from Tik Tok. The study aimed to locate
and extract the most popular Tik Tok content. The LDA method obtained a perplexity
score of 287 and a log likelihood score of 5579 from7552videodata. The perplexity score
evaluates how well the probability models predict. However, this measure is insufficient
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unless accompanied by a manual topic evaluation. Some of the study findings are trendy
topics, such as comedy and sports content. As a result, because data is a multi-language
combination, future work will need to incorporate the extraction of keywords from the
data. This work is also interested in evaluating different topic extraction algorithms, such
as a combination of natural language processing and machine learning, and comment
analysis [17].
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Abstract. We live in an information world where visual data undergo exponential
growth within a very short time window. With diverging content diversity, we
simply have no capacity to keep track of those data. While short video platforms
(such as TikTok™orYouTube Shorts™) can helped users viewing relevant videos
within the shortest time possible, those videosmight havemisleading information,
primarily if it is derived from long videos. Here, we analyzed several short videos
(in terms of movie trailers) from YouTube and established a correlation between
one movie trailer and the classified movie genre based on the emotion found in the
trailer. This paper contributes to (1) an efficient framework to process the movie
trailer and (2) a correlation analysis between the movie trailer and movie genre.
We found that every movie genre can be represented by two unique emotions.

Keywords: movie analytic · face detection · emotion recognition · video
summarization

1 Introduction

The emergence of social video platforms such as TikTok™ and YouTube Shorts™
have enabled people to consume several videos within a short time window [1]. This
benefits both viewer and content creator, as only important and concise information is
relayed fromcreator to viewer.However, some of these videos are redundant,misleading,
clickbait or simply misrepresentations of reality [2]. As a result, many resources, such
as computing capacity and (most importantly) people’s time, have been wasted just to
process and consume these short videos.

Themisrepresentation issue can be largely observed inmanymovie trailers. Amovie
trailer (which is a very short video clip made of multiple scenes derived from the pro-
moted movie) is usually composed when a movie producer needs to promote a new
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movie to the public. However, in recent times, many have complained that some of
the produced movie trailers are misrepresenting the promoted movie [3]. For example,
one of the issues is that some movie trailers’ scenes are unavailable or probably edited
out from the promoted movie [4]. This false representation is why some people spend
their money and 1 - 2 h of their life watching that movie. There is a case where a fan
threatened legal action over a particular when the final movie did not include scenes that
were promoted in the movie trailers1.

As the number of movies released to the public increases over time, many produc-
ers want to ensure their movies are watched by many people worldwide. This will also
increase the number of movie trailers released to the public. Hence, to facilitate con-
sumers in visualizing many movie trailers without having to spend minutes watching
the trailer, we introduce a method to summarize the movie trailers into metadata and
perform data analytics in determining the relationship between the movie genre and
emotion recognition, that occur in the movie trailer.

This paper is organized as follows. Section 2 overviews the previous works on video
summarization from the year 1997 to the year 2022. Section 3 explains the used in this
work. Section 4 describes the results of the conducted experimentation on several movie
trailers. Finally, Sect. 5 presents the conclusion and future perspectives related to the
main findings.

2 Related Works

The exponential growth of video data has been overwhelming that it requires some sort
of summarization so users can consume many videos within a short period of time [5].
Even though video summarization has recently engaged growing attention in computer
vision communities, the research on video summarization can be dated back to 1997 [6].
Here, we categorized the changes in video summarization corpus into three categories,
image features statistical analysis, graph-based analysis, and semantic analysis.

2.1 Image Features Statistical Analysis

From 1997 to 2005, video summarization is mainly focused on statistical analysis of
the extracted image features. Hence, many efforts are focused on building quality image
features from a given video, based on low-level image analysis [7]. For example, a novel
technique based on SVD (Singular Value Decomposition) which derives the refined
feature space for clustering visual similar frames and ametric frommeasuring the amount
of visual content available in each frame based on the degree of visual changes [8]. Some
have proposed an automatic construction of video summarization based on similarities of
images in the video which will be used to select key frames of video segments [9]. Later,
a more robust two-stage clustering based video summarization technique has also been
proposed to improve the relevancy of the generated video summary, whereby, the first
stage provided shot separation and determined the periods of stable content with good
keyframe candidates while the second stage selected the final set of key-frames [10]. A

1 https://bit.ly/3VTwcWS.

https://bit.ly/3VTwcWS
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much more sophisticated low-level image analysis to select representative frames based
on the result of analysis of the events has also been proposed as a method to improve
the relevancy of the generated video summary [11].

2.2 Graph Based Analysis

From 2005 to 2015, video summarization is slowly transformed into graph- based anal-
ysis. Chong-Wah Ngo et. al have proposed a unified approach for video summarization
based on video structure analysis and video highlights, consisting of two major compo-
nents: scene modelling and high- light detection [12]. The scene modelling consists of a
normalized cut algorithm and temporal graph analysis meanwhile the highlight detection
focuses on the motion attention modeling [12]. In 2006, Yuxin Peng and Chong-Wah
Ngo proposed an algorithm for similarity measure of video clips based on bipartite graph
matching algorithmswhich areMaximumMatching (MM) andOptimalMatching (OM)
[13].Maximummatching can filter the irrelevant video clips meanwhile OptimalMatch-
ing is able to rank the similarity of the clips based on visual and granularity factors [13].
D. Besiris et. al have proposed an automatic video summarization technique based on
graph theory methodology and the dominant sets clustering algorithm [14]. Graph clus-
tering and mining for multi-video summarization were proposed at the year of 2010
which the separated shot from visual data and extracted keywords from transcripts are
structured into a complex graph and perform clustering while the hidden topics in the
keyframes and keywords will be mined from clustered complex graph to maximize the
coverage of summary over the original video [15]. A video summarization based on the
Segments Summary Graphs is proposed, which is the coherency analysis of segmented
video frames as represented by region adjacency graphs [16].

2.3 Semantic Analysis

Nowadays, many authors approach video summarization tasks within semantic anal-
ysis methodology, using every bit of video data and metadata. For example, in 2015,
Yale Song et. al proposed TVSum. This unsupervised video summarization framework
uses video title to find visually important scenes [17]. In 2016, Aidean Sharghi et. al
proposed the Sequential and Hierarchical Determinantal Point Process (SH-DPP) for
query-focused extractive video summarization, in which, given a user query and a long
video sequence, the algorithm will generate a summary by selecting key shots from the
video [18]. Later, Mohaiminul Al Bahian et. al proposed a convolutional neural net-
work (CNN)-based architecture to mimic the frame-level shot for user-oriented video
summarization [19].KaiyangZhou et. al proposed a deep summarization network (DSN)
that predicts a probability for each video frame which indicates how likely a frame is
selected, selects the frames based on probability distributions and generates a video
summary [20]. Lebron Casas et. Proposed two models which are Video Summarization
LongShort-TermMemory (vsLSTM)andDeterminantal Point ProcessLongShort-Term
Memory (dppLSTM) deep network that enablemodel frame relevance and similarity and
additionally incorporate attention mechanism to model user interest [21]. LSTM gener-
ate a summary from the video by extracting the most relevant segments and vsLSTM
contains the bidirectional chains of LSTM units [21]. The dppLSTM combines vsLSTM
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with Determinantal Point Process (DPP) to model pair-wise repulsiveness within video
frames [21]. In 2020, Wencheng Zhu et al. proposed a Detect-to-Summarize network
(DSNet) framework containing anchor-based and anchor-free counterparts [22]. The
anchor-basedmethod generates temporal interest proposals to determine and localize the
representative contents of video sequences while the anchor-free method eliminates the
predefined temporal proposals and directly predicts the importance scores and segment
locations [22]. Later, UN Yoon et. al proposed an unsupervised video summarization
method with piecewise linear interpolation (In-terp-SUM) that improve summarization
performance and generate a natural sequence of keyframes by predicting importance
scores of each frame utilizing the interpolation method [23]. Figure 1 summarizes how
video summarization research domain evolves over time.

Fig. 1. A temporal summary of video summarization literature from 1997 to 2022.

3 Methodology

Figure 2 shows the overview of our methodology. In the first step, we collect several
movie trailers fromYouTube™, and group it based on the genre of themovie. Then, each
video is splitted into several chunks, so that every chunk can be processed in parallel.
Each chunk is processed to achieve the following tasks:

1. Face detection task, where we are going to identify whether there is at least one person
in each chunk.

2. Emotion detection task, where we will identify the detected person’s emotion.

Finally, a video summary will be produced by analyzing the distribution of detected
emotion in each movie genre.

3.1 Data Collection

We used the movie trailers, downloaded from YouTube™ as our main data. Each movie
trailer is based on 5 movie genres: Comedy, Action, Fantasy, Horror and Romance. A
total of 25 trailers have been selectedwith five trailers for eachmovie genre. The duration
of each movie trailer is about 3 to 4 min. Table 1 shows the list of movies that have been
selected for each movie genre.
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Fig. 2. Overview of our methodology used in this research.

Table 1. Table captions should be placed above the tables.

Movie Genre Movie Title

Comedy Ghostbusters, 2016
Once Upon a Time in Hollywood, 2019
Tag, 2018
The Intern, 2015
The Bucket List, 2007

Action The Tomorrow War, 2021
The Finest Hours, 2016
Shooter, 2007
Security, 2017
Wonder Woman, 2017

Fantasy Fantastic Beasts: The Secrets of Dumbledore, 2022
Dolittle, 2020
The Lord of the Rings: The Two Towers, 2002
Miss Peregrine’s Home for Peculiar Children, 2016
A Monster Calls, 2016

Horror No One Gets Out Alive, 2021
The Conjuring, 2013
Don’t Breathe 2, 2021
The Silence, 2019
The Invisible Man, 2020

(continued)
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Table 1. (continued)

Movie Genre Movie Title

Romance Little Women, 2019
Passengers, 2016
Crazy Rich Asians, 2018
Beauty and the Beast, 2017
Titanic, 1997

3.2 Data Processing

Each movie trailer is around 3 to 4 min. Even though the duration is shorter compared to
the full movie, we still chunk the video into several chunks to benefit from the parallel
processing facility provided by Python programming language. Prior to face detection
and emotion recognition tasks, themovie trailer is chunked intomultiple smaller chunks,
in which each chunk only consists of 60 s short video data. These chunks are then
processed in parallel for face detection and emotion recognition tasks.

3.3 Face Detection Task

A pretrained face detection model is used to identify faces from the video. It is based on
Facial Emotion Recognition [24] and has been implemented as an open-source Python
library2 for emotion analysis of images and videos data which will categorize each
of the faces based on the emotion into angry, disgust, fear, happy, sad, surprise and
neutral. By default, Facial Emotion Recognition (FER) uses OpenCV’s HaarCascade
classifier to detect faces in image. However, to increase the face detection accuracy, FER
implemented MTCNN network 3 in their face detection model. MTCNN is a Multi-task
Cascaded Convolutional Networks which is a framework that consists of three stages
of convolutional networks: Proposal Network (P-Net), Refine Network (R-Net), and
Output Network (O-Net), that are able to recognize face based on the eye, nose and lip’s
location in an image frame [25, 26]. Figure 3 illustrates MTCNN network architecture,
and how it relates to our dataset.

Stage 1: Proposal Network (P-Net).
This stage is a fully convolutional network which is known as Proposal Network (P-

Net) which obtains the candidate windows and the bounding box regression vectors [25].
The bounding box regression vectors will be used to calibrate the candidate. Next, Non-
Maximum Suppression (NMS) is employed to merge the highly overlapped candidates.

Stage 2: Refine Network (R-Net).
The candidates are fed to Refine Network (R-Net) to further reject a huge number

of false candidates, calibrate the candidate with bounding box regression and merge the
highly overlapped candidates with NMS.

Stage 3: Output Network (O-Net).

2 https://pypi.org/project/facial-emotion-recognition/.

https://pypi.org/project/facial-emotion-recognition/
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Fig. 3. An illustration ofMTCNNnetwork architecture. “Conv” refers to convolutionwhile “MP”
refers to max pooling.

Output Network (O-Net) is similar to the R-Net but it describes the detected face in
more detail. At the end, the network will output the five facial landmarks’ positions as
shown in Fig. 4.

When the MTCNN parameter is set to’True’, the FER model will use MTCNN
network to detect faces meanwhile if it set to’False’, OpenCV HaarCascade classifier
will be used to detect the faces. The model will run analysis on each frame of the video
chunk and create a rectangle box around the face on every image which the emotion
values next to it. It will publish a processed video which will have a rectangle box around
the detected faces with live emotion values. Figure 5 shows the example of a detected
face with live emotion values of comedy movie title with the name of The Bucket List.

Fig. 4. The detected faces with facial landmark.
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Fig. 5. Each detected face will have 7 emotions quantified with probability of that emotion to be
true. The emotions are angry, disgust, fear, happy, sad, surprise and neutral.

3.4 Emotion Recognition Task and Computing Emotion Value

The FER implementation also has a function that can be used to perform emotion detec-
tion tasks. The function can be used to classify detected faces into seven emotion cate-
gories: angry, disgust, fear, happy, sad, surprise and neutral, as shown in Fig. 5. Hence,
for each detected face, there will be seven emotion values associated with the face. Each
emotion value is a probability for that emotion to be true in that specific face instance
(detected face in one frame).

Figure 6 tracks the emotion value and score of each of the emotions of the movie
named “The Bucket List”. In Fig. 6, every emotion in one frame is a probability value
of all possible emotions, that sum up to 1, such as in Eq. 1:

frame =
∑k

j=1
p(yj) (1)

where each frame represents the probability of every emotion to be true in relative to all
available emotions: yj ∈ {angry, disgust, fear, happy, sad, surprise, neutral}.

Fig. 6. The score and total emotion value for movie trailer “The Bucket List”.
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In the movie “The Bucket List”, we can see that happy is the dominant emotion in
that movie, especially at around 1000th frames, and disgust is the uncommon emotion
in that movie.

4 Results and Analysis

Next, we compute the cumulative emotion value eij of video i, with emotion j, such as
defined in Eq. 2:

ei, j =
∑n

m=1
(p(yj|f (face)) (2)

where yj ∈ {angry, disgust, fear, happy, sad, surprise, neutral} and f (face) is a function
that describes the emotion of detected face, for every m face detected in the video up to
n faces.

Figure 7 shows the cumulative emotion value of each movie genre, in which each
genre is represented by 5 movie trailers. Note that a -second clip has 30 frames, hence
why Fig. 7 showing values greater than 1.

Fig. 7. Cumulative emotion value of each movie genre.

Based on Fig. 7, we found that:

1. We could not associate a movie genre with just one single emotion.
2. This experiment suggests each movie genre could be represented by the top three

highest cumulative emotion value, such as:
(a) Comedy genre movies can be represented by Neutral, Happy, and Sad emotions.
(b) Action genre movies can be represented by Sad, Neutral, and Angry emotions.
(c) Horror genre movies can be represented by Sad, Neutral, and Angry emotions.
(d) Fantasy genre movies can be represented by Neutral, Sad, and Happy emotions.
(e) Romance genre movies can be represented byNeutral,Happy, and Sad emotions.
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3. Some of the movie trailers that we collected could overlap with other genres. For
example, the “Crazy Rich Asians, 2018” movie can also be considered a Romance
and Comedy genre movie, instead of a Romance-only movie. Hence, we found that
Neutral and Happy are mostly associated with Romance and Comedy movie genres.

4. For Action andHorror movies, three common emotions associated with those genres
are Sad, Neutral and Angry.

5. Based on our dataset, emotion Disgust is not a popular emotion to be portrayed in a
movie.

5 Conclusion and Future Works

In this paper, we run an experiment to investigate the relationship between short videos
that are derived from long videos, based on the description of the long videos. We done
this by collecting 25movie trailers, classified based on 5movie genres.Next,we establish
a relationship between emotion found in the movie trailers and with its movie genres,
respectively. We found that a single emotion cannot represent each movie genre. In our
case, at least 2 emotions are required to represent a movie genre.

In the future, we plan to collect much more movie trailers and build a more accurate
emotion detection tool to verify the relationship between emotions detected in each
movie trailer and classified movie genre, which has been established in paper.
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Abstract. This research aims to employ machine learning (ML) to classify the
degree of contamination in leftover cooked foods based on their smell. This study
evaluates the odour characteristics of typical leftover cooked lunch or dinnermeals
that are consumed locally in Malaysia. An easy-to-use e-nose application was
attached to the food containers, consisting of four different types of sensors sen-
sitive to various gases, to collect the data. RStudio is used to analyze samples in
order to identify the odour classification of leftover Malaysian food. The accuracy
ranged from 90% to 100%when using the oversampling and undersampling tech-
niques. The results of this re-search showed satisfactory performances by Support
Vector Machines (SVM) is superior compared to that of k-Nearest Neighbours
(k-NN) in classifying the samples’ contamination degree. As a result, the findings
showed that the electronic nose used in this study was a promising method for
classifying the degree of contamination in leftover cooked foods and predicting
whether food is still edible or not.

Keywords: classification · machine learning · food waste

1 Introduction

Food loss and waste (FLW) was a serious issue due to the huge socioeconomic costs
involved and its connection to issues with waste management and climate change [1].
Globally, it had also become a major issue, especially in developing countries like
Malaysia where the issue has gotten out of hand. Food waste is the use of food intended
for human consumption for non-human consumption, the repurposing of food for animal
consumption, or the discarding of edible food [2]. Certain academics have referred to
food loss and food waste interchangeably. Food waste happens most frequently, but not
always, at the retail and consumption stages of the food value chain. It is typically the
result of carelessness or a deliberate decision to throw away food [4].

Furthermore, according to [2], there are three types of food waste: (a) prevent-able
waste, which refers to food that was once edible but has turned inedible by the time it

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
N. H. Zakaria et al. (Eds.): ICOCI 2023, CCIS 2001, pp. 221–234, 2024.
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reaches disposal; (b) unavoidable waste, which refers to non-edible items; and (c) food
waste that is potentially preventable, which refers to waste that is occasionally but not
always consumed. Food waste generation at the consumption level is a form of avoidable
waste typically produced at the household level. Consumer-level food waste can result
from customer behaviours such as overbuying, poor planning, lack of information about
their food storage, confusion over “best before” and “use by” dates, and more.

According to Khazanah Research Institute (KRI), the household sector accounts for
44.5% of all solid waste collected, or 6.1 million metric tons annually. Food waste made
up 50% of all waste composition in MSW, one of 20 major groups, and food scrap
dumping is anticipated to increase greenhouse gas emissions by 50% by 2020 [5].

The primary objective of this research is to identify and forecast contamination levels
using amachine-learning algorithm. This study aims to categorize cooked contamination
levels and evaluate the accuracy of machine learning in classifying various levels of
contamination and identifying spoiled food using taste, texture, and colour in addition
to odour.

Many studies have been conducted on integrating electronic noses and machine
learning algorithms. Due to its rapid speed, highly reliable, straightforward operation,
and cost-effectiveness, an electronic nose is a chemical measurement instrument that
measures the chemical characteristics of volatile gases. It is frequently used to identify
the quality and safety of food [6]. However, research on the issue of food waste in the
context of leftover cooked food is presently lacking. Section IIwill discuss related studies
on the combination of electronic nose andmachine learning and how this research differs
from the related studies.

2 Related Works

The use of electronic nose machine learning for identifying the various characteristics of
foods or drinks was covered in a number of literature studies. Conventional techniques
like high performance liquid chromatography (HPLC), microbiological cell counting,
mass spectrometry, and gas and liquid chromatography are cumbersome because they
require time-consuming and laborious sample processing [7]. To run these conventional
methods, skilled personnel were also required. Therefore, e-nose technology has been
used in the food industry due to its ease, cost effectiveness, and close connection to
sensory panels.

In a number of areas of food safety assessment, electronic noses have recently become
known as potential tools for quick, early detection of contamination and defects in the
food production chain. By identifying its distinctive components and studying its chemi-
cal components, an e-nosemay recognize an odour [8, 9]. The electronic nose (E-nose) is
a group of electronic gas sensors that can detect volatile compounds in the headspaces of
food product samples with high sensitivity and selectivity [10]. It resembles the human
sense of smell to some extent [10–12]. Figure 1 shows the correlation of human nose
with electronic nose.

According to Fig. 1 above, gas sensors and sensing materials were used in place
of the odour receptor cells to mimic a biological olfactory system. A computational
algorithm, an artificial neural network, and data analysis software are used in place
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Fig. 1. Sensing-interpreting-discriminating process of an electronic nose [13].

of the brain and neural network [14]. During the detection process, numerous various
volatile compounds interact with each other on the sensor array, and the data from each
sensor is retained as a distinct pattern or “fingerprint” [15–17]. These signals are sent to
a computer system, which recognizes the signals and distinguishes the fingerprinting of
measured samples using multivariate data analysis (MVDA) methods [15].

As an objective automated non-destructive technology with significant benefits like
high sensitivity, simplicity in construction, and cost-effectiveness, e-nose has gained
popularity and become a prominent detection system in many sectors [12]. A number
of studies demonstrated the widespread use of e-nose in assessing food quality-related
properties, including the detection of wine properties [18], the classification of Chinese
libations [19, 20], the quality status of fruits [21, 22], the quality of olive oils [23, 24],
and the detection of contaminated foods [7, 25]–[27].

The integration of an electronic nose and machine learning to evaluate the quality of
leftover food after days of storage, however, set this study apart from other similar works
done in. A similar study recently have been done by [28], yet the method of classification
was different as this study utilized multi-classification and obtained different result. It
is crucial for the electronic nose to identify the contaminated food accurately as this
will help the consumers decide which food to discard. It was believed that the suggested
machine learning andmethod for classifying contamination levels in this research would
help create a special framework for improving environmental protection and food waste
management in Malaysia.
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3 Materials and Methods

3.1 Food Sample Preparation

In this study, six (6) food samples of leftover cooked food—typically found in typical
Malaysian households—are utilized to analyze the odour released and identify the indi-
cator of contamination. These include Nasi Goreng Daging, Sup Daging, Ayam Masak
Lemak, Ayam Masak Kunyit, Ayam Goreng Berempah, and Sawi Masak Air. These food
samples were chosen to investigate how theway theywere cooked affected their spoilage
rate. Apart from that, they were also chosen to study whether different types of cooking
affected the classification results.

These food samples were stored in a pristine, airtight plastic container with sensors
fastened to the lid for five days. Every day from 8.30 am to 5.30 pm, the study was
conducted. The container lid will be opened every 15 min for sensor cleaning. The
experiment took place in a room temperature (28zC - 30zC). Figure 2(a) – Fig. 2(f)
shows the food samples in Fresh condition. These food samples will be observed for
five days in a row with the purpose of detecting any visible changes.

(a) (b) (c) (d) (e) (f) 

Fig. 2. Food Samples in Fresh Condition: (a) Sup Daging, (b) Nasi Goreng Daging, (c) Ayam
Masak Kunyit, (d) Ayam Masak Lemak, (e) Ayam Goreng Berempah and (f) Sawi Masak Air.

3.2 Experimental Setup

The food’s emissions of gases can be detected using four (4) gas sensors. The data from
the sensor to the computer in this study is processed and converted using an Arduino
microcontroller and a data collection programme called PLX-DAQ. The list of sensors
utilized in this investigation was provided in Table 1 below, along with the types of gases
the sensors detected.

3.3 Data Analysis Methods

The present study involved the utilization of Support Vector Machines (SVM) and k-
NearestNeighbors (k-NN) in the analysis of data gathered fromgas sensors, aswell as the
classification of the degree of food contamination. The datasets utilized in this studywere
characterized by an imbalance in the amounts of dependent variables, which may result
in inaccurate classification algorithm performance due to unevenly distributed class label
characteristics. To address this issue, oversampling and undersampling techniques were
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Table 1. Sensors Used in the Study.

Sensor Name Types of Gas Detected Types of Gas Detected in this Study

MQ-2 LPG, Propane, Hydrogen, Methane,
Smoke

Methane

MQ-136 Hydrogen Sulphide Hydrogen Sulphide

MQ-137 Ammonia Ammonia

MQ-138 n-Hexane, Benzene, NH3, Alcohol,
Smoke, CO

NH3, Alcohol

employed to balance the imbalanced datasets. Oversampling is the act of increasing
the number of minority class instances or samples produced, as well as repeating some
instances. Contrary to that, reducing the number of majority target instances or samples
was known as undersampling. The data analysis tool of choice in this studywas R Studio.

This study evaluated 300 rows of sensor values and 17 covariates for multi-
classification. The categories “Fresh,” “Semi-Fresh,” and “Spoiled” were utilized as
the reference group for the multi-classification, based on observations made of the food
sample during the experiment’s five-day course. The food sample was deemed “Fresh”
on Days 1 and 2, “Semi-Fresh” on Days 3 and 4, and “Spoiled” on Days 4 and 5.

Following the loading of datasets into the software, a data partition process was
carried out, whereby the datasets were partitioned using an 80:20 ratio, with 80% of
datasets serving as training sets and the remaining 20% serving as test sets. Each data
point belonging to respective classes was chosen randomly during this process. A control
function was also established for multi-classification, using k-cross validation with a
value of k equal to 10, which is consistent with past studies.

4 Results and Discussion

This section will be using confusion matrices to explain the classification task outcomes.
For each class, the various rows reflect the prediction, while the various columns show
the actual number of samples for each class. Each food sample will have three (3)
confusion matrices representing the classification tasks for unbalanced, over-sampled,
and undersampled datasets, respectively. In addition, the classification result will be
divided into two sections: the k-NN classification results and the SVM classification
results.

4.1 K-NN Classification Result

Figure 3 shows the confusion matrices for the food sample Ayam Goreng Berempah.
The first confusion matrix shows that when the dataset for Ayam Goreng Berempah was
unbalanced, k-NN could not classify the levels of food contamination accurately.

Hence, the average accuracy for this dataset was 50%. On the other hand, the average
accuracy rose to 92.86% and 91.07%, respectively, after the dataset was balanced using
the oversampling and undersampling techniques.
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Fig. 3. k-NN Confusion Matrix for Classification of Ayam Goreng Berempah: (a) Unbalanced,
(b) Oversampled, and (c) Undersampled.

The confusion matrices for the meal sample Ayam Masak Kunyit were displayed
in Fig. 4. The confusion matrix for the unbalanced dataset demonstrated that the k-
NN could not effectively classify food contamination levels. As a result, this dataset’s
average accuracy was 42.86%. Yet, the average accuracy rose to 91.07% and 92.86%,
respectively, when the dataset was balanced using the oversampling and undersampling
technique.

(a) (b) (c) 

Fig. 4. k-NN Confusion Matrix for Classification of Ayam Masak Kunyit: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

Next, Fig. 5 shows the confusion matrix for classification tasks done on AyamMasak
Lemak. When the datasets were unbalanced, the average accuracy for this food sample
was 51.8%.

The average accuracy rose to 89.29% and 91.07% when the dataset was balanced
using oversampling and undersampling techniques, respectively. In oversampling, only
2 samples were misclassified as “Fresh” from the “Semi-Fresh” class and 4 samples
were misclassified as “Fresh” from the “Spoiled” class. For the undersampling datasets,
2 samples were misclassified as “Fresh” from the “Semi-Fresh” class and 3 samples
from the “Spoiled” class.

Meanwhile, Fig. 6 below shows the confusionmatrix for the classification tasks done
Nasi Goreng Daging. When the datasets were unbalanced, the average accuracy for this
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(a) (b) (c)

Fig. 5. k-NN Confusion Matrix for Classification of Ayam Masak Lemak: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

food sample was 37.5%. The classification average accuracy rose to 91.07% when the
dataset was balanced using oversampling and undersampling.

(a) (b) (c) 

Fig. 6. k-NN Confusion Matrix for Classification of Nasi Goreng Daging: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

In oversampling, 2 samples from “Fresh” class were misclassified as “Semi-Fresh”
and 1 sample were misclassified as “Spoiled”, whereas 2 samples were misclassified as
“Fresh” from the “Spoiled” class. Meanwhile, in undersampling, only 3 samples from
“Spoiled” class were misclassified as “Fresh” class and 2 samples were misclassified as
“Semi-Fresh” from the “Fresh” class.

Figure 7 below shows the confusion matrices for the food sample Sup Daging. The
first confusionmatrix shows that when the dataset for SupDagingwas unbalanced, k-NN
could not accurately classify food contamination levels. Hence, the average accuracy for
this dataset was 26.78%.

Yet, when the dataset were balanced using the oversampling and undersampling
technique, the average accuracy increased to 96.43% and 98.21%, respectively.

On the other hand, Fig. 8 shows the confusion matrix for the classification tasks
done Sawi Masak Air. From the first figure, it can be observed that the k-NN algorithm
could not classify the samples into their respective classes accurately. Hence, the average
accuracy for this dataset was 41.07%.
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(a) (b) (c) 

Fig. 7. k-NN Confusion Matrix for Classification of Sup Daging: (a) Unbalanced, (b) Over-
sampled, and (c) Undersampled.

(b) (c) (a) 

Fig. 8. k-NN Confusion Matrix for Classification of Sawi Masak Air: (a) Unbalanced, (b) Over-
sampled, and (c) Undersampled.

Nevertheless, when the oversampling technique was used to balance the dataset,
the classification average accuracy rose to 91.07%. The classification average accu-
racy for when the dataset was balanced using the undersampling method also increased
to 91.07%. In oversampling, only 3 samples were misclassified as “Fresh” from the
“Spoiled” class and 1 sample was misclassified as “Fresh” from the “Semi-Fresh” class.
There was also 1 sample was misclassified as “Semi-Fresh” from the “Fresh” class.

For the undersampling datasets, 3 samples were misclassified as “Fresh” from the
“Spoiled” class and 1 sample was misclassified as “Fresh” from the “Semi-Fresh” class.
Meanwhile, 1 sample from the “Fresh” class was misclassified as “Spoiled”.

4.2 SVM Classification Result

This section will discuss on the classification results for the SVM algorithm. Figure 9
below shows the confusion matrices for the food sample Ayam Goreng Berempah. The
first confusion matrix shows that when the dataset for Ayam Goreng Berempah was un-
balanced, only 1 sample were misclassified as “Fresh” from “Spoiled” class. In contrast,
the data points for “Fresh” and “Semi-Fresh” class were misclassified completely.

Thus, the average accuracy for this dataset was 55.36%. On the other hand, the
average accuracy rose to 100% after the dataset was balanced using the oversampling
and undersampling techniques.
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(a) (b) (c) 

Fig. 9. SVM Confusion Matrix for Classification of Ayam Goreng Berempah: (a) Unbalanced,
(b) Oversampled, and (c) Undersampled.

Meanwhile, the confusion matrices for the meal sample AyamMasak Kunyit are dis-
played in Fig. 10. Similar to the previously mentioned food sample, the confusionmatrix
for the unbalanced dataset demonstrated that the SVMcould not effectively classify food
contamination levels. As a result, this dataset’s average accuracy was 33.93%. Yet, the
algorithmmanaged to achieve average accuracy of 100%when the dataset was balanced
using the oversampling and undersampling technique.

(a) (b) (c) 

Fig. 10. SVM Confusion Matrix for Classification of Ayam Masak Kunyit: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

Next, Fig. 11 shows the confusionmatrix for classification tasks done onAyamMasak
Lemak. This food sample’s average accuracy was 57.14% when the datasets were out of
balance. Nevertheless, when the dataset was balanced with the help of the oversampling
and undersampling techniques, the classification accuracy was 100%, respectively, and
there were no misclassifications.

Figure 12 below shows the confusion matrix for the classification tasks done Nasi
Goreng Daging. When the datasets were unbalanced, the average accuracy for this food
sample was 41.07%.

The classification average accuracy for this particular food sample dataset also
achieved 100% when oversampling and undersampling technique were applied to
balance the dataset.

Figure 13 below shows the confusion matrices for the food sample Sup Daging. The
first confusionmatrix shows that when the dataset for SupDagingwas unbalanced, SVM
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(a) (b) (c) 

Fig. 11. SVM Confusion Matrix for Classification of Ayam Masak Lemak: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

(a) (b) (c) 

Fig. 12. SVM Confusion Matrix for Classification of Nasi Goreng Daging: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

could not accurately classify food contamination levels. Thus, the average accuracy for
this dataset was 39.29%.

However, when the dataset was balanced using the oversampling and undersampling
techniques, no misclassification error occurred as the algorithm could classify the food
sample into the respective classes correctly (classification accuracy 100%).

(a) (b) (c) 

Fig. 13. SVM Confusion Matrix for Classification of Sup Daging: (a) Unbalanced, (b) Over-
sampled, and (c) Undersampled.
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On the other hand, Fig. 14 shows the confusion matrix for the classification tasks
done Sawi Masak Air. From the first figure, it can be observed that the SVM algorithm
can only classify the “Spoiled” class accurately, leading to the average accuracy for this
dataset being 57.14%.

(a) (b) (c) 

Fig. 14. SVM Confusion Matrix for Classification of Sawi Masak Air: (a) Unbalanced, (b)
Oversampled, and (c) Undersampled.

Nevertheless, when the dataset was balanced using the oversampling and under-
sampling techniques, no misclassification error occurred as the algorithm could clas-
sify the food sample into the respective classes correctly. Table 2 be-low shows the
summarization of the k-NN and SVM classification results based on the accuracy.

Table 2. Summary of Accuracy Results for k-NN and SVM

MULTI CLASSIFICATION ACCURACY %

Food
Sample

k-NN SVM

Unbalanced Oversampled Undersampled Unbalanced Oversampled Undersampled

AGB 50.00 92.86 91.07 55.36 100.00 100.00

AMK 42.86 91.07 92.86 33.93 100.00 100.00

AML 51.80 89.29 91.07 57.14 100.00 100.00

NGD 37.50 91.07 91.07 41.07 100.00 100.00

SD 26.78 96.43 98.21 39.29 100.00 100.00

SMA 41.07 91.07 91.07 57.14 100.00 100.00

Based on the summarized outcomes presented in Table 2, it is apparent that the level
of accuracy in food classification varies between different food samples. This difference
is due to the various ways of cooking the food samples such as frying, cooking proteins
or vegetables in soups and cooking proteins or vegetables using coconut milk. These
different cooking methods can also influence the spoilage rate of the food samples.
Hence, it can be inferred that the accuracy of classification outcomes is impacted by the
techniques employed for preparing the food samples.
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5 Conclusion

With the aid of machine learning (ML) and the scent of the foods, a friendly electronic
nose (e-nose) application was created to recognize and classify the degree of contamina-
tion in leftover cooked food. The meal sample for this study was made up of typical local
Malaysian lunch and dinner items that were afterwards saved as leftovers. This work
analyzed the samples using machine learning techniques, including k-Nearest Neigh-
bors (k-NN) and Support Vector Machines (SVMs). The samples were classified into
three (3) categories: “Fresh,” “Semi-Fresh,” and “Spoiled”. The findings of this study
showed that k-Nearest Neighbors (k-NN) and Support Vector Machines (SVMs) accu-
racy ranged from 90% to 100% using the oversampling and undersampling techniques,
indicating that these techniques were capable of classifying the contamination level of
the food sample. However, SVM outperforms k-NN in terms of classification since it
can accurately categorize every food sample when the dataset is balanced using over-
sampling and undersampling. Thus, the findings indicated that the electronic nose used
in this study was a potential tool for classifying the degree of contamination in leftover
cooked dishes.
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Abstract. The routing protocol known as RPL is employed in low power and
lossy networks. It makes use of an objective function (OF) to establish a Destina-
tion Oriented Directed Acyclic Graph (DODAG) and ascertain the most suitable
parental candidate or trip route. Nevertheless, the task of identifying a suitable
OF in Low Power and Lossy Networks (LLN) is a significant challenge. The RPL
was intentionally designed to possess a high degree of flexibility, allowing for the
construction of routing topologies without imposing any specific routing metric
or constraint. This design choice was made to accommodate the diverse range of
LLN that exist. This study provides a critical overview of recent literature pertain-
ing to the topic of RPL and specifically focuses on the many strategies aimed at
enhancing OF inside the RPL protocol. The objective of this study is to provide an
analysis of relevant endeavors, including the development of innovative metrics
and the application of fuzzy logic techniques in the combination of OF metrics.
Furthermore, this paper discusses the recommended augmentation strategies, as
well as constraints and future development directions. The research community
can employ the findings to gain a deeper comprehension of objective functions
and improve the performance of RPL in the face of security problems.

Keywords: RPL · OF enhancement · IoT · RPL performance · Fuzzy Logic

1 Introduction

Connecting commonplace items to the web is an innovative concept made possible by
the Internet of Things (IoT) [1]. Intending to improve our quality of life and keep us
safe, it spans various fields, from medicine and military services to industry and smart
home monitoring. Lossy, low-powered and resource-constrained best describe the tiny
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devices utilized on IoT [2]. Hence, an efficient routing protocol in this setting is both a
requirement and a difficult problem to study [3]. A new IPv6 protocol, termed Routing
Protocol for Low Power and Lossy Networks (RPL), has been suggested by the IETF
ROLL working group to address the needs of low-power and lossy networks (LLN) [4].

As a promising protocol, RPL offers various benefits for tiny devices, that it can
adapt to and manage shifts in network architecture and implementation, which is one
of its primary strengths. It is also employed to address issues unique to LLN, such as
traffic congestion [5], imbalanced consumed energy [6], and load balancing [7]. Yet,
choosing the best route to the destination still represents a significant challenge for
RPL [8]. Consequently, numerous research studies have addressed this concern and
recommended various enhancements for the best parent/best path [9].

For advanced IoT applications to succeed, it’s essential to select a path between sen-
sors that is both fast and has minimal data loss [10]. The routing quality can be enhanced
by employing a suitable objective function (OF). Yet, several scenarios, including net-
work scalability, mobility [11], security [12, 13], and topology changes, might pose
challenges for applications built on LLNs. More packet loss, shorter network life, higher
overhead, and higher energy consumption are all possible outcomes of certainworst-case
scenarios [10–13].

This article will focus on OF enhancements. The OF in routing protocols finds
the optimum path to a destination. A good route meets power consumption, network
durability, convergence speed, and connection quality parameters like ETX and PDR.
The rapid development of OF attracts LLN researchers. This paper discusses the most
important efforts to assess and enhance the objective function, prompted by the lack of
earlier RPL objective function surveys.

This research critically evaluates OF modification methods for RPL routing ser-
vice improvement. RPL should be explained thoroughly. Discussing OF modification
approaches. Then fuzzy logic is discussed. The rest of the paper is organized: Prelims are
explained in Sect. 2. The paper’s methodology is in Sect. 3. Modification procedures are
in Sect. 4. The results are thoroughly discussed in Sect. 5. Section 6 discusses directions
and opportunities.

2 The Objective Function in RPL

It’s one of the most important parts of RPL because it helps build the topology using
the Directed Acyclic Graphs (DAG) concept and the distance vector technique to create
a tree-like structure, or Destination Oriented Directed Acyclic Graph (DODAG), which
regulates links between reachable nodes [14]. DODAG root and RPL routers exchange
data between source and destination nodes [15]. RPL’s DODAG construction process
depends heavily on the networks OF. Route selection also affects network efficiency.
The metrics and limitations used to establish the ideal path from a node to the root can
improve or damage network performance [16].

2.1 Standard Objective Functions (oF)

RPL defines two standards OF, Objective Function zero (OF0) andMinimum Rank with
Hysteresis Objective Function (MRHOF).
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OF0 [17] uses hop count by default. As the purpose is to find the shortest path from
root to grounded node, the optimal parent is chosen based on node rank, with the root
always having the lowest rank. As topology descends, node ranks rise. OF0 keeps a
backup successor in case the chosen parent fails. Depending on the linkages, the node
forwards all upward traffic to the root via the designated parent or backup successor. As
OF0 does not attempt load balancing, if the chosen parent cannot transfer a packet to
the root node, the backup successor is used instead [18]. A node’s rank is calculated by
adding its preferred parent’s rank to rank_increase, which is calculated using Eq. 1 and
specified values:

R(n) = R(p) + RI (1)

R(n) is the new rank for node n, R(p) is the preferred parent node, and RI is the
rank_increase, derived in Eq. 2:

RI = (Rf ∗ Sp + Sr) ∗ MHRI (2)

The adjustable rank factor Rf has a default value of 1, the rank step is Sp, the largest
rank level value is Sr, and the minimum hop rank increase is MHRL, which is 256 in
RFC6550 [19]. However, using a node routing metric will lower link quality, which is
one of OF0’s main downsides. Besides, an increase in retransmissions and packet loss
may occur when selecting the shortest route in terms of minimal hop count if the path
is unreliable.

MRHOF [20] It was created to identify the option with the lowest cost without
shifting the chosen parent. Therefore, MRHOF uses two ways to do this. The first finds
the quickest route, while the other is hysteresis. Hysteresis method selects a candidate
parent as the preferred parent if and only if its path cost is less than the current preferred
parent, minus a threshold value [21].

MRHOF defaults to the expected transmission count (ETX) metric for path cost cal-
culation [22]. Periodically recalculating path cost keeps the network working smoothly.
The preferred parent is only selected when a neighbor’s path cost is updated, or a new
neighbor is added to the neighbor’s table. As mentioned, the hysteresis condition must
be managed to replace the chosen parent and protect the offspring from a never-ending
cycle of parental turnover. By default, MRHOF-ETX prioritizes linkages by ETX value,
choosing paths. The links’ ETX is calculated using Eq. 3.

ETX = 1

Df ∗ Dr
(3)

Dr is the likelihood of neighbor to get acknowledgment packet, and Df is probability
that it reaches neighbor [23]. The traditional OF relies on single metrics, which is a
major challenge for choosing the best parent and getting the best network performance.
This is when a routing metrics combination is proposed to research to overcome this
challenge.As per [24], In highly dynamic or heterogeneous networks, combiningmetrics
improves routing decisions and network performance. Combining link quality, latency,
energy usage, bandwidth, dependability, and other application-specific indicators gives
a more holistic network picture. Resources will be better used. Additionally, offering
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network-condition-based routing flexibility. Metrics give RPL extensions a complete
network picture and enable intelligent routing decisions that improve energy efficiency,
dependability, latency, and service quality. RPL routes data in resource constrained and
lossy IoT environments using many variables.

2.2 Routing Metrics

RPL was ratified by the IETF ROLL working group as an IPv6 routing protocol to meet
LLN lossy link and limited node requirements. RPL supports point-to-point, multipoint-
to-point, and point-to-multipoint topologies [9]. RPLupdates routing topology and infor-
mationusing four ICMPv6control packets.DODAGInformationObject (DIO)preserves
node rating and root distance before finding best parent. Second, send DAO-containing
up-ward traffic to parents. Third, joinable nodes receive a DODAG Information Solici-
tation for DIO messages. Finally, the DAO receiver confirms receipt with a DAO-ACK
message [13].

LLNhave distinct behavioral characteristics compared towired and ad hoc networks.
The most notable is that RPL is being used as the major routing protocol in these net-
works. Because of the OF, this protocol offers tremendous freedom in choosing routing
metrics [25]. Routing metrics ensure path cost evaluation and the least restrictive path
selection. Certain RPL implementations requiremultiple routingmetrics and limitations,
whereas others require only one [26]. Routing metrics can be static or dynamic, focus
on the link or the node, emphasize quality or quantity, etc. However, routing metrics
and constraints are different. The routing protocol may consider Both of these factors
when determining the best route to take. In order to avoid potentially problematic links,
a routing protocol may take advantage of a routing constraint. A routing metric selects
its path according to the links that guarantee a certain level of reliability.

The requirements for RPL implementation will determine which metrics or con-
straintswill be imposed. The routingmetrics also need to consider the network’s dynamic
nature. LLN networks’ link or node metrics are dynamic and subject to change as the
network functions. Here, we’ll look at the residual energy as a node metric for choos-
ing a route. The network nodes’ inability to maintain their energy reserves gradually
decreases their remaining power. Thus, the path calculation using this metric shift as the
measure itself shifts and evolves. Both node and link metrics are explained as per [27,
28] and [29].

1. Node Metrics:
Hope Count: a common wireless network routing metric It is deployed for measuring
network path length.
Energy: reports network node power consumption. Location and distance from the
sink may cause some nodes to lose energy faster than others.

2. Link Metrics:
Throughput: amount of data to be exchanged between nodes over the network in a
certain timeframe. More throughput means better performance.
Latency: time to transport data across the network. The latency of a network is
measured in milliseconds, and lower latency indicates a quicker reaction time.
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Expected Transmission Count (ETX): checks network reliability. It shows how many
transmissions the destination needs to confirm data receipt. The root is best reached
via the lowest ETX path. ETX’s high value shows the network’s instability.
RSSI/LQI: The physical layer may precisely set a network’s signal, frequency, volt-
age, etc. RSSI and LQI are the most common radio link estimators. RSSI checks
received frequency signals as a radio transceiver. Thus, a greater RSSI indicates a
stronger radio signal and closer destination. LQI rates link reliability from 0 to 7.

3 Methodology

Themainobjective of this study is to provide in-depth coverageof availablemodifications
and enhancements proposed in the literature onRPLOF.Themethod proposed byArksey
and O’Malley [30] and Pham et al. [31] was applied to identify the studies related to
RPL OF modifications for the IoT environment. It consisted of five steps: formulating
research questions (RQ), searching for relevant studies, selecting the best matching
studies, organizing, and documenting data, and finally, reporting the findings.

In identifying the RQ, two major questions were set. RQ1: What is the modification
approach used? And RQ2: What are the metrics combined? Keywords for step 2 of the
method’s database search were determined in based on the (RQs) provided, which were
“Fuzzy logic OF”, “Lexical OF”, “Additive OF” or “Enhanced OF”. The timeframe was
set to include studies published within the last 4 years, 2019 to 2023. Afterward, the
abstracts of the documents were analyzed, and then the search results were filtered, the
shortlisted papers were discussed and summarized in Tables 1 and 2.

4 Objective Function Modification Approaches

4.1 Lexical and Additive Composition

WERTGHJ In most cases, using a single metric for OF rank computation degrades other
metrics while ensuring fascinating network parameter performances [32]. Thus, this part
identifies and evaluates literature-based approaches to constructing superior OF for RPL
using combination methods.

Lexical Metric Method
Lexical composition in RPL combines metrics to create a composite measure for route
selection. RPL uses a tree-like component hierarchy with a root node. The lexical com-
position of routing metrics determines the rank of each network node, which determines
its tree location [33].

Additive Metric Method
As explained by [34], The additive technique’s aggregated metrics are promoted by DIO
messages using a predetermined OF. Aggregated routing metrics from all path nodes are
in the DAG Metric Container Object. The additive composition should have this form:

w = (a1 ∗ HP) + (a2 ∗ ETX ) (4)

Noting that both a1 and a2 are values that must meet both conditions, 0 < = a1, a2
< = 1 and a1 + a2 = 1.



240 L. Al-Qaisi et al.

Many studies examined the effects of lexical and additive methods, [35] proposed
EHA-RPL, a composite routing technique that combined ETX,HC, and available energy
(AE) using the two methods. Results showed its superior performance.

Moreover, [36] applied a lexical and additive compositionmethod informed by learn-
ing automata to combine vital routing metrics, including HC, ETX, and traffic-related
metric. Focusing on expected transmission energy (ETT) to balance energy in a network
helps prevent hotspots and wasteful energy routing.

Lazarevska et al. [37] stated that the additive composition strategy is more effective
in their research, which balances three metrics. The new OF defines how network nodes
create pathways to efficiently and optimally route data packets. Thus, ETX, RE, and
RSSI represent the best path computation metrics in the new OF (NEWOF). NEWOF
improved EC and total traffic control overhead with a slight decrease in PDR.

Furthermore, [38] proposed a new OF based on combining three metrics; RE, the
load metric, and ETX. Each node has the least ETX, minimum load, and maximum
node RE while selecting the parent and constructing the DODAG from the candidate
parent nodes. Results evaluated the proposed OF registered performance improvement
by reducing PDR, the packet loss ratio and EC.

The Energy and Load aware RPL (EL-RPL) protocol was proposed by [39] to
improve RPL. It used an additive route selection method with a composite metric based
on ETX, Load, and BDI. The shortest path with the least traffic in EL-RPL is the one
with the lowest OF value and transmits data to the DODAG root. The COOJA simulator
compared EL-RPL toRERBDI andOF-FLRPL. Results demonstrated that EL-RPL out-
performed RERBDI RPL and OF-FL RPL in terms of network lifetime, packet delivery
ratio, and end-to-end delay.

Also, [40] Smart Energy Efficient OF (SEEOF) was designed to optimize energy
consumption and network life. Link quality and lifespan EC were combined to create
SEEOF for parent selection. The existing MRHOF with ETX was compared to SEEOF
using COOJA. The simulation results showed that SEEOF can extend BPD longevity
and balance EC while maintaining PDR.

Moreover, a new OF called IRH-OF was designed by [41], choosing RSSI for link
reliability and HC for shortest path. Cooja Simulator evaluated both metrics after addi-
tively combining them. Compared to standard OF, IRH-OF maintained a PDR of over
98% regardless of network density, reduced the network’s average EC by nearly 45%,
and reduced convergence time and latency.

Another study by [42] proposed two new OFs, weighted combined metrics objective
function (WCM-OF) and non-weighted combined metrics objective function (NWCM-
OF), based on the additive combination of node EC and link quality ETX, with equal
and non-equal weights, respectively, to increase reliability, maximize network lifetime,
and decrease parent changes.

4.2 Fuzzy Logic Composition

Fuzzy logic is a frequently used heuristic approach to solving complex communication
and computer network issues grounded in an AI process as per. The fuzzy logic method
has witnessed extensive application in literature to integrate sets of information with
dissimilar features. Fuzzy logic uses membership to condense numerous independent
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variables into one result. It classifies data using linguistic variables and determines their
relationship as per [43]. The procedures required to implement the fuzzy process model
are laid forth in Fig. 1.

Fig. 1. Fuzzy Interference System (FIS) applied to the output metric.

• Fuzzification: to create a fuzzy set, one must first “fuzzify” an input variable by
defining its membership degree (fuzziness).

• Fuzzy inference: permits fuzzified input combination followed by output calculation.
• Aggregation: If the results are contingent on multiple rules, they can be aggregated

into a single result.
• Defuzzification: converts a fuzzy result to a definitive number.

Itwasmentioned by [44], Fuzzy logic allows formore sophisticated decisions.Where
a third option is a medium ground between True and False. It works effectively in IoT
by considering numerous metrics in a dynamic node deployment context. Fuzzy-based
OF(F-OF) was proposed, which included HC, ETX, and RE, improved throughput by
15% and PDR by 14% without reducing energy utilization.

Also, a new fuzzy logic OF called (OF-EC) was designed by [6] that combined link
and node metrics, especially ETX, HC, and EC, to overcome single-metric limitations.
Simulations showed that the novel OF-EC outperforms MRHOF, ENTOT, and OF-
FUZZY in PDR, network lifetime, convergence time, latency, overhead, and EC. OF-EC
maintainedRPL’s efficiency regardless of network structure or distance.Anopportunistic
fuzzy logic based OF (OPP-FL) that accounted for the neighbor load was proposed by
[45]. Children Number (CN) was added to the IETF ROLL routing metrics along with
ETX and HC metrics. The simulation results revealed that a fuzzy logic-based OF had
greater PDR and acceptable delay when the network size expanded without causing
substantial traffic overhead compared to MRHOF and OF-EC.

As per [46] rapid internode connectivity, low energy usage, and reliable data delivery
are signs of improved QoS. Considering this, RPL-FZ fuzzy logic OF has been proposed
to make routing decisions based on RE, Delay, and ETX. Fuzzy logic combines metrics
into quality, which all neighbor nodes can use. The nearest neighbor with the highest
quality value is picked as the ideal parent to send sensed data to the collection unit.
COOJA simulations and RPL-FZ integration were done. RPL-FZ outperformed OF0
and MRHOF by 7% in PDR, 8% in EC, and 8% in delay.
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A Combined Metric OF(COM-OF) was proposed by [47], by which several key
metricswere integrated to create a load-balancedDODAG to distribute traffic load evenly
among nodes and extend network lifetime. The estimated lifetime, number of children,
EC, and link reliability were investigated. The Cooja simulator compared COM-OF to
OF0 and MRHOF. COM-OF surpassed OF0 and MRHOF by 33% EC reduction, 97%
PDR increase, and 45% network lifespan extension.

Furthermore, [48] created and proposed the Fuzzy Analytic Hierarchy Process OF
(FAHP-OF), a soft criterion decision-making system using Fuzzy Logic and AHP as
Multi-Criteria Decision Making (MCDM). This method feeds the Fuzzy system three
quantitative metrics—HC, ETX, and RSSI—of a collection of possible parents to eval-
uate if a node should swap parents. After ranking potential parents by AHP, the highest
scorer is chosen. Cooja simulator findings revealed better End-to-End Delay (E2ED)
and PDR than standard OF.

Moreover, To solve load balancing, fuzzy logic and the well-known multi-criteria
decision-making procedure for the order of priority by resemblance to the ideal solution
(TOPSIS) were used [49]. This is done using HC, ETX, and RSSI, which are link and
node routing metrics. Simulated results showed that this strategy could enhance QoS for
PDR and average E2ED.

Another study by [50] Another study [50] presented ERAOF, a fuzzy logic OF for
RPL. The key goal was low-power, dependable IoT data transmission. ERAOF used EC
and ETX routing metrics to determine the best data transmission path. The performance
investigation showed that the ERAOF improved PDR without affecting EC or network
topology.

A fuzzy logic-based energy aware routing protocol (FLEA-RPL) used load, RE, and
ETX routing metrics to find the most cost-effective route [51]. A COOJA simulator eval-
uates the proposed FLEA-RPL’s effectiveness. FLEA-RP increases network longevity
by 10–12% and PDR by 2–5% compared to standard RPL, MRHOF-RPL, and FL-RPL.

5 Discussion

As the previous section discussed in-depth enhancement approaches applied on OF
for better RPL performance. This section summarizes papers conducted with lexical,
additive, and fuzzy logic.

Table 1 lists papers using lexical and additive techniques, as most papers did. To
combine metrics, ETX and Energy were chosen most. This is because energy is limited
in nodes and ETX represents link quality, which affects performance. More importantly,
PDR was chosen to assess the offered methodologies’ performance. That’s because
it indicates network packet transmission success. All publications used Contiki/Cooja
simulator to test the proposed OF because it is reliable for IoT and RPL research.

Research papers proposed OF with combined metrics based on fuzzy logic are sum-
marized in Table 2. Most used metrics were HC, ETX and energy either EC or RE, while
RSSI and HC metrics were used in fuzzy logic combination studies more than lexical
and additive ones. Almost all papers used PDR to evaluate the proposed fuzzy logic OF
and E2ED were used for the same purpose more than studies of lexical and additive
approaches. Again, the Cooja simulator was the chosen tool to test the proposed work
just as in lexical and additive papers.
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Table 1. Summary of papers for Lexical and Additive Composition

Ref Combined metrics Evaluation Metrics

[35] ETX, HC, and AE EC, NL, and PDR

[36] HC, ETX, and ETT Overhead

[37] ETX, RE and RSSI EC, total traffic control overhead and PDR

[38] RE, load and ETX PDR, the packet loss ratio and EC

[39] ETX, Load, and BDI Network lifetime, PDR, and E2ED

[40] Link quality and EC PDR, EC and lifetime

[41] RSSI and HC PDR, EC and latency

[42] EC and ETX Reliability, Network lifetime and parent changes

Table 2. Summary of papers for Fuzzy Logic Composition

Ref Combined metrics Evaluation Metrics

[44] HC, ETX and RE Throughput and PDR

[6] ETX, HC, and EC PDR, network lifetime, convergence time,
latency, overhead, and EC

[45] ETX and HC PDR and delay

[46] RE, Delay, and ETX PDR, EC and delay

[47] Node’s lifetime, Children number, Node’s
EC, and Reliability of its links

PDR, EC and network lifetime

[48] HC, ETX, and RSSI E2ED and PDR

[49] HC, ETX, and RSSI E2ED and PDR

[50] EC and ETX PDR and EC

[51] Load, RE, and ETX Network lifetime and PDR

6 Opportunities and Future Work

Most of the enhancement approaches mentioned above were subject to combining two
or a maximum of three metrics, and most of them were used in the basic RPL OF, OF0
and MRHOF. Yet, approaches like fuzzy logic might be exploited to include further
metrics on multiple levels to improve RPL basic functions such as parent selection.
Most importantly, improvements on OF were conducted in terms of load balancing and
Quality of services (QoS), while other critical aspects were not studied, discussed, or
examined, such as security, which forms one of the most vital challenges facing RPL.
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7 Conclusion

As the core of the RPL routing function, this study focused on OF RPL improvement
efforts. First, an overview of the RPL protocol’s architecture, DODAG construction,
and various traffic patterns was presented. Then, the actions of researchers to improve
the RPL protocol were discussed thoroughly. An analysis of collected publications
addressing significant RPL OF enhancements was considered. Then categorized into
lexical, additive, and fuzzy logic-based approaches for metrics-combination-based OF,
which is the prevalent technique. Also, the necessity for future research was stressed
to concentrate on the security challenge of RPL and their actual implementation and
experimentation.
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Abstract. Machine Learning (ML) has become more and more significant in
various applications, such as sentiment analysis and topic modelling, due to its
ability to handle large volumes of text data and achieve high accuracy. Thus, the
accuracy of the classificationmodel using sentiment analysis has gained important
heed recently because of its potential to provide valuable insights into customer
preferences and public opinions. Accuracy is largely dependent on the quality and
quantity of labelled data. This study aims to manifest the impact of label size on
classification model accuracy by applying a derived rule from the Holy Quran
verses which focuses on the useability of binary classification with two labels and
comparing the accuracymodels trained on a dataset labelled based on that rule and
three-labelled dataset. The results show that the accuracy of the models trained on
the binary-labelled dataset was higher than the accuracy of the models trained on
the three-labelled dataset. The study’s findings will have implications for future
research inMLmodels by applying the observed semantics fromQuranic exegesis
and analysis to improve the performance of ML models.

Keywords: Machine Learning · Sentiment Analysis · Classification Accuracy

1 Introduction

Developing efficient algorithms and models capable of learning from data and making
predictions or decisions based on patterns and relationships specified in the data [1] has
become a significant focal point in the realm of Machine Learning (ML). ML’s capac-
ity to handle vast and intricate datasets while streamlining decision-making processes
has contributed to its widespread adoption across diverse sectors, including healthcare,
finance,manufacturing, andothers [2].MLalgorithms canbe broadly classified into three
categories: supervised learning, unsupervised learning, and reinforcement learning, each
possessing distinct advantages and limitations [3].

Despite the remarkable performance of ML models in various tasks, achieving high
accuracy remains a substantial challenge. The quality, quantity, representativeness, and
diversity of data used for training are key factors influencing ML models’ accuracy [4,
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5]. Inadequate or biased data, along with insufficient label size, can lead to model under-
fitting or overfitting, resulting in poor generalization and low accuracy on unseen data
[4–7]. Accuracy plays a crucial role in classification models as it assesses the model’s
ability to accurately assign the correct label or class to new data. Misclassification in
real-world applications can result in serious consequences, such as financial losses or
harm to individuals, underscoring the significance of high accuracy [8, 9]. To ensure
the effectiveness and reliability of classification models, achieving high accuracy is of
utmost importance. As a result, researchers and practitioners continuously explore novel
techniques and approaches, such as data preprocessing, feature selection, model selec-
tion, and labelling processes, among others, to enhance classification models’ accuracy
[10, 11]. The accuracy of a classification model can be significantly influenced by the
label or target variable’s size.

As previously mentioned, using varying numbers of labels, such as two, three, or
multiple labels on the same dataset, can have different impacts on classification accuracy.
Notably, the utilization of binary labels has been demonstrated to enhance classification
model accuracy compared to three-labelled datasets. This finding is supported by a rule
derived from specific Quranic verses, which highlight the existence of only two classes
for every word: positive and negative, without any additional categories. The relevant
verses are 24 and 26 of Surah Ibrahim in the Quran (14:24 and 26) (Translation by [12]):

Have you not considered how Allah presents an example, [making] a good word like
a good tree, whose root is firmly fixed and its branches [high] in the sky (24).

And the example of a bad word is like a bad tree, uprooted from the surface of the
earth, not having any stability (26).

In the context of data science and ML, this analogy emphasizes the importance of
utilizing high-quality labelled data in classification tasks. Binary labels, in particular,
simplify the classification task, reduce noise and ambiguity in the labelled data, and con-
sequently lead to higher accuracy inMLmodels. TheQuranic verses provide compelling
semantic insights into the significance of data quality and label quantity in classification
tasks, thereby suggesting the potential benefits of incorporating binary labels in ML
models.

This study leverages the semantic meanings extracted from the aforementioned
Quranic verses to compare the performance of classification models using binary and
three labels on the exact dataset. The evaluation takes into account various factors, such
as class distribution, data quality, and the complexity of classification problems. The
primary focus of this study is to assess the performance of models in terms of their
accuracy, precision, and recall.



250 G. A. A. J. Alkubaisi et al.

From a standpoint of contribution and uniqueness, this study presents an innovative
method for examining how the number of labels affects classification accuracy. Specif-
ically, the practical application of semantic interpretations extracted from verses in the
Holy Quran supports the notion that words can be classified into just two categories:
positive and negative. This approach offers a fresh perspective on the matter and empha-
sizes the potential of incorporating semantic interpretations fromHoly Quran verses into
data science and ML research.

2 Literature Review

In this section, an overview of recent studies concerning the utilization of binary and
multi-label datasets in ML classification models is presented. Labelling features consti-
tutes a common practice in classification models, and the effectiveness of these feature
labels in enhancing the accuracy of various classifiers has been the subject of sev-
eral investigations. To offer a comprehensive review of the current state of research, the
section summarizes recent studies that employedwidely adoptedML techniques, includ-
ing Naive Bayes (NB), Support Vector Machines (SVM), and Decision Trees (DT), to
assess the efficacy of binary labelled datasets in comparison to datasets with three or
more labels.

2.1 Overview

Understanding the impact of label size on text classificationmodel accuracy holds signifi-
cance for several reasons. Firstly, it aids in optimizing resource allocation by determining
the minimal labelled data required to attain a desired level of accuracy. This is crucial,
as labelling substantial data volumes can be both time-consuming and costly. Secondly,
it assists in assessing model generalizability and detecting potential biases or errors.
Models trained on a limited set of labelled data may fail to fully represent the diversity
and intricacy of the target domain. Understanding the relationship between label size
and model accuracy empowers researchers and practitioners to evaluate model gener-
alizability [13, 14]. Furthermore, it enables them to pinpoint methods for enhancing
model performance by selecting the most effective training data and refining the model
architecture. This holds particular importance in the realm of text classification mod-
els, extensively employed in applications such as sentiment analysis and spam filtering.
Lastly, comprehending this relationship contributes to the development and refinement
of theories regarding text classification’s nature and the factors influencing model per-
formance. Such insights can lead to fresh discoveries within the broader domains of
Natural Language Processing (NLP) and ML [13, 14].

This study investigates how the size of labels affects the accuracy of text classifi-
cation models. This exploration holds significance as it can guide decisions regarding
the requisite amount of labelled data for efficient training of text classifiers. The exist-
ing understanding of this subject is encapsulated in the literature review, which scruti-
nizes prior research endeavors in this domain. Subsection 2.2 subsequently conducts an
in-depth analysis of each study, encompassing their headings, goals, theoretical under-
pinnings, methodologies, outcomes, and conclusions, along with offering insights and
recommendations derived from these studies.



An Empirical Study of Label Size Effect on Classification Model Accuracy 251

2.2 Related Work

The research by Shamantha, Shetty, and Rai [15] focuses on conducting sentiment anal-
ysis of tweets and reviews shared on Twitter. Its objective is to categorize opinions
expressed in the text as positive, negative, or neutral. ML classifiers, including Naïve
Bayes, Random Forest, and Support Vector Machine (SVM), are employed to assess
sentiments using specific keywords. The theoretical framework of this work is rooted
in sentiment analysis, a subset of natural language processing (NLP). The methodol-
ogy blends techniques from NLP and ML to carry out sentiment analysis, involving the
identification of particular keywords in tweets and reviews to discern expressed senti-
ment. Classifier performance is measured in terms of accuracy, precision, and processing
time. Additionally, feature selection is applied to pinpoint the most relevant aspects for
sentiment analysis.

The results indicate that the NB Classifier outperforms the other two classifiers in
both accuracy and speed.Moreover, concerning sentiment model performance, the study
suggests that employing binary labels for sentiment analysis of tweets or reviews can
be a beneficial approach for gauging overall sentiment as it simplifies classification and
reduces complexity. Similarly, with binary labels, text sentiment can be categorized as
either positive or negative, facilitating result interpretation. Additionally, binary labels
prove valuable when text sentiment isn’t distinctly positive or negative, enabling a more
nuanced sentiment analysis.

As well, Wang and Wang [16] emphasize the need to safeguard plant biodiversity,
which necessitates the identification of plant species. However, traditional plant species
identification is challenging for the general public and even experts. In response, the
study presents a few-shot learning method for leaf classification with a small sample
size based on the Siamese network framework. The neural network architecture in this
study consists of two identical subnetworks that share weights and distinguish between
similar and dissimilar inputs. To extract features from two distinct images, a Siamese
network structure is used, involving a parallel two-way Convolutional Neural Network
(CNN). The learned metric space is then used for leaf classification with a K-Nearest
Neighbor (KNN) classifier. The loss function used to generate this metric space aims
to place analogous leaf samples close together and different leaf samples far apart.
Additionally, the study proposes a Spatial Structure Optimizer (SSO)method to enhance
leaf classification accuracy.

The proposedmethod is evaluated on three datasets (Flavia, Swedish, and Leafsnap).
Despite the limited size of supervised samples, it achieves high classification accuracy.
The proposed method’s effectiveness is evaluated using the average classification accu-
racy as a performancemetric and it achieves high accuracywith a small size of supervised
samples. The use of the SSOmethod further enhances the accuracy of leaf classification.
However, the study does not provide a comparison of the proposed method with other
state-of-the-art methods for leaf classification, which may limit its applicability. Despite
this limitation, the proposed method shows promise as a solution for leaf classification
with a small sample size. The use of binary labels in the Siamese network suggests a
recommendation for future studies.
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Similarly, in their study, Xiao, Huang, Chen, and Jing [17] present a Label-Specific
Attention Network (LSAN) for multi-label text classification, a crucial task in text min-
ing that involves categorizing a single document into several topics. The LSAN utilizes
label semantic information to establish the semantic relationship between labels and doc-
uments, creating label-specific document representations. The self-attention mechanism
identifies label-specific document representations using document content information.
An adaptive fusion strategy seamlessly integrates these two components, creating com-
prehensive label-specific document representations that can be used to build multi-label
text classifiers.

The LSAN is presented as a theoretical framework that constructs label-specific
document representations using label semantic information and establishes a seman-
tic connection between labels and documents. The self-attention mechanism identifies
label-specific document representations using document content information. The adap-
tive fusion strategy seamlessly integrates the two components, creating comprehensive
label-specific document representations that can be used to build multi-label text clas-
sifiers. The LSAN methodology involves extracting label-related elements from each
document using both document content and label texts and adaptively extracting rele-
vant information from both aspects. The classification model can be trained using the
fused label-specific document representations. The study provides a detailed explanation
of the LSAN architecture and the training process.

In terms of performance, the LSAN beats the state-of-the-art methods on four
different datasets, especially on the prediction of low-frequency labels using binary
labels.

Moreover, Alrehili and Albalawi [18] have highlighted the importance of customer
reviews in e-commerce and online shopping. Specifically, they aimed to conduct senti-
ment analysis on a set of customer reviews gathered from Amazon. The sentiment anal-
ysis approach employed classified each review into either a positive or negative class.
To achieve greater accuracy in classification, the study utilized an ensemble MLmethod
called the Voting algorithm, which combined the results of five different classifiers. To
assess the proposed model against five classifiers, we tested six different scenarios using
unigram, bigram, and trigram models, both with and without stop word removal. The
study’s theoretical framework centers on sentiment analysis, entailing the categorization
of customer reviews as either positive or negative. The methodology employed involved
gathering customer reviews fromAmazon and applying the Voting algorithm, an ensem-
ble ML technique, to classify each review. This research aimed to offer insights into the
significance of customer reviews in online shopping and e-commerce.

The voting algorithm blends five distinct classifiers, namelyNB, SVM, RandomFor-
est, Bagging, andBoosting, to enhance the accuracy of classifying customer reviews. The
research reveals that ensemble ML techniques, with particular emphasis on the Voting
algorithm, prove highly proficient in discerning positive and negative customer feed-
back. By combining the results of these classifiers, the Voting algorithm achieves higher
accuracy in classification. The study shows that using the Random forest technique with
unigram and stop word removal provides the highest accuracy rate of 89.87%. How-
ever, in other scenarios, the Voting algorithm outperforms other methods. The research
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focuses on binary labels, which categorize customer reviews as either positive or neg-
ative. The ensemble ML approach aims to classify each review into one of these two
categories. Based on the study’s experiments, the ensemble MLmethod, particularly the
Voting algorithm, is suggested for accurate classification of customer reviews as positive
or negative.

Likewise, Hartmann, Huppertz, Schamp, and Heitmann [19] discuss the growth of
unstructured text data on online social media platforms and the need for methods to
automatically classify this data at large scales. The study compares the performance of
ten different approaches for automatically classifying unstructured text data, including
five lexicon-based methods and five ML algorithms. The study covers 41 social media
datasets from various platforms, sample sizes, and languages. The goal is to deter-
mine which methods perform best in terms of correctly identifying sentiment and other
researcher-defined content categories. The study describes the methods used to compare
the performance of different approaches for automatically classifying unstructured text
data from social media platforms. The authors used a variety of datasets from different
social media platforms, sample sizes, and languages to evaluate the performance of five
lexicon-based methods and five ML algorithms. The study provides a detailed descrip-
tion of the methods used to preprocess the data, train, and test the models, and evaluate
their performance. The authors also discuss the limitations of their study and suggest
directions for future research.

After conducting the study, the results indicate that the random forest or NB algo-
rithms were themost effective in correctly uncovering human intuition for all tasks using
binary labelled datasets. In contrast, the SVM algorithm never performed better than the
othermethods. Furthermore, the lexicon-based approaches, especially Linguistic Inquiry
and Word Count, were not as successful as ML methods in terms of performance.

Correspondingly, Farisi, Sibaroni, and Al Faraby [20] conducted a study on classi-
fying hotel reviews as positive or negative. They emphasized the importance of online
reviews in the tourism industry and compared different models using preprocessing,
feature extraction, and feature selection to achieve the best results. The study is based
on the Multinomial NB Classifier method, which is a probabilistic algorithm used for
text classification. They collected hotel reviews from various online sources and prepro-
cessed the data by removing stop words, stemming, and converting the text to lowercase.
The authors used different feature extraction and selection techniques to represent the
text data and select the most relevant features for classification.

They evaluated the performance of the different models using metrics such as accu-
racy, precision, recall, and F1-score, and achieved the best results using preprocessing
and feature selection with 10-fold cross-validation, with an average F1-score of over
91%. The study concluded that the use of binary labels is recommended for classifying
hotel reviews, and theMultinomial NB Classifier method was effective in distinguishing
between positive and negative reviews.

Furthermore, Saifullah, Fauziyah, and Aribowo [21] examine the impact of the
COVID-19 pandemic, which has caused anxiety and uncertainty for everyone, includ-
ing the government and the community in Indonesia. The study aims to detect anxiety
in social media comments related to government programs for dealing with the pan-
demic using machine learning. However, the study is based on the concept of sentiment
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analysis, which is a common approach used in NLP to identify and extract subjective
information from text. In addition, it discusses the use of MLmethods, which are widely
used in sentiment analysis tasks. Therefore, the theoretical framework of this study can
be considered as the combination of sentiment analysis and ML.

The study utilized six ML methods, which were K-NN, Bernoulli, DT Classifier,
Support Vector Classifier, Random Forest, and XG-Boost. YouTube comments were
crawled to gather the data sample, and the ML methods were processed using count-
vectorization and TF-IDF for feature extraction. Results indicated that the Random
Forest method with feature extraction of vectorization count and TF-IDF was the most
accurate in detecting anxiety with an accuracy rate of 84.99% and 82.63%, respectively.
Furthermore, binary labels (negative and positive) were recommended for identifying
anxiety in social media comments related to government programs aimed at dealing with
the COVID-19 pandemic.

Also, Onan [22] investigates the utilization of Massive Open Online Courses
(MOOCs) in distance education and proposes an effective sentiment classification
scheme for MOOC reviews. The study employs both ensemble learning and deep learn-
ing paradigms to achieve superior predictive performance. It evaluates the performance
of various traditional supervised, ensemble, and deep learningmethods, as well as differ-
ent text representation and word-embedding schemes for sentiment analysis on MOOC
evaluations. Additionally, the study provides a detailed analysis of a corpus containing
66,000 MOOC reviews.

Indeed, they found that deep learning-based architectures outperformed other meth-
ods, with the highest accuracy reached by using long short-term memory networks in
conjunction with the GloVe word-embedding scheme-based representation, with a clas-
sification accuracy of 95.80%. Finally, the study recommends using binary labels for
sentiment classification in MOOC reviews. The researchers used binary labels to clas-
sify each review as either positive or negative sentiment and achieved high predictive
performance using deep learning-based architectures.

In summary, the reviewed studies indicate that binary labels prove highly advanta-
geous for specific classification tasks. Hence, it is advisable to employ binary labelling
whenever feasible. Binary labelling is favoured over using three or more classes as
it consistently yields more precise and dependable outcomes. Additionally, it stream-
lines the classification process and minimizes computational expenses, enhancing effi-
ciency, particularly with extensive datasets. Nonetheless, it remains crucial to assess the
unique demands and attributes of each classification task before selecting the appropriate
labelling strategy.

3 Experimental Design and Implementation

The goal of this study is to empirically explore the influence of label size on the accu-
racy of classification models. This will be achieved by contrasting the performance of
models trained on a dataset labelled according to a rule derived from Holy Quran verses
with those trained on a three-label dataset. This section outlines the experimental design
and implementation of the study, encompassing the datasets employed, the classifica-
tion algorithms utilized, and the evaluation metrics. Additionally, it elaborates on the
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measures taken to guarantee the accuracy and reliability of the obtained results. Figure 1
below shows the experimental model.

Fig. 1. Experimental Model.

The implemented model consisted of several stages, including dataset preparation,
text preprocessing, feature extraction, classification, and evaluation. In the dataset prepa-
ration stage, a set of 3,000 customer reviews was collected. The reviews were then
labelled first based on the derived rule from Holy Quran verses, resulting in a binary-
labelled dataset (positive and negative), and secondly, based on three labels, resulting in
a three-labelled dataset (positive, negative, and neutral).

Next, the text preprocessing stage was performed to clean and normalize the text
data. This stage involved several techniques, such as tokenization, stop-word removal,
and stemming. Feature extraction was then performed to transform the text data into
numerical vectors that could be used as input for the classification model. The feature
extraction technique used was the Bag-of-Words (BoW) model.

During the classification phase, the dataset underwent division into training and
testing sets. Various models, namely NB, SVM, and DT, were employed for training
and testing on both binary-labeled and three-labeled datasets. To gauge each model’s
performance, evaluation metrics such as accuracy, precision, and recall were utilized.

Accuracy signifies the model’s capability to correctly classify instances across all
classes. It is determined by the ratio of correctly classified instances to the total number
of instances [5]. Additionally, precision measures the proportion of instances correctly
classified as positive among all instances labelled as positive by the model. This metric
is calculated by dividing true positives by the sum of true positives and false positives
[6]. Conversely, recall assesses the proportion of instances correctly classified as positive
out of all actual positive instances. It is computed by dividing true positives by the sum
of true positives and false negatives [7].

4 Results and Discussion

In this section, the results of experiments comparing the performance of binary-label
and three-label classification models with a customer review dataset are presented. The
study evaluated the performance of three algorithms (NB, SVM, and DT) on both a
balanced and an imbalanced dataset. Results for the binary-label model are shown first
in Tables 1 and 2, which display all metrics for each algorithm on both balanced and
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imbalanced datasets. Results for the three-label model are then presented in the same
manner in Tables 3 and 4.

Table 1. Binary-label balanced dataset.

Model Accuracy Precision Recall

NB 0.8700 0.8719 0.8672

SVM 0.9183 0.9218 0.9149

DT 0.8467 0.8494 0.8465

Table 2. Binary-label imbalanced dataset.

Model Accuracy Precision Recall

NB 0.8833 0.9123 0.8435

SVM 0.9283 0.9402 0.9209

DT 0.8567 0.8708 0.8446

Table 3. Three-label balanced dataset.

Model Accuracy Precision Recall

NB 0.8583 0.8576 0.8623

SVM 0.9050 0.9037 0.9089

DT 0.8200 0.8196 0.8192

Table 4. Three-label imbalanced dataset.

Model Accuracy Precision Recall

NB 0.8717 0.8723 0.8733

SVM 0.9128 0.9109 0.9205

DT 0.8222 0.8236 0.8209

Following the presentation of the results in Tables 1–4, the subsequent Sects. (4.1 to
4.4) provide in-depth analysis and explanations for the observed outcomes.

4.1 Comparison of Binary-Label and Three-Label Models

The presented results demonstrate that the binary-label model consistently outperforms
the three-label model across all metrics in both datasets. For instance, in the balanced
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dataset, the binary-label model achieved higher accuracy (NB: 0.8700 vs. 0.8583),
(SVM: 0.9183 vs. 0.9050), and (DT: 0.8467 vs. 0.8200) compared to the three-label
model. Similarly, in the imbalanced dataset, the binary-label model exhibited better
accuracy (NB; 0.8833 vs. 0.8717), (SVM: 0.9283 vs. 0.9128), and (DT: 0.8567 vs.
0.8222) compared to the three-label model.

4.2 Effectiveness of Binary-Label Model

The results strongly suggest that a binary-label model trained on a dataset labelled
based on a derived rule from the Holy Quran verses may be a more effective app-
roach to sentiment analysis than a three-label model. The binary-label model consis-
tently achieves higher accuracy and performs better in correctly identifying positive and
negative sentiments.

4.3 Importance of Dataset Balancing

The findings also highlight the importance of dataset balancing. Using a balanced dataset
significantly improves the performance of both binary-label and three-label models. The
binary-label model benefits from dataset balancing, achieving enhanced precision and
recall, while the three-label model also exhibits improved accuracy, precision, and recall.

4.4 Implications for Sentiment Analysis and Future Research

In summary, this studyprovides valuable insights into how label size impacts the accuracy
of sentiment analysis models. The findings suggest that utilizing binary labels with a
balanced dataset and a rule drawn from Holy Quran verses has the potential to enhance
sentiment analysis tasks. Furthermore, this study opens the door to future investigations,
including exploring alternative labelling rules and examining the influence of dataset
size on model performance.

To conclude, the presented results and analysis strongly validate the hypothesis
that a binary-label model, trained on a balanced dataset using rules from Holy Quran
verses, outperforms a three-label model in sentiment analysis. The study’s findings have
significant implications for sentiment analysis research and underscore the importance
of dataset balancing and rule-based labelling approaches to enhance model accuracy.

5 Conclusion

To sum up, this study’s assessment of classification models using Semantics from the
Holy Quran verses illuminates the effect of label quantities on classification accuracy.
The study’s practical implications for businesses that utilize sentiment analysis imply that
a binary-label model trained on awell-proportioned dataset utilizing theQuranic Seman-
tics principle can result in more accurate outcomes and enhanced customer satisfaction.
Further exploration can investigate the utilization of alternative labelling principles and
the influence of dataset size on model performance to build on this study’s conclusions.
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In conclusion, this study’s approach and outcomes emphasize the importance of tak-
ing into account Quranic Semantics in data science research. Nonetheless, it’s essential
to recognize that the recommendation to use binary labelling must not be employed
indiscriminately in all classification tasks without assessing their specific needs and
characteristics.
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Abstract. Mooring (Thin) lines are fabricated of polyester ropes, steel wire ropes,
and chains. These are considered the essential componentswhich are used to secure
offshore marine vessels and floating facilities by keeping them in a fixed place
and resisting external loads. However, the failure of any mooring lines because of
anomalies can cause severe consequences including financial losses, loss of life,
and harm to the environment. Thus, it is essential to determine the anomalies in
mooring lines beforehand to ascertain reliable and safe offshore mooring opera-
tions. This paper furnishes a comprehensive review of various types of anomalies
in mooring lines with their underlying causes, and risk mitigation tactics. Further-
more, the types of mooring lines including polyester ropes, chain, and steel wire
ropes have been discussed with their advantages and disadvantages. Additionally,
the real-time consequences of failure in mooring lines are explored which occur
due to the anomalies in the mooring lines including but not limited to environmen-
tal damage, vessel drift, and collision. In order to reduce the risks associated with
mooring line anomalies, this review concludes by summarizing the major findings
and emphasizing the significance of proactive monitoring and maintenance.
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1 Introduction

Mooring systems consist of mooring (Thin) lines that are used to keep floating structures
and the offshore vessel stationary in deep water during the unloading of the hydrocarbon
production. These offshore vessels shape like ships or boats. The mooring lines are
disseminated into polyester or fiber ropes, chain, and steel wire ropes, and such types
are utilized to fix a floating vessel in one place by connecting the mooring lines to the
vessel which is further anchored to the seafloor [1]. However, mooring systems are used
to prevent the offshore floating structure from drifting and to keep the vessels fixed from
being affected due to the external force that offshore waves, currents, and strong winds
may cause.Mooring systems fall under numerous categories which are considered based
on the length, floating structure type, offshore water depth, and external sea conditions.
Besides, many factors are involved in the design of the mooring system such as seabed
constitution, length of the mooring ropes, and the strength of the anchors and weight
[2]. However, the maintenance and the proper installation of the mooring systems are
critical for protecting the marine environment and keeping the vessel safe [3].

Mooring lines have great importance in the offshore marine environment and failure
of any line in the mooring system due to anomalies in the mooring lines can cause
severe consequences. The anomalies in the mooring lines induce a substantial risk to the
safety of the floating facilities. These anomalies are posed by numerous factors that may
include poor maintenance, broken wires or chains, corrosion, and loose connections
[4]. These issues can lead to a loss of stability or position of the vessel or structure,
increasing the risk of collisions or damage to equipment, and posing a threat to the
safety of personnel onboard. Besides, if a mooring line fails due to the existence of an
anomaly in the mooring systems, it can cause the vessel or offshore structure to drift,
potentially colliding with other vessels, structures, or even shorelines, resulting in severe
damage or loss of life [4, 5].

Additionally, failure in the mooring system can cause hydrocarbon spills, leading to
environmental damage and financial losses. Furthermore, the failure of a single mooring
line can result in increased tension on the remaining mooring lines, potentially causing
them to fail as well, leading to a catastrophic situation. Therefore, it is essential to
regularly inspect, monitor and maintain mooring lines and address anomalies promptly
to prevent any potential safety or environmental risks caused by the failure of themooring
system [6].

Before monitoring and addressing the anomalies in mooring lines, it is crucial to
identify the different types of anomalies in mooring lines with their causes and risk
mitigation strategies [4]. However, no comprehensive review paper defines the various
anomalies in different types of mooring lines except [1, 7], along with their underlying
causes and prevention. Besides, no real-time consequences of failure in mooring lines
have been discussed in the literature except for a few instances in [8]. Therefore, this
paper comprehensively reviews anomalies in different types of mooring lines, including
polyester ropes, chains, and steel wire ropes, along with their underlying causes and risk
mitigation strategies, as part of mooring systems. Additionally, the paper explores the
real-time consequences of mooring line failure due to anomalies in the offshore marine
environment, including vessel drift, collision, and environmental damage.
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Furthermore, these objectives have been accomplished by an extensive analysis of
research articles, existing studies, publications, and reports associated with the various
types of mooring lines and their anomalies, causes, risk tactics, and real-life conse-
quences of line failure. However, the said comprehensive information has been gath-
ered by searching prestigious databases, conference proceedings, academic journals,
and industry reports which have been found available through online sources and other
technical websites. To the best of our knowledge, this paper represents the first attempt
to comprehensively review the different anomalies in various types of mooring lines
with their underlying causes and risk mitigation strategies while also discussing their
real-time reported consequences of failure.

This review paper is structured into the following sections. Section 2 describes the
anomalies in mooring systems, their underlying causes, and risk mitigation strategies.
A comparative analysis is also depicted in this section based on the advantages and
drawbacks of each type of mooring line. The real-time reported consequences of failure
in mooring lines are demonstrated in Sect. 3 with some examples. Finally, the entire
study is concluded in Sect. 4.

2 Anomalies in Mooring Lines

Mooring (Thin) lines normally comprise polyester or fiber ropes, steel wire ropes, and
the chain. Each form of these mooring lines is thoroughly discussed in the following
subsections with respect to the different types of anomalies in various sorts of mooring
lines, their underlying causes, and the risk prevention tactics. Properly implementing the
risk mitigation tactics can prevent the mooring lines from failing and may also assure
the marine vessels’ reliable and safe mooring operation. Furthermore, Table 1 presents
a comparative analysis aimed at selecting the most suitable mooring lines solution from
among all available types, based on their respective advantages, and disadvantages in
the context of mooring systems.

2.1 Anomalies in Polyester Mooring Ropes

Fiber ropes are utilized in mooring operations in a wide range because of their durability,
ability to withstand abrasion, and great strength. Even so, these ropes may still fail in a
case when not maintained in the right manner or if they are experienced with specific
anomalies. The following subsections discuss typical anomalies by which the polyester
ropes are caused to fail when the mooring operations are carried out.

Cut or Abrasion Damage. Abrasion takes place when the polyester ropes are rubbed
in contact with the seafloor, other fiber ropes, or hull. It induces the fibers in the ropes
to undergo scratches and wear which may result in undermining the structure of the
ropes and can be susceptible to failure or breakage in the mooring rope. Abrasion in
ropes can be caused by various factors, including but not limited to the rough sea, strong
current, and acute edges of the surface by which the rope is rubbed [9]. Furthermore,
some examples of damage in the fiber ropes are shown in Fig. 1.

To mitigate the risk of such failure, obviating contact with abrasive surfaces or rough
seas is essential. Besides the ropes need to be cautiously inspected to identify the damage
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orwear signs. In case of abrasion is observed, itmust be either replacedwith newmaterial
or completely removed to assure the unity of the rope. Thorough storage of the rope aids
in precluding abrasion by storing the rope on a reel or drum from being tangled and
avoiding rubbing the rope in contact with other surfaces [10].

UVDegradation. The exposure of sunlight to the polyester rope causes the fibers of the
mooring rope to collapse overtime because of ultraviolet (UV) radiation in the sunlight
that breaks down the fibers of the mooring rope which result in deterioration of the
rope strength and may be susceptible to fail [11]. To mitigate the risk of such type of
failure, placing the mooring ropes away from sunlight is significant when these are not
in function.

Chemical Damage. The damage to polyester mooring ropes is done when the ropes
are in contact with solvent and oil chemicals which causes the fibers of the ropes to
become weak and increases the chances of the rope failing [12]. The risk of such failure
can be mitigated by obviating the leakage and spilling of oil close to mooring ropes.
Besides, the ropes should be stored in a dry and well-ventilated area when they are not
functioning.

Fig. 1. Polyester rope cut or abrasion damages [13].

Knotting. The fibers in the polyester ropes are compressed and deformedwhen the rope
is knotted. Over time, this anomaly weakens the rope and makes it more susceptible to
failure [14]. The risk of such an anomaly can be mitigated by avoiding the knot that may
create unneeded stress on the rope [15].

Manufacturing Defects. The structure of the rope can be weakened due to the manu-
facturing defects in the polyester ropes. These defects may contain wear spots, defects
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in the construction of the rope, or incompatibility in the fibers [16]. The risk of these
defects can be mitigated by utilizing good quality mooring ropes that are constructed
and produced by good manufacturers [15, 16].

Heat Damage. Polyester mooring lines are caused by heat damage which fails the
mooring rope. When a rope is subjected to extreme temperatures, heat damage happens.
Hot surfaces induce this anomaly, the friction generated by the motion of the fiber rope
through equipping and the exposure to flames [7, 17]. It is crucial to place the ropes away
from the heat origins to mitigate the heat damage anomaly in the fiber mooring rope.
Besides, the ropes must be avoided in close contact with the hot surfaces and flames. In
addition, it is very important to inspect the rope regularly to determine the signs of heat
damage which may include melting of the fibers. To reduce the risk of failure, the rope
must be replaced immediately if heat dam-age is suspected [18].

2.2 Anomalies in Steel Wire Mooring Ropes

Steel wire ropes are utilized in mooring operations in a wide range because of their
durability and great strength. Even so, these ropes may still fail in a case when not
maintained in the right manner or if they are experienced with specific anomalies. The
following subsections discuss typical anomalies by which the steel wire ropes are caused
to fail when the mooring operations are carried out.

Corrosion Fatigue. Coronary fatigue happens when steel wire is brought out to a cor-
rosive environment and undergoes cyclic loading during mooring operations. Multiple
factors can spread the small cracks in the wires and lead to the wire rope failure [1,
7]. The risk of corrosion fatigue can be mitigated by regularly inspecting the steel wire
ropes to get the sign of corrosion and obviate revealing the mooring lines to extravagant
loads.

Steel Corrosion Cracking. Steel corrosion cracking happens when the steel wire ropes
are subjected to high tension. Steel corrosion cracking causes cracks in the steel wire
ropes when the mooring lines are exposed to high loads for an extensive delay [19]. To
mitigate the risk of steel corrosion cracking, it is significant to determine the corrosion
signs by regular inspection and avoid disclosing the line under high tension [20].

Human Error. Humans can also be part of the failure of steel wire mooring ropes.
Wrong storage and handling of the mooring lines, absence of regular inspection of the
mooring lines, and improper training of the staff are the factors that may lead to problems
that enhance the chances of failure in the mooring line [1]. Establishing accurate pro-
cesses, inspection, andmonitoring procedures is crucial to reduce the risk of human error.
Furthermore, proper training and supervision are necessary for the staff who perform
mooring operations [20].

Vibration. When the frequency of vibration coincides with the natural frequency of the
steel wire then the steel wire is more likely to become worn out and break. Over time,
the lines are caused to fail [20]. The risk of such anomaly can be mitigated by measuring
the length and the load of the mooring lines properly and obviating the reveal of mooring
lines to the high frequency of vibrations [21].
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Environmental Factors. Exposure to sunlight that causes to generate ultraviolet radi-
ation may weaken the steel wire mooring ropes. Over time, it may enhance the chances
of failure in steel wire rope [7, 20]. To prevent environmental degradation, inspecting
the mooring lines for signs of damage regularly and storing the lines in a cool, dry, and
protected environment when not in use [20].

Creep. Creep occurs when the wire is under a constant load for an extended period,
which can cause slow, permanent deformation of the wire [21]. To prevent creep, it is
important to properly size the mooring lines and avoid exposing them to excessive loads
for extended periods [1].

Manufacturing Defects. Manufacturing defects can occur during the wire drawing
process, heat treatment, or quality control procedures. These defects can cause weak-
nesses in the wire, leading to failure over time [7]. To prevent manufacturing defects, it
is important to work with reputable manufacturers and inspect the mooring lines for any
signs of defects before using them [20].

Overloading and BrokenWires. Overloading occurs when the mooring lines are sub-
jected to loads that exceed their capacity. This can cause the wire to stretch, deform,
or even break. Very few amounts of broken wires in a steel rope at termination show
high tension. This may be because of inaccurate fixing of the steel rope at the endpoints,
managed badly at the time of recovery and deployment, some fatigue, or the due to
overloading [22]. The local damage is caused by broken wires which are grouped in a
neighboring strand or one strand. This is considered the worst situation when finding
such a breakage of steel wire rope and this constraint can disturb the load balance that
is conveyed by steel rope strands as shown in Fig. 2.

To prevent overloading, it is important to properly size the mooring lines for the
vessel and operating conditions and to avoid exposing the lines to extreme weather
conditions or other sources of excessive loading [22].

Fig. 2. Broken wires at wire rope endpoint [1].

2.3 Anomalies in Mooring Chains

Mooring chains are commonly used in mooring operations due to their high strength
and durability. However, these chains can still fail if they are not properly maintained
or if they are subjected to certain anomalies. Some of the common anomalies that can
cause mooring chains to fail during mooring operations include:
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Corrosion. Corrosion is a chemical reaction between metal and its environments, such
as saltwater or moisture. Corrosion can lead to the loss of metal mass, weakening the
chain’s structural integrity, and eventually causing it to fail. Corrosion can be accelerated
by factors such as high humidity, exposure to saltwater, and extreme temperatures.
Regular inspection and maintenance of the mooring chains are essential to detect and
address any corrosion promptly [23].

Chemical reactions between the material and the environment can cause rust and
corrosion. Expanding marine life may also increase the need for new mooring lines to
pre-vent failure [7]. The mooring chains are typically found with corrosion in the splash
zone as demonstrated in Fig. 3 (a and b). It is very belligerent to have a corrosion rate
greater than 1 mm per year by relying on the temperate of the seafloor and the quality
[1].

Fig. 3. Mooring chain with dense corrosion [1].

The submerged chains can also cause the prominent cavities in the top field of the
water as shown in Fig. 4 (a and b). The unreasonable corrosion enhances the chances of
mooring chain failure from fatigue or when being overloaded [1].

Fig. 4. Mooring chain with heavy corrosion cavities [1].
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Fatigue. Fatigue failure occurs when a material is subjected to repeated loading and
unloading. This repeated stress can cause small cracks to develop in the material, which
can eventually grow into larger cracks that weaken the chain and cause it to fail. The
risk of fatigue failure can be reduced by ensuring that the mooring chains are designed
and manufactured to withstand repeated stress cycles and that the loading is distributed
evenly across all chain links [23].

Overloading. Overloading occurs when the mooring chain is subjected to loads that
exceed its maximum capacity. This can cause the chain to deform, stretch, or even break.
Overloading can occur due to factors such as high winds, waves, or improper mooring
techniques. To mitigate the risk of such anomaly, mooring chains are properly managed
for the expected tension concerning their design, installation, and size to function within
their great capacity [24].

Wear and Tear. Another anomaly known as wear and tear contributes to failure in
the mooring chain. This type of anomaly occurs due to the friction of the chain tied to
the seabed, other chain links, or the mooring chain connected to the Catenary Anchor
Leg Mooring (CALM) mooring buoy [1]. It causes the materials to wear down, which
reduces the diameter of the chain, loss of the metal, and finally leads to failure in the
mooring chain [7].

Such anomaly can be mitigated by properly classifying the chain loads and it can
be done by regularly inspecting the mooring chain to identify the signs of wear and
tear in the form of reduction in the chain diameter and distortion. Furthermore, the
proper maintenance and lubrication of the chain can also help to reduce friction and
wear and tear [23]. In addition, it is important to monitor the mooring environment and
take appropriate measures to reduce the risk of wear and tear, such as using a protective
covering over the chain in areas where it is likely to come into contact with other surfaces
or reducing the intensity of loading on the chain by using multiple mooring points [24].

Abrasions. Abrasion can occur when the mooring chain is subjected to contact with
other surfaces or when the chain is bent and flexed. Over time, abrasion can weaken the
chain and make it more susceptible to failure [7, 25]. Besides, Sediments on the seafloor
can be abrasive, and friction can erode the chain when it encounters the bottom of the
ocean [1].

Fig. 5. Ground touching mooring chain with one side material loss [1].

The mooring chain can also fail due to ground touching region as shown in Fig. 5
and such causes are considered seafloor abrasion [1]. To prevent abrasion, it is important
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to ensure that the mooring lines are properly sized, positioned, and secured to avoid
contact with other surfaces [24].

Deformation. Deformation occurs when the mooring chain is subjected to excessive
bending or torsional stress, causing it to deform or bend out of shape. This can weaken
the chain and eventually lead to failure [22]. Deformation is caused by overloading, and
environmental conditions (waves, strong wind, and current). It can also be due to not
properly installing the mooring system during the operation [1, 7].

The deformation risk can be reduced by checking the proper installation of the
mooring chains that will be utilized for bearing the high loads, which is limited to their
design capacity. Besides, causes of deformation can also be addressed promptly by
regularly monitoring the mooring chains to diagnose the deformation-affected factors
and then perform the required maintenance to fix them [4].

Chain Links. Chain links anomaly concerned with the failure in mooring chains which
is caused by wear and tear, overloading, wear and tear and most often it can be found
due to manufacturing faults. A failure of a chain link causes the adjacent links of the
chains to fail and finally result in the failure of the entire mooring chain [23].

These anomalies can be mitigated by monitoring the mooring chain regularly to
confront the signs of the above-mentioned factors and fixing them appropriately through
proper maintenance of the mooring chains where the faults actually exist. Additionally,
assurance of the designed mooring chain, manufacturing materials, and knowing the
installation base for the expected load to be borne by mooring chains can aid in mini-
mizing the risk of failure of chain links and deformation and results in ensuring secured
and reliable mooring operations [4].

ImproperHandling. The failure ofmorning chains also happens due to improper instal-
lation and handling them inappropriately. Several examples lead to improper handling
anomalies. These include distortion or weakening of the chain [23], letting the chain fall
to the surface can induce cracks in the chains, and improper handling of the mooring
chain throughout the storage, installation, and transportation. All of these contribute to
damage in the chain and finally cause mooring chains to fail [24].

The risk of such anomaly can be reduced by following the appropriate procedures
and thumb rules, including properly giving up the components, keeping the mooring
chain secure, and obviating the high tension and load that causes the chains to bend over
time [24]. Additionally, the mooring chains must be inspected and monitored before and
during the commencement of the mooring operations to eliminate the damages through
repairing or completely replacing the chains that may turn to fail the mooring chains
after a long [4, 26].
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Table 1. Comparison of different types of mooring (Thin) lines for effective selection.

Types of Mooring Lines Advantages Disadvantages

Polyester Ropes Lightweight and easy to
handle

Sensitive to abrasion and can
be damaged easily

Has high strength-to-weight
ratio

Can weaken over time when
exposed to UV radiation and
chemical degradation

Good shock absorption and
stretching properties

Can absorb moisture and
become heavier, reducing its
strength

Resistant to UV radiation and
chemical degradation

Limited maximum breaking
strength compared to steel
wire or chain

Can be easily spliced and
repaired

Low thermal conductivity,
making it less effective in
certain environments

Cost-effective compared to
steel wire or chain

Not suitable for use in
high-tension applications

Steel Wire Ropes & Mooring
Chains

High strength and durability Heavy and difficult to handle

Resistant to abrasion and
corrosion

Limited shock absorption and
stretching properties

Can withstand high loads and
tension

Can be prone to deformation
and failure due to repeated
bending and straightening

Resistant to UV radiation and
chemical degradation

Expensive compared to
polyester rope

Can be easily spliced and
repaired

Can cause damage to vessels
and ports if not handled
properly

3 Real-Time Consequences of Failure in Mooring (Thin) Lines

Mooring (Thin) line failure can have serious consequences for marine vessels and struc-
tures such as FPSOs, commonly used in offshore oil and gas production and can lead to
various potential risks and hazards. Some of the consequences of mooring line failure
include:

1. Loss of Control: When a mooring line fails, the vessel or structure it is holding can
lose control and be subject to the forces of wind, waves, and currents. This can cause
the vessel or structure to drift or even capsize [27].

2. Collision: If a mooring line fails while a vessel or structure is moored, it can cause
the vessel or structure to collide with other nearby vessels or structures. This can lead
to property damage, injury, or loss of life [26].
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3. EnvironmentalDamage:Mooring line failure can also result in environmental damage
if the vessel or structure carrying hazardous materials or oil spills into the ocean or
causes damage to underwater ecosystems [6, 28].

4. Loss of Equipment: If an FPSO breaks free from its moorings due to a mooring line
failure, it can result in damage to the vessel or loss of equipment (Cargo containers).
This can be expensive to repair or replace, resulting in further production downtime
[29, 30].

5. Production Downtime: FPSOs are typically used to produce and store oil or gas,
and mooring line failure can result in production downtime, leading to significant
financial losses for the operator [6, 8].

There have been several real-life incidents where mooring line failure has resulted
in serious consequences. For example, in 2013, the oil rig Kulluk broke free from its
moorings in Alaska and ran aground, leading to the loss of the rig and significant envi-
ronmental damage [31]. In 2019, a mooring line failure caused a container ship to collide
with a dock in Taiwan, resulting in significant property damage and several injuries [32].
In addition, there have been several incidents where mooring line failure has resulted
in fatalities. A tugboat overturned accidentally in the Hudson River due to failure in a
mooring line in 2015, resulting in the death of three crews [33]. An incident happened in
2018 where a boat was affected due to a collision with a barge that was broken because
of the failure in a mooring line which led to result in the death of two people [32]. In
2019, an incident happened in the United Kingdom in which a mooring line was broken
due to high friction and load when the vessel was being moored. This resulted in severe
injuries of three onboard officers during the mooring operation [34].

Besides these examples, there have been a few more real-time incidents due to the
failure of a mooring line in the Floating-Point Storage Offshore (FPSO) vessel, leading
to several consequences. In Brazil, the FPSO vessel underwent a failure in amooring line
throughout the strong environmental condition (storm in this case) in 2011. As a result,
the vessel was caused to drift and collide with another vessel, leading to the death of nine
persons. Besides, oil was spilled, resulting in production shutdown from the vessel [35].
Moreover, in 2016, the FPSO in the United Kingdom North Sea underwent a failure in
the mooring line during a high storm. As a result, the vessel drifted off to the original
location, leading to the consequence of suspension in production [36]. However, all
these incidents reveal the importance of thorough maintenance and the requirement of a
real-time accurate mooring monitoring system to perform secure mooring operations on
FPSOs and other offshore floating structures to prevent and mitigate the risk of hazards
linked with failure in a mooring line.

4 Conclusion

Mooring (Thin) lines are considered essential to secure offshore marine vessels and
floating facilities by keeping them in a fixed place and resisting external loads. However,
the failure of any mooring line because of anomalies can cause severe consequences
including financial losses, loss of life, and harm to the environment. This review paper
has comprehensively reviewed various types of anomalies in mooring lines with their
underlying causes and risk mitigation tactics. Besides, the real-time consequences of
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failure in mooring lines have also been demonstrated in association with various anoma-
lies in the mooring system. Furthermore, the three most common types of mooring lines
including polyester ropes, chains, and steel wire ropes have beenmanifestedwith numer-
ous anomalies such as fatigue, corrosion and cut or broken lines, abrasion, and extra by
which mooring lines are caused to damage and finally subjected to the failure. Thus,
appropriate measures are needed to obviate such failure in mooring lines. Hence, this
review paper has presented the proper prevention and risk mitigation tactics to obviate
damages that occur due to the anomalies and causes the mooring line to fail. Moreover,
the importance of proactive inspection, monitoring of mooring lines, andmaintenance to
reduce the risk in conjunction with damages inmooring lines have also been highlighted.
Themooring operators may determine and improve the potential problems andminimize
the risk of catastrophic failure at an early stage before they intensify more crucial issues
by adopting the proactive measurements mentioned in this review paper. Eventually,
this review paper has focused on and underlined the need for progressive research and
development in the field of marine technology to improve the safety and reliability of the
critical components of the mooring lines during mooring operations. By addressing the
underlying causes of mooring line anomalies, marine operators can ensure the long-term
sustainability of their operations while minimizing the risks associated with these vital
components.
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Abstract. Community College adhered to the Ministry of Higher Education is
well known for its lifelong learning prospects and distinctively offers a short course
about the community surrounding the institute. To date, the primary focus in the
academic and industrial realms is on descriptive and predictive analytics. Never-
theless, prescriptive analytics, which seeks to find the best course of action for
the future, has increasingly garnered research interest. Meanwhile, the analysis
will be used to implement actionable plans to help in decision-making that can
benefit the institution as well as the officers concerned. This paper investigates
the problem arising by using analytical methods in elevating short course enrol-
ment in Seberang Jaya Community College. Upon completion with the usage of
Market Basket Analysis (MBA) techniques integrating the descriptive and pre-
dictive analysis, results obtained are established thoroughly with specific details
that were to attain cluster insights based on the participant’s interest that leads
to non-mainstream courses related to the college credential-expertise program.
Course modelling proposal for participants’ enrolment through MBA that leads
to output produced for Lift Parameter, uses specific rules that have higher lift and
confidence that participants tend to join Kursus Penyelenggaraan Komputer (con-
sequents) when they joined Kursus Rangkaian Komputer (Antecedents). In look-
ing at the association rules, it seems that both these courses are highly considered
to be enrolled.

Keywords: Community College · data analytics · lifelong learning · short
courses

1 Introduction

1.1 Background

Community Colleges under the supervision of Jabatan Pendidikan Politeknik and Kolej
Komuniti (JPPKK), Ministry of Higher Education (MOHE) was launched in 2001 and
established as the peak body for the non-profit community that owned learning organiza-
tions across Malaysia. Community-based providers are committed to both employment
and outcomes as well as the personal development of the learners.
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In addition to providing accredited Technical and Vocational Education and Train-
ing (TVET), Community College offers various learning opportunities, including non-
accredited training and lifelong learning. As stated by Jaafar [5], lifelong learning has
resulted in the creation of skilled employees who are well-equipped to meet the demands
of the industry and contribute to economic development. These educational activities
help to build self-esteem, re-engage byupskilling and re-skilling the learners, and provide
social networks for the community that lead to a high-income economy.

Despite all the expertise and professionals who exist in the TVET institutions, Com-
munityColleges have a greater responsibility to spread their Educator expertise and skills
related to the programs offered by the respective colleges amongst the local community
and for their development that skillfully led them to the futuristic industrial revolution.
Seberang Jaya Community College specifically offers programs ranging from Diploma
to certificates that are Diploma in Electronics (Instrumentation) followed by certificate
programs such as the Internet of Things, Electrical Technology along with General
Studies as a completion of the programs offered. These programs are categorized by
lifelong learning as technical courses that indicates the commonalities of the educator’s
expertise with the short courses offered. Subsequently, non-technical courses or non-
related courses are offered to verify these elements of short courses in Seberang Jaya
Community College to boost the community skills by offering a wide variety of choices.

According to the paper published by [14], the role of Community College is for
Community Development. The mission of Community Colleges in Malaysia is to utilize
Technical and Vocational Education and Training (TVET) and Lifelong Learning to
empower local communities, creating a well-informed and skilled workforce. TVET
education was seen as a pertinent part of economic evolution in Vision 2020, which was
crafted by the Ministry. The outstanding feature identified in this Community College
education is the short course that falls under the lifelong learning category. Not only
allowed for the dropouts to take this as an alternative but endorsed the various classes
of nonprofessional to professional, skillful employees to entrepreneurship.

1.2 Problem Statement

Short courses in brief can range from any field regardless of the institute chosen in the
community. It has a wide range of duration, lasting from a few days to several months,
and some of the courses have certain exams or training to pass. This training is well
suited to several specific needs such as providing added skills to a cadre of workers
at any level, upgrading knowledge and skills at low cost, and providing networking
opportunities for the local community. This study focuses on the short courses variation
offered and conducted in Seberang Jaya Community College which is in the Penang
mainland. This part of the mainland state is surrounded by some manufacturing and
industrial sectors. Hence, the short courses offered by this college are to fulfil the needs
of the surrounding industries and communities.

Despite the community college courses providing essential skills development and
practical-based learning, the differing durations of these courses have becomea challenge
to maximizing their benefits. While certain courses are offered annually, others are
available only once, leading to disparities in opportunities for students. Courses that
channel its educator’s professional skills and in collaboration with agencies receive
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prominent applications from the community, but then again courses that are conducted
once and don’t have continuous progress to it, are proven to have limited participants.
Thus, it contributes to lower enrolment annually and imparts low profit to institutions.
Such limitation is seen as the biggest obstacle for the institute and its educators to attain
one of the features specified in the Key Performance Index (KPI) as they are obliged
to such attribution annually. Educators have trouble planning courses that can increase
enrolment and benefit the college in terms of cost and attaining the KPI. Consequently,
to such limitations, data analytics will be implemented to analyze the data record and
to find patterns to accommodate the educators and officers in planning courses with
maximum benefit in the future.

In alliance to benefit in the long term, educators must be equipped with the ability to
predict the alignment of short courses in the future that will attract higher enrolment and
profitability. One of the productive approaches will be enforcing data analysis for the
institute’s futuristic prediction with higher accuracy [9]. Through the analysis, institutes,
and officers can effectively and precisely allocate resources for short courses. By utilizing
the patterns derived from the analysis, they can improve enrolment productivity and cost
management, resulting in increased contributions towards the personal development of
both the institute and officers on an annual basis.

1.3 Objectives of Study

Community colleges have trained a large number of participants through short-term
courses, and the number of participants and courses offered has increased year by year
since its establishment. With the trust given by the community, the institution needs
to continue providing good quality courses and services. Therefore, implementing data
analytics towards the acquired data can help the institutions to predict effective courses
to be run in the future.

The main purpose of this study is to gain cluster insights based on the partici-
pant’s interest for five years, and adjacently proposing the course modelling for partic-
ipants’ enrolment through the Market Basket Analysis technique. Thus, this approach
will function as a forward-thinking instrument, enabling decision-makers to evaluate the
course’s effectiveness in fulfilling JPPKK’s annual requirements and aligning with the
community’s needs.

2 Related Works

2.1 Introduction

Key Performance Index, known as KPI is a measuring instrument in any private or public
organization that is monitored by the superior administering the organization. This is
used as one of the main instruments that adhere to the success of the program or busi-
ness conducted annually. The short course is one of the community college’s missions
that registers “empower the community through lifelong learning” and each college is
accounted for to achieve a certain number of KPIs that have been determined by the
JPPKK based on the grades of Directors who administer the institution. The primary
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mission creation was to adapt lifelong learning and spread the knowledge to surround-
ing local communities by utilizing the respective College’s expertise or professional
technical-related skills.

2.2 Related Works

Across every industry, large data can bring new findings, and new conclusions, discover
meaningful patterns, and predict future trends. Such predicament of database usage is
related to Association Mining exploited in finding the correlation among the large data
items that lead to the discovery of interesting relationships, especially in the business
decision-making process. According to the researcher [12], in their article regarding
Market Basket Analysis with Networks, typically trends in search of meaningful asso-
ciations in customer data revolve in one of the oldest areas, known as Market Basket
Analysis. About one of the datamining in higher education [4], stated that the association
of rule mining can be used to analyze the performance of students in their examinations
and predict the outcome of the incoming examination. This prediction allows students
and teachers to identify the subjects that need extra attention even before the commence-
ment of the semester. On top of that, the predictions are also helping students at the very
beginning of the semester by identifying the subjects that they need to focus on.

To enhance the understanding of historical information, the approach employed in
[12] can be implemented in this research to assess its relevance in current healthcare
decisions and enablewell-informed choices for the future. The descriptivemodel utilized
in this context demonstrates the capacity to categorize, characterize, aggregate, and
analyze data.

In this research scenario, unsupervised learning data were used where no examples
or test outcomes were available. It can greatly benefit from the application of a novel
algorithm based on association rule learning, as developed by [4]. The use of the algo-
rithm is to achieve precise predictions for example in coronary illness examinations.
This valuable capability makes it an essential tool for medical specialists and experts
seeking accurate coronary illness prediction.

3 Methodology

3.1 Introduction

This project focuses on analyzing and querying large datasets for generating partici-
pants’ analyses in short courses in KKSBJ by implementing two analytical techniques.
Each analysis technique is performed to have a better understanding of the participant’s
behavior concurrently for the linear is to elevate enrolment of the participants in the
institute. As a result, this analysis will predict the minimal and maximal short courses
required according to the attainment of the Institute’s KPI annually.

3.2 Dataset

The dataset employed in this project is obtained from the Lifelong Learning Unit in
Seberang Jaya Community College with five years records attained from the year 2015
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until 2020, however, in the year 2018 this data was excluded from the analysis due
to technical problems that occurred while transferring related files. Table 1 shows the
sample dataset with several attributes provided such as the name of the participants,
their identification number, courses attended, the date of the courses conducted as well
and the fee amount for each course. Implementing the analysis of the data can provide
hidden information related to the participants to predict future business expansion to the
institute.

Table 1. Attributes sample in the dataset.

Name Course Name Date Fees

Ali Bakery Course: Blueberry Cheesecake 24 January 2015 60

Shima Bakery Course: Blueberry Cheesecake 24 January 2015 60

3.3 Data Preparation

The initial stage of the process before implementing the analysis is to unveil the error
existence in the unrefined dataset, in particular the data duplicates, outliers, and incom-
plete and irrelevant data using Python. Each error displayed in the raw dataset consists
of repetitive and identical data, irregularities of data, missing attributes, and value in the
data set that is unrelated to the attributes from the foregoing errors as shown in Fig. 1.

The existing problem has been improved to achieve the objective of the study by
improving the data record through the written records available in the possession of
the Lifelong Learning Officer. Succeeding the data scrubbing, the total data obtained
were 3264 rows consisting of a complete dataset as shown in Fig. 2. Despite the dataset
acquired, new attributes were included such as gender and cluster. Course classifications,
on the other hand, are predetermined according to the clusters.

Fig. 1. Data summary with a total number of errors (before data cleaning).
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Fig. 2. Data summary with zero number of errors (after data cleaning).

3.4 Data Exploration

Overall data after including additional attributes that will promote better analysis of
the trend as portrayed in Fig. 3. The Python application for listed attributes will be
queried further based on figures in terms of statistical value that will be conveyed in a
visualization form such as histogram and many more in the list as depicted in Fig. 4.
Complete exploitation of these datasets reveals a clear pattern/trend that will properly
direct for pre-analysis based on the correlation created on the queries.

Fig. 3. Data types for each attribute

Associations within the attributes by Fig. 5 indicated that a positive value that is near
1.000000 prevails strong correlation. These attributes such as number, and gender with
fees show a debilitated relation due to the numerical obtained being less than 0.500000.

3.5 Data Analysis Using Predictive Analytics

Data processing at this stage is using Python and RapidMiner to transform data into Pivot
Table. Data that were analyzed in the MBA containing 168 different types of courses.
This technique is going to answer which course has the highest frequency or which
course is to be promoted in the future.
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Fig. 4. An example of data distribution for fee information.

Fig. 5. Correlation between attributes

4 Results and Discussion

4.1 General Statistics

Thewidening cluster disparity is represented by demographic trends such as age, gender,
and race of the course participants which are represented in table forms. This general
analysis plays a significant role in pre-determining the trend amongst the community
based on specific standards and serves as a touchstone for courses incipient by their
ecology. Thus, such analysis will lead further into the studies of community behavior
that favors Lifelong Learning decision-making.

Primarily analysis performed starting from the data displayed in Table 2 indicates a
very close number of enrolments in the short course programs offered in the Institute.



Data Analytics Modelling System for Short Courses 281

Overall, the respondent’s profile indicates that the highest enrolment is amongst Malay
with 92.40% whilst a trifling percentile recorded for non-Malay is 7.60% participants.
This inclination serves as basic information due to the surrounding community racial
population consists of Malay province in the majority. In parallel with this, gender
segregation amongst the races also serves as another interesting trend for study As seen
in Table 2 females from Malay race and males from non-Malay set up high percentile
of enrolment is 54.19% and 61.29% respectively. This might appear as an interesting
comparison but insignificant if compared with the figure attained between these races.
Over and above that finding, there are many factors found that leads to participatory.
Besides, these findings don’t appear surprising due to the common ground of the non-
technical courses towards the community surroundings are always overwhelmed by such
genders. Among the profiles are gender basis that is attained between Malay and non-
Malay respondents. Ensuing research analysis should be about the connection of interest
amongst the race/religion with gender.

Table 2. Respondents Profile

Profile Percent (%)

Malay 92.40

Non-Malay 7.60

Malay Percent (%)

Male 45.81

Female 54.19

Non-Malay Percent (%)

Male 61.29

Female 38.71

By the age basis in Table 3, it is collectively announced that the most active partic-
ipation comes from the range of less than 50 years of age. Along with this data, male
participants for age below 50 enrolments are 50.93% and more as compared to females
which is 49.07%. Whilst results found for participants of age above 50 are shown on the
contrary for the gender with female participants having the highest enrolment throughout
five years with a female enrolment of 64.80% and male 35.20%. This pattern is proven
that women of golden ages either retired persons, homemakers, or businesswomen, have
a higher tendency to fulfil their time with short courses and thus, apply the skills attained
to their daily life.

In conjunction with this, another element was triggered for a futuristic investigation
of whether courses offered by the Institute caters to the need of the male participants
in the surrounding community for this age category especially. Conveniently, female
participants from such age groups utilize skills learned and applied at their homes such
as the range of clusters such as Bakery, Sewing, Computer, and Entrepreneurship. All
these clusters play a vital role in determining this gender decision-making, especially
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Table 3. Demographic

Age >50 Percent (%)

Male 35.20

Female 64.80

Age <50 Percent (%)

Male 50.93

Female 49.07

as aforementioned amongst the freelancers, retirees, businesswomen, and homemak-
ers. Hence, such demanding non-technical clusters do cater to the needs of the female
participants in that age range.

Consequently, to this result, yet another investigation can be performed to find out
why the non-technical courses offered are omitted by the male participants from the age
above 50. Perhaps it sounded insignificant for this surrounding community that serves
more as the industrial hub area, Having said that such data analysis would most probably
be worthwhile to be researched in a dominant community of such ages, particularly in
suburban and urban areas. In other words, they can develop systems that provide well-
being for the present and future educational vision that values the Lifelong Learning
across various generations.

4.2 Descriptive Analytics

The descriptive analysis technique is used to show the overall performance for short
courses conducted at KKSBJ from 2015 to 2020. The main objective of the dashboard
picture is to show the highest and lowest participant enrolments by the clusters during
the course period. The visualization shown on the dashboard as in Fig. 6 gives a brief and
compact overviewof the entire data,where the highest and lowest number of participants,
clusters, and courses can be identified quickly and accurately.

This technique makes it easier for the institution to understand the data and interpret
it conclusively. A better decision in business is achievable through data analytics. The
first approach in analyzing large-scale data is to implement data mining to have a better
understanding of the historical and current business [8] besides it can summarize past
data and generate some useful patterns from that data as stated by [2]. The data is
summarized into meaningful charts and reports for a better understanding of overall
business performance. A dashboard that consists of charts and reports is used to describe
statistical data comprehensively that is related to the business.

In this project, the tools thatwill be used are PowerBI software to find the summariza-
tion of courses to make the organization more understandable based on past and current
data. This method will be used as summaries data that will be presented through various
forms of visualizations such as charts to illustrate the number of annual courses that
have been run, the number of annual fees, the age range of participants for high-demand
courses, participants based on gender as well as cluster selection. This technique will
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help answer questions such as the opportunity to add courses equivalent to the course
high in demand or the opportunity to produce course packages that assist participants
in making more accurate choices. The analysis was made by the software used, Power
BI, as shown in Fig. 6. With a complete descriptive such as the statistical and numeri-
cal data were formed in attractive visualization form. Hence, this dashboard serves as
a predictive feeder providing a proper analysis and constant observation of an analyst.
The dashboard display is well equipped with visualization that caters to valuable sets of
information particularly the overall participation, total enrolment by clusters, and par-
ticipants by courses found within the cluster every year. Each size and column of bars
of the visualization represents information depending on the categories specified.

Fig. 6. Overall Analysis Report Findings Dashboard

4.3 Predictive Analytics

This method uses his Market Basket Analytics Technique where the entire course is
analyzed using the appropriate algorithm. The second technique proposed by [4] is
about uncovering hidden patterns of behavior of the participants using theMarket Basket
Analysis with Association Rules technique. This data is assumed to be in unsupervised
learning as each of the participants comes to college to register, we and the participant
usually do not knowwhich course they can join. Hence, based on this, we cannot classify
the participants to any of the courses listed in the record.

4.4 Parameters

In this analysis, the minimum support value that was chosen is 0.004. The reason to
select the value is due to the output generated by the coding itself. We might want the
result to be not too big or too small according to the total rows of overall data. Since
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the purpose of this technique is to find interesting rules, we may want to find an output
with at least 2 courses in a row which 0.004 is the best support value to provide those
outputs. The reason is to find the least course in the model to pair with any course that
has been selected by participants. In this project, the length chosen is 2 since most of
the participants rarely attend the other course. To attract their interest, we can suggest at
least 1 course for them to take part in the future during registration. The next process is
to generate frequent item sets with length value 2 with a support value of at least 0.004%
as shown in Fig. 7. The Final phase is to filter the outcome based on lift parametric for at
least a minimum value of 1. From the outcome, the result has 9 rows with 2 suggestions
courses that consist of for instance Kursus Rangkaian Komputer followed by the second
row that is Kursus Penyelenggaraan Komputer. Since the data is quite small, we can use
all the results shown to recommend to the participants. However, the best result with
high lift and confidence value will be referred to.

Fig. 7. Overall output after setting the parameters.

4.5 Outcome

From the output produced for the Lift Parameter, we can identify the specific rules that
have higher lift and confidence that participantswill tend to joinKursusPenyelenggaraan
Komputer (consequents) when they join Kursus Rangkaian Komputer (Antecedents).
Seemingly, both courses Kursus Penyelenggaraan Komputer and Kursus Rangkaian
Komputer are highly considered to be enrolled together by participants.

4.6 Discussion

As aforementioned, the analysis results are based on the two objectives to attain cluster
insights based on the participant’s interest for five years, and a course modelling pro-
posal for participants’ enrolment through theMarket Basket Analysis technique. Several
principles are paramount in philosophy for Data Science Analytical research based upon
the Computer Science principle. Pertinently this project’s data analysis requires a series
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of data collection, transformation, and organization of data to conclude, make predic-
tions, and hence drive informed decision-making. Whilst attaining the dataset from the
Institute was convenient, however, some of the primary challenges faced were excessive
missing values, inconsistent and duplicate data as well as missing records for one whole
year’s worth of dataset. Hence, the solution taken was painstakingly to allocate time for
data cleaning and updating missing data by referring to written record that is kept by
the officer and deleting unrelated information. Despite coping with all the data cleaning
processes, in the end, attained a good dataset for analysis, though precious time went
missing that could have been used for better decision-making and analysis. Likewise,
insufficient data to learn or to process for analysis was another scrupulous point that
arose. Though appears to be insignificant in the beginning, as the analysis of the datasets
continued, the objective of this project was taken out. To elucidate that issue, the analysis
proceeded with existing data and narrowed it down into certain categories. Succeeding
from being able to cater to the needs of the problems faced, another foregoing barrier
was faced though it is expected amongst commoners that lack of Data ScienceAnalytical
knowledge a practical place. The Institute’s mentor is unable to relate the importance of
using Data Science techniques to achieve the Institute’s mission of Lifelong Learning.
This leads to a series of show-and-tell sessions on how vital such data science analysis
is and how data can help the Management Team with the Lifelong Learning team to
manage their work. Likewise, proves, data analytical techniques and correlation of this
project analysis were presented ahead of based on previous research and technique that
related to the problem and objectives that was intended to be obtained from the research.
It provides an opportunity for students to analyze data in real terms and face problems.

In the process of problem analysis, the student knows the best techniques for achiev-
ing the objectives of the project and knows the method of implementation based on the
project experience made during the class. To achieve the proper objectives, the available
data needs to support the work. Refers to KPI (original plan). The data available in the
written record is not properly recorded in the Excel record. Demographic data exists
in written records but is not recorded in Excel such as participant’s information and
background.

5 Conclusion

The facts discussed provide a clear picture of the real-world situation. This study is
conducted to encourage and facilitate KKSBJ for the Lifelong Learning Unit. Currently,
no systematic planning and analysis is carried out by this unit. With the increasing
availability of large amounts of datawithin the institute, the outcome aims to contribute to
the analytics field to enable the institute to gainmeaningful insights about its performance
and future. Despite that existing drawback, optimistically through the implementation of
analytical data, it can unravel the vital hidden information for better course planning. This
study will eradicate what formerly been practiced in the institute that applies the number
of enrolments by participants. In conclusion, analytical data can boost the successful
implementation of short courses in any Community College in Malaysia with higher
reliability.
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Abstract. Developers are vital in enhancing blockchain projects like Bitcoin
through feature additions, bug fixes, and performance optimization. However,
comprehending developers’ perception of the growing amount of information
regarding new features and bug fixes becomes challenging as blockchain projects
gain popularity. Data mining, a technique that extracts valuable patterns and infor-
mation from extensive data sets, assists in decision-making. The Apriori algo-
rithm, widely used in data mining, uncovers association rules among sets of items.
Despite its effectiveness, the Apriori algorithm remains relatively underutilized
in the field of Open Source Software (OSS) developer turnover. Previous studies
have employed approaches like mining software project repositories, social net-
work analysis, quantitative data analysis, and surveys,which shed light on turnover
but fail to reveal interesting relationships and patterns related to subjective fac-
tors and collaboration. To address this gap, this paper proposes combining survey
data with association rule mining. This approach aims to identify co-occurrence
patterns between specific personal and project-related variables (e.g., intention to
learn or system integration). By analyzing these variables and their associations,
the paper intends to provide valuable insights to project leaders, aiding decision-
making in developer turnover management. Ultimately, this research contributes
to enhancing the quality of blockchain projects.

Keywords: Developer’s Turnover · Perception Patterns · Intention to Learn

1 Introduction

Open Source Software (OSS) project nowadays try to ensure the loyalty of their devel-
opers in various ways. However, instead of most project invest in precise research to
understand developers’ motivation to leave, or to stay, most project invest in additional
benefits ormeasures to search for talent [1]. In blockchain project, the technological inno-
vation and fundamental changes required in the design, development, and deployment of
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blockchain have also attracted tremendous interests from the software developer’s com-
munity [2]. For example, prior studies found hundreds of thousands of blockchain soft-
ware projects were hosted on GitHub [2–5]. Unlike traditional OSS projects, blockchain
developers work in a decentralized and hostile environment, requiring caution against
malicious actors. They must prioritize security and the establishment of an immutable
distributed database. Furthermore, they need to design efficient and reliable software
protocols, taking into account the scarcity of maintenance tools and resources since
the existing tools are designed for traditional OSS development [6]. These differences
posed significant challenges for software developers, and as a result, manymay choose to
leave the project for personal convenience [7]. However, as the popularity of blockchain
projects continues to growamong software developers, their turnover perceptions regard-
ing these projects remain highly uncertain and subject to rapid change. Such uncertainties
in their perceptions pose challenges for project leaders in effectivelymanaging developer
turnover in a timely manner [7–9].

To enhance the success of blockchain projects, it is crucial for the community to gain
a better understanding of software developer’s perception regarding personal and project-
related factors. However, in most blockchain projects that follow an OSS model, there
is no centralized control over the operation of a blockchain itself [10]. The underlying
philosophy is that project control is distributed among multiple developers or stake-
holders [2]. This decentralized structure grants software developers a higher degree of
autonomy, leading to increased uncertainty in their turnover rates [7]. Consequently, it
becomes challenging to accurately gauge the perceptions of potential software develop-
ers, particularly those who show promise in adhering to technical contribution norms
and remaining committed to the project [8].

In addition, as stated earlier, there is an estimated involvement of approximately
a thousand software developers in contributing to blockchain-related innovations [11].
However, only a small fraction of these developers are actively engaged in the actual
blockchain project developments [12]. At this point, it remains uncertain whether knowl-
edge and understanding of the personal and project-related factors will spread widely
enough to attract a sufficient number of developers reaching a critical mass for a stable
mainstream ecosystem [13]. To prevent the loss of capable developers and attract new
ones, project leaders must proactively identify potential developers as early as possible
[3]. Unfortunately, project leaders lack knowledge into software developer perception
patterns, which would enable them to determine whether a recommended developer
is likely to adhere to the technical contribution norms that sustain long-term project
involvement [14, 15]. Priors studies have employed approaches like mining software
project repositories, social network analysis, quantitative survey data which shed light
on developer turnover, but failed to reveal interesting relationships and patterns related
to subjective factors and collaboration. Most scholars largely focused on traditional OSS
projects using single approaches to provide valuable insights into developers’ turnover
[16, 17]. There has been limited published research on understanding developer percep-
tion in blockchain. To date, only a few studies have been identified that explore software
developer turnover in the context of blockchain [2, 5, 10]. It is crucial to conduct further
empirical work to gain a deeper understanding of software developer turnover percep-
tions regarding personal and project-related factors using hybrid analysis of PL-SEM
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and machine learning techniques. Therefore, the objective of this study is to investigate
and analyze the software developer perception patterns within a sample of individuals
involved in blockchain projects.

1.1 Related Works

Developer turnover is known to occur frequently in OSS projects and it is important
to understand developers’ perceptions regarding their turnover and its impact on the
overall quality of such projects [8]. Gaining insights into the hidden or unexpected rela-
tionships between different variables influencing developer turnover can help identify
hidden relationships among various variables in a dataset [17]. There are various studies
on developer turnover in Open Source Software (OSS) projects, including blockchain
[7, 8, 18, 19]. For instance, [8] proposed a method to identify developer inactivity,
achieving 94% agreement among surveyed developers. The study analyzed 18 GitHub
projects to reveal common developer turnover, with 45% completely disengaging for a
year or more. To address project abandonment and sustain OSS communities, policies
and mechanisms are suggested. Iaffaldano et al. [20] analyzed active developers, using
semi-structured interviews to understand reasons for transitions, identifying “sleeping”
and “dead” states representing temporary and permanent breaks in contribution turnover.
Constantino et al. [16] conducted an in-depth investigation to understand why highly
involved developers adhere to project norms and sustain their contributions, benefit-
ing project leaders in attracting new developers. Kaur et al. [7] explored OSS project
turnover from a different perspective, analyzing personal and project characteristics,
finding patterns in abandonment based on experience, role, and joining date, but no
clear relationship with coding language, change profile, or sentiments. Bosu et al. [2]
surveyed 156 active Blockchain software developers, highlighting their motivation to
create a decentralized financial system while facing challenges like higher defect costs
and technological complexity influencing turnover behavior. Garagol et al. [3] addressed
the governance gap in public blockchain OSS communities, identifying and analyzing
six governance mechanisms and exploring similarities and differences with traditional
OSS community turnover. The study aimed to collectively determine turnover in the
blockchain community and utilized association rule mining to complement survey anal-
ysis, potentially discovering hidden patterns and relationships among factors influencing
developer turnover.

There is, however, no study conducted to using a hybrid SEM-Association RuleMin-
ing (ARM) analysis approach for deeper understanding of software developer turnover
perception in OSS blockchain project which this paper proposes to address.

2 Apriori Algorithm

The Apriori algorithm is a well-known approach for association rule mining. It aims to
identify all frequent item sets and generate strong association rules from them [21].While
the basic version of the algorithm requires categorical variables, numeric variables can be
discretized to accommodate them. However, more sophisticated variants of the Apriori
do not have such a restriction [22]. The algorithm derives its name from the Apriori
property, which refers to its utilization of prior knowledge about itemset properties.
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The analysis of frequently occurring factors combinations does not imply causality or
suggest any theories about software developers view [23]. Rather, these relationships are
discovered by examining the co-occurrences of factors in the transaction database [21].
These relationships are known as association rules and can be defined as an implication
of the form A → B, where A (the antecedent) and B (the consequent) are conjunctions
of variable-value pairs. An association rule may be interpreted as when the variables
represented by A are present in a database, the variables represented by B also tend to
occur. For example, the rule “intention to learn ^ financial gain→ technical contribution
norm” suggests that when intention to learn and financial gain are present technical
contribution norm is likely to be observed as well.

An issue with ARM is that there is an exponential growth in the number of asso-
ciation rules as the number of variables used increases [23]. In ARM, two measures
are commonly used to help a researcher decide the usefulness of an association rule:
support and confidence. The support of an association rule A → B is the percentage
of transactions that contain A∪B. The confidence of an association rule A → B is the
ratio of the number of transactions that contain A∪B to the number of transactions that
contain A. Support measures how frequently an association rule occurs in the entire set
of transactions, whereas confidence measures the strength/reliability of a rule. In ARM,
rules are selected only if they satisfy both aminimum support and aminimum confidence
threshold.

3 Methodology

The datawere collected through aweb-based survey (173 respondentsworking in bitcoin
projects). All participating software developers were asked to complete a questionnaire
consisting of demographic questions, such as gender, age and geographical location,
and questions relating to factors influencing developers project abandonment. Table 1
shows the operational definitions of the variables selected for this study. Additionally,
developers were given the opportunity to provide any additional comments they wished
to share. The collected data underwent descriptive analysis and was analyzed using both
the SPSS software and Partial Least Squares approach (PLS-SEM).

This study employs a combination of Partial Least Squares Structural EquationMod-
eling (PLS-SEM) and Association Rule Mining (ARM) to identify co-occurrence pat-
terns between specific personal and project-related characteristics that are relevant to
developers’ perceptions of blockchain technology. Each feature is assessed using items
on a 7-point scale, as presented in Table 1. The number of items for each feature varies,
but all features exhibit high internal validity, with Cronbach’s alpha values above 0.8,
indicating that the items accurately represent each feature. The dataset comprises 173
participants who completed the survey in its entirety. PLS-SEM facilitates simultaneous
measurement and analysis of the structural model, exploring relationships between fea-
tures. Additionally, ARM is utilized to uncover association rules and patterns that may
not be apparent from the survey alone, providing a more accurate understanding of the
underlying causes. Subsequently, the data was transformed into Boolean and discrete
formats to make it suitable for ARM.
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Table 1. Operational Definitions of variables Used to Analyze Association Rules

Variables Operational Definitions Items Sources

Intention to learn The degree to which an individual
intends to learn from a project that may
benefit future work opportunities

3 [24]

Financial gain intention The degree to which an individual
intends to profit financially in the future
by participating in a blockchain project

5 [25]

Expertise heterogeneity The diversity in the expertise possessed
by the members of a blockchain project
team

3 [26]

Technical contribution norm The degree to which a developer adheres
to community-defined standards and
procedures in order to contribute to the
blockchain project

6 [27]

System integration Developer effort required to manage
contributed code dependencies with the
blockchain project

4 [28]

Code testing task The level of developer factual knowledge
and technical expertise in the code
testing domain

8 [29]

Contributed code decoupling The degree to which modifications in
source code do not affect its
interoperability with the blockchain
project

6 [28]

Developer involvement The degree to which psychological belief
on the project in which he/she was
participating as personally relevant

5 [30]

Decision right delegation The degree to which the developer has
authority over certain design and
development decisions

5 [28]

Project desertion The developer’s decision to discontinue
further contributions to the specified
project

3 [26]

Developer experience Is the degree of the developer’s
interactions and experiences with the
tools, frameworks, platforms, and APIs
use in the blockchain project

4 [31]
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3.1 Data Preparation

Data preparation involves cleaning, sampling, splitting, integrating and transforming
raw data into a suitable format for analysis. Ensuring the accuracy and reliability of the
data used is vital as the quality of the analysis heavily relies on the quality of the data.

3.2 Data Conversion

Since the developer perception data consists of continuous numeric data, it is necessary
to convert it into Boolean and discrete data to facilitate mining as recommended by [21].
This requires grouping the original dataset and discretizing it into a Boolean format. The
following variables were included: intention to learn, financial gain, expertise hetero-
geneity, technical contribution norm, system integration, code testing task, contributed
code decoupling, developer involvement, decision right delegation, project desertion and
developer experience.

This study categorized the variables as follows: intention to learn was classified
as [‘poor_intention’, ‘avg_intention’, ‘good_intention’, ‘excelent_intention’], financial
gain was divided into: [‘low_gain’, ‘mid_gain’, ‘high_gain’], expertise heterogeneity
was grouped as [‘low’, ‘mid’, ‘high’], technical contribution norm was assigned as
[‘low’, ‘mid’, ‘high’], system integration was categorized into [‘low’, ‘mid’, ‘high’],
code testing task was classified as [‘low’, ‘mid’, ‘high’], contributed code decoupling
was divided into [‘low’, ‘mid’, ‘high’], developer involvement was categorized as [‘low’,
‘mid’, ‘high’], decision right delegation was group as [‘low’, ‘mid’, ‘high’], project
desertion was classified as [‘low_desertion’, ‘mid_desertion’, ‘high_desertion’], and
developer experience was categorized as [‘low’, ‘mid’, ‘high’]. Detailed information
can be found in Table 2 and Table 3.

Table 2. Developer and project description

Variables Description

Gender Gender

Age Developer age

Development status Refers to the progress of a software project, which is often measured by
milestones or the completion of specific tasks

Project age Refers to the length of time that has passed since the start of a Project
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Table 3. Preparing Data for ARM

itl fgi eh tcn si ctt ccd drd di pd de

0 excellent intention’ mid_gain low high high high mid high mid high low

1 excellent intention’ mid_gain low high mid high mid mid high low high

2 excellent intention’ high low high high high high mid high mid low

3 excellent intention’ high low high high mid low low high low low

4 good intention high low high mid mid mid high mid mid low

… … … … … … … … … … … …

168 good intention mid_gain low high mid mid mid mid mid mid mid

169 Avg intention mid_gain mid high mid mid mid mid high high low

170 excellent_intention’ mid_gain mid high high mid high mid high mid low

171 good intention mid_gain low high high high mid mid mid high low

172 Avg intention mid_gain mid high mid high mid mid mid high low

intention to learn = itl, financial gain intention = fgi, experts’ heterogeneity = eh technical con-
tribution norm= tcn, system integration= si, code testing task= ctt, contributed code decoupling
= ccd, decision right delegation = drd, developer involvement = di, project desertion = pd,
developer involvement = di

4 Findings

4.1 Respondents Demographic

The sample consists of 124males, accounting for themajority (71.7%),while the remain-
ing 49 individuals are female. In terms of age distribution, the majority of respondents
(67.6%) are between 20 and 29 years old, followed by a group of 41 individuals (23.6%)
in the 30–39 age range. There are 14 respondents (8.1%) in the remaining age category,
and a small fraction (0.6%) of individuals above 50 years old. The majority of respon-
dents, 62 individuals (35.0%)were located in North America, followed by 58 individuals
(32.8%) fromEurope, and 39 individuals (22.0%) fromAsia. The remaining respondents
were distributed as follows: 6 (3.4%) from Central America, 4 (2.3%) from Africa, 2
(1.1%) from Oceania, 1 (0.6%) from the Caribbean and 1 (0.6%) South America.

With regard to the project age, the highest number of developers, 44 individuals
(25.4%), contributed to projects that were 2–3 years old. This was followed by 36
individuals (20.8%) contributing to projects less than 1 year old, 32 individuals (18.5%)
contributing to projects that were 1–2 years old, 28 individuals (16.2%) contributing to
projects that were 3–4 years old, 18 individuals (10.8%) contributing to projects older
than 5 years, and 15 individuals (8.7%) contributing to projects that were 4–5 years old.
With regards to development status of the projects, various responses were collected.
The majority of developers, 59 individuals (34.1%) contribute to blockchain project at
the planning stage. This is followed by 31 individuals (17.9%)who contribute to projects
at the beta stage, 18 individuals (10.4%) at the pre-alpha stage, 16 individuals (9.2%) at
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the stable maturity stage, and 15 individuals (8.7%) at the maturity stage. Please refer
to Table 4 for more details.

Table 4. Demographic Characteristics of the Respondents

Variable Frequency Percentage

Gender

Female 49 28.3

Male 124 71.7

Total 173 100.0

Age

20–29 117 67.6

30–39 41 23.7

40–49 14 8.1

>50 1 0.6

Total 173 100.0

Project Age

<1 year 36 20.8

1–2 years 32 18.5

2–3 years 44 25.4

3–4 years 28 16.2

4–5 years 15 8.7

>5 years 18 10.4

Total 173 100.0

5 Generating an Association Rules Using Unsupervised Apriori

In data mining and machine learning, association rule mining algorithms are commonly
employed to discover patterns or relationships among variables in a dataset [21]. Two
crucial parameters, namely minimum support and minimum confidence, are used to
govern thebehavior of these algorithms andassess thequality of thegenerated association
rules [32]. In order to apply Apriori algorithm for association rules mining, the developer
perceptions dataset must satisfy a minimum threshold of 80 rules.

Table 5 shows the initial association rule derived from the dataset, which can be
interpreted as follows: When a developer’s involvement and effort to integrate their
contribution to the blockchain project are both high, it is expected that their technical
contribution norm will also be high, given that the decision right delegation is at a
medium level. Similarly, another rule suggests that if the code testing group has a high
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level and the decision-making ability of the group is low, it is anticipated that the technical
contribution norm group will be high, accompanied by a higher intention to learn.

However, it is important to note that association rules do not necessarily imply causal-
ity. Thepresenceof an association rule does not necessarily imply that onevariable causes
or influences another. Instead, association rules are based on statistical correlations and
can be used to identify potential patterns or relationships within the data. Therefore, it is
important to exercise caution when interpreting association rules and to conduct further
analysis to explore the underlying data and context in order to assess the validity and
usefulness of the rule. In this study, a parameter was set for the algorithm, specifically
a minimum support of 0.2 and a minimum confidence of 0.5. These parameter settings
help filter out noise and improve the efficiency of the algorithm by considering only item
sets that occur frequently in the data. In this case, the minimum support of 0.2 means
that the algorithm considered only item sets that appear in at least 20% of the records.

Table 5. Rules generated as set minimum support of 0.2, and the minimum confidence of 0.5

Antecedents Consequents Support (%) Confidence
(%)

Lift

di = high, si = higher tcn_group = high,
drd_group = med

0.202312 0.500000 1.351562

prject_age_group =
low_project_age, gender = m

tcn_ group = high,
si_group = high

0.202312 0.700000 2.752273

tcn_group = high, project
age…

si_group = high,
gender = m, devel…

0.202312 0.625000 3.003472

si_group = high,
developments…

tcn_ group = high,
project_ag

0.202312 0.777778 3.003472

gender = m,
development_status_group =
p

Tcn_group = high,
project_ag…

0.202312 0.700000 2.752273

tcn_group = high,
development…

prject_age_group =
low_project_age,
sytem_inte…

0.202312 0.625000 3.003472

gender = m, pd_group = mid si_group = high 0.202312 0.972222 1.39003

ctt_group = high, drd_group
= high

tcn_group = high,
intention_…

0.202312 0.686275 1.484069

tcn_group = high,
code_testi…

drd_group = high,
age_group =
low_age

0.202312 0.538462 1.312026

tcn_group = high,
intention_…

ctt_group = high,
drd_group = low

0.202312 0.625000 1.368671

tcn_group = high,
code_testi…

drd_group = high,
fgi_gro…

0.202312 0.714286 1.625940

(continued)
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Table 5. (continued)

Antecedents Consequents Support (%) Confidence
(%)

Lift

ctt_group = high, age_group
= low_age, f…

tcn_group = high,
drd_group

0.202312 0.777778 1.446834

tcn_group = high,
code_testi…

itl_group =
eh_group, drd_group
=

0.202312 0.686275 1.648965

pd_group = mid_drd_group
=, si_group = high_…

di _group = high 0.202312 0.777778 1.359147

di_group = high, si_group pd_group = mid 0.202312 0.530303 1.054511

pd_group = mid si_group = high,
gender = m

0.202312 0.636364 1.158852

Then, the parameters were adjusted for another iteration of the model. The minimum
support was set to 0.5, along with the minimum confidence of 0.5, resulting in the
extraction of the top 10 rules. Additionally, to explore more robust associations, the
authors re-ran the model with an increased confidence threshold of 0.8, resulting in ten
rules which can be observed in Table 6.

Table 6. Rules generated with min_support is set to 0.5 and the min_confidence is set to 0.8

Antecedents Consequents Support (%) Confidence (%) Lift

eh_group = low tcn_ group = high 0.687861 0.915385 1.077289

tcn_group = high eh_group = low 0.687861 0.809524 1.077289

si_group = high tcn_group = high 0.676301 0.966942 1.137966

gender = m tcn_group = high 0.635838 0.887097 1.043998

eh_group = low si_group = high 0.624277 0.830769 1.187794

si_group = high, eh_group = low 0.624277 0.892562 1.187794

tcn_group = high,
eh_group =
low…

si_group = high 0.601156 0.873950 1.249531

tcn_group = high,
si_group = low

eh_group = low 0.601156 0.888889 1.182906

eh_group = low,
si_group = high

tcn_group = high 0.601156 0.962963 1.133284

si_group = high tcn_group = high, eh_group 0.601156 0.859504 1.249531
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5.1 Tuning Again with Higher Support of 0.6 and Confident of 0.9

The model was further fine-tuned by increasing the support and confidence thresholds.
The unsupervised Apriori algorithm was utilized with a minimum support of 0.6 and a
minimumconfidence of 0.9. The resulting association ruleswere examined, including the
first rule presented in Table 7. This rule exhibited a support of 0.601156%, indicating it
occurrences in a relatively small percentage of transactions within the dataset. However,
the rule displayed a high confidence of 0.962963%, implying that the consequent is
almost always presentwhen the antecedent is present. The lift value of 1.133284 suggests
a slight positive correlation between the antecedent (eh_group = low, si_group = high)
and the consequent (tcn_group = high). This implies that when the expertise group
is low, the presence of the si_group slightly increases the likelihood of the tcn_group
occurring in a transaction. Understanding the practical implications of association rules
is vital for the development andmanagement of blockchain projects. Identifying patterns
related to personal features can help recruit developers with specific beliefs and skills to
improve decision-making and project success. The rationale for the choice of minimum
support threshold (e.g., 0.5 or 0.6) affects the relevance and selectivity of association
rules based on their frequency of occurrence.

Table 7. min_support = 0.6, and min_confidence = 0.9, rule generated

Antecedents Consequents Support (%) Confidence (%) Lift

eh_group = low,
si_group = high

tcn_group = high 0.601156 0.962963 1.133283

si_group = high,
eh_group = low

tcn_ group = high 0.676301 0.966942 1.137966

eh_group = low tcn_ group = high 0.687861 0.915385 1.077289

6 Relationship Between Confidence and Lift

The study explores the relationship between confidence and lift in association rules,
emphasizing their significance in decision-making for blockchain projects. Lift and lift
for unsupervised rules calculate association based on observed joint probabilitieswithout
assumptions. The study visually presents confidence, support, and lift measures, reveal-
ing strong associations among itemset variables. This insight is valuable for prioritizing
variables in blockchain project management, aiding in the identification of key fac-
tors to enhance decision-making and success. Lower thresholds (0.5) create more rules
with diverse confidence and lift, showing no significant additional association. Higher
thresholds (0.6, 0.9) contrastingly. Using more stringent criteria (minimum support and
confidence) selects fewer but stronger association rules, emphasizing no significant addi-
tional association beyond chance (lift = 1). Graphs with lower thresholds (0.5) generate
a larger set of rules with moderate confidence, while higher thresholds (0.6 and 0.9) pro-
duce a smaller, more reliable set with higher confidence levels and stronger dependencies
(Fig. 1). Both approaches focus on lift equal to 1.
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Fig. 1. The relationship between confidence at 0.9 and lift for Unsupervised rules

7 Conclusion

This paper introduces association rule mining (ARM) and its application in developer
turnover, with a focus on OSS projects like blockchain. It covers ARM’s key concepts
and the Apriori algorithm for generating rules. Past ARM applications are mentioned,
along with a counseling example. However, the paper stresses the need for caution in
interpreting ARM’s discovered rules, as they serve as exploratory findings requiring
validation by domain experts. Its primary objective is to demonstrate ARM’s value as a
potent data analysis tool for researchers in various fields.
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Abstract. Machine learning, particularly Support Vector Machines (SVM), has
gained popularity in geospatial data processing and image classification. Geospa-
tial data from various sources may contain errors, impacting image classifica-
tion accuracy. Traditional pixel-based and object-based methods struggle to clas-
sify complex land cover classes accurately. Previous studies explored machine
learning algorithms like Random Forests, K-Nearest Neighbors, and Neural Net-
works. Still, they faced challenges capturing intricate relationships within images
and required substantial labeled training data, leading to computational expenses.
SVMwith polynomial kernels was attempted in some studies, but it suffered from
potential overfitting and inefficiency for large datasets. To overcome these issues,
this study employed SVM with RBF and Linear kernels to classify multispec-
tral satellite images from the SPOT-6 Satellite Imagery dataset in Sungai Kelang,
Malaysia. Previous research evaluated each kernel’s performance accuracy com-
pared using a test dataset, utilizing open-source tools like Jupyter Notebooks and
Python libraries to explore SVM’s potential as a high-performance satellite image
classification technique. The findings revealed that SVM with RBF kernel out-
performed SVM with polynomial or linear kernels in classifying satellite images.
The RBF kernel’s robustness allowed SVM tomodel intricate decision boundaries
and capture complex patterns in the image data, making it suitable for tasks with
non-linearly separable data. The study introduces a new methodology and theo-
retical contribution to image classification-related literature, shedding light on the
efficacy of SVM-RBF for geospatial data processing. It provides an alternative
to traditional approaches for complex image classification tasks. Moreover, the
research assists in selecting the optimal algorithm for remote sensing and satellite
imagery applications.
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1 Introduction

Geospatial technologies is a field of study in which multispectral refers to using multi-
ple electromagnetic radiation wavelengths or spectral bands for analysis and mapping
[1]. Satellite image classification is a technique that involves grouping pixels with sim-
ilar radiance or digital number values across various image bands or data channels [2].
In addition, applying different statistical learning techniques has become instrumental
in extracting valuable information from remote sensing data [3]. Multispectral data in
geospatial typically involves the integration of remote sensing imagery with spatial data
layers, allowing for a more comprehensive understanding of geographic phenomena [4].
Multispectral remote sensing images are crucial in various fields, including environmen-
tal monitoring, agriculture, forestry, urban planning, disaster assessment, and resource
exploration [5]. They enable researchers, scientists, and decision-makers to gain insights
into the Earth’s features, changes over time, and environmental conditions by leveraging
different materials’ distinct spectral signatures and interactions of other materials with
electromagnetic radiation. Prior studies used traditional methods of handling multispec-
tral remote sensing images, such as pixel-based methods [6] and object-based methods
[7].

However, the conventional method faces challenges in complex applications due to
distributional assumptions and the nature of the input data image [8]. Older approaches
also have limitations in accurately classifying and interpreting multispectral data due
to difficulties extracting complex characteristics [9]. Recent studies have shown that
intelligent computing systems, such as machine learning (ML) tools like the Random
Forests, K-Nearest Neighbors, and Neural Networks, offer interesting classification task
results but face challenges capturing intricate relationships within images and requiring
substantial training data, leading to higher computational cost [10, 11]. Support vector
machine (SVM) with polynomial kernels can effectively replace conventional statistical
methods in handling multispectral remote sensing image classification problems [2].
Although this method requires more processing resources, it has been found to have
potential overfitting and inefficiency for large datasets.

This study aims to improve the existing methods in handling multispectral remote
sensing image classification problems; perhaps a new approach is needed, one that
requires less computing power and provides more accurate results. This study utilizes
Python libraries and data science tools such as Jupyter Notebook to perform SVM
classificationwith a radial basis function kernel approach, addressing a gap in the existing
literature. Figures 1 and 2 depict satellite images of the study area, while Figs. 3 and
4 illustrate the ground truth data for training samples and compare them with the data.
Generating supervised training sample datasets necessitates carefully collecting ground
truth data through surveys using georeferenced satellite image data.
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1.1 Support Vector Machine (SVM)

Support Vector Machine (SVM) is a learning theory developed to address the challenge
of pattern recognition and construct classification and regression methods across various
technological disciplines, including remote sensing [2]. The concept of decision surfaces
forms the foundation of SVM [12]. In addition, multi-class classification using SVM has
also been studied [13]. SVM divides classes using a decision surface that maximizes the
margin between them, often called the “optimal hyperplane.” To create training sample
sets, support vectors of the data points close to this hyperplane are essential [14].

2 Related Studies

Multispectral remote sensing images have emerged as a vital tool across diverse fields,
including agriculture [15], forestry [10], environmental monitoring [16], urban planning
[17], and disaster management [18]. These images’ extensive research and utilization
have paved the way for significant advancements. For instance, a study by [18] in the
Caraga Region of Mindanao, Philippines, focused on mapping Falcata plantations using
MLclassifiers and Sentinel-2 satellite imagery. TheMLclassifier achieved an impressive
overall accuracy of 90.90% with a 10-m resolution image, while Linear SVM classifiers
attained 92.05% accuracy with a 20-m resolution image. Based on these findings, the
study recommended using ML for Falcata mapping at a 10-m resolution and Linear
or RBF SVM at a 20-m resolution. The researchers also emphasized the potential of
parameter optimization to enhance classification accuracy further.

Another noteworthy exploration in multispectral remote sensing is the study con-
ducted by [16], which utilized ML algorithms to map inselbergs in Brazil. Inselbergs
are rocky outcrops with high biodiversity that require conservation. The researchers
employed image classification techniques and geospatial modeling to address these
areas’ anthropogenic and climate change threats. Themodels achieved remarkable accu-
racy and kappa values, with algorithms such as Gradient Boosting Machine, Support
Vector Machines with Radial Basis Function Kernel, C5.0, and Random Forest outper-
forming others. This methodology holds promise for selecting and managing Inselberg
landscapes worldwide.

In a different context, [2] focused on classifying multispectral satellite images using
SVM and compared its accuracy against conventional methods. The study utilized data
from LISS-3 and AWIFS sensors on the Resourcesat-1 satellite. Open-source tools were
leveraged to explore the potential of SVM for high-performance satellite image clas-
sification. The findings demonstrated the efficacy of SVM in achieving accurate clas-
sification results. While these studies have significantly contributed to multispectral
remote sensing, it is crucial to acknowledge that they often demand substantial comput-
ing power and processing resources to achieve higher accuracy. Consequently, future
research should explore alternative approaches that mitigate the computational require-
ments while delivering more precise results. This avenue of inquiry involves investigat-
ing techniques to optimize computational efficiency, developing novel algorithms that
demand fewer resources, and capitalizing on advancements in hardware and software
technologies.
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Thus, the extensive research and utilization of multispectral remote-sensing images
have revolutionized various domains. The examples cited above demonstrate the poten-
tial of ML classifiers, SVM, and other algorithms in achieving accurate results for tasks
such as mapping Falcata plantations, identifying critical areas for conservation, and clas-
sifying multispectral satellite images. However, achieving enhanced accuracy is imper-
ative to address the need for higher computing power and processing resources. Future
research should strive to develop alternative approaches that balance computational
requirements and improved precision, ensuring the wider accessibility and practical
implementation of multispectral remote sensing technologies. By doing so, researchers
can unlock the full potential of these images and pave the way for groundbreaking
advancements in various applications.

3 Methodology

The SVM classification technique was employed in the study’s analysis to classify satel-
lite images and determine accuracy. The maximum likelihood estimator selects statisti-
cal model parameters to generate a distribution that closely matches the observed data.
However, this approach encounters challenges when dealing with complex scenarios
involving distributional assumptions and the nature of the input data. Recent research
has shown that intelligent computing systems, such as SVM, can effectively address
multispectral remote sensing image classification issues and be a viable alternative to
conventional statistical techniques. SVM uses the “one against one approach” for multi-
class classification, wherein n (n−1)/2 classifier models are built, with n representing
the number of classes [12].

Although the method requires more processing time, it has been shown to achieve
higher accuracy. Open-source Python libraries such as matplotlib, NumPy, image, and
sci-kit-learn were utilized in this study for image classification and for creating training
sample data [11, 19–21]. In addition, Jupyter Notebook and other data science tools
were employed for SVM classification. Figure 1 and 2 display the study area’s satellite
image and the training samples’ ground truth data. Generating supervised training sam-
ple datasets involves meticulously collecting ground truth data through surveys using
georeferenced satellite image data.
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Fig. 1. Training Sample 1

Fig. 2. Training Sample 2

Overall, the methods used SVM-RBF to optimize the model’s performance, improve
generalization, and accurately classify images into their respective categories. The data
was collected from Sungai, Kelang is known as the Kelang River; it is a significant river
inMalaysia that flows through the state of Selangor, which include the capital city, Kuala
Lumpur, and eventually discharges into the Malacca Strait. The kelang river is one of
the major rivers in the Klang Valley region and plays a crucial role in water supply,
transportation, and recreational activities for the local communities. To achieve the aim
and objectives of the research, the researchers resorted to choosing the appropriate
software for accessing and processing the SPOT-6 satellite imagery. This study used
popular remote sensing software like ENVI and Erdas Imagine and open-source tools
like GDAL and RSGISLib for data collection.
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Fig. 3. Normalization of Images Output

Fig. 4. Sample Sites within the Study Area Used for Training Purpose

3.1 Classification Workflow

Before conducting the actual image classification using two different approaches, ana-
lyzing multispectral remote sensing data involves several steps. These include georefer-
encing, image registration to a reference image, and sub-setting selected image regions
from the scene [22]. In a workflow configuration (see Fig. 5), these geographic pro-
cedures were performed sequentially, one after the other. The input dataset and image
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data format in this workflow are JPG files. In addition, georeferencing satellite images
requires assigning geographic coordinates (latitude and longitude) to each image pixel.

This georeferenced data is crucial for subsequent geospatial operations. Georefer-
encing can enhance the model’s accuracy by improving the certainty of the geographic
location for each image pixel when the input image is registered to a reference image.
Select a region of interest by performing image subsetting to classify the images. Next,
the SVM classifier is trained using the provided training sample set. Themodel is trained
after importing the vector data as an image shape. The SVMwas then configured to per-
form supervised classification, assess overall accuracy by validating the classified image,
and display more accurate classification results.

Fig. 5. Workflow

4 Result and Discussion

4.1 Classification Results

The classification accuracy analysis considered five classes, including built-up areas,
vegetation, forests, and bodies of water. The selection of training samples for crop
classification was determined through ground surveys (Fig. 4). Creating the training
sample dataset can be done using a straightforwardmethod since the class of each sample
pixel is already known. An experienced remote sensing analyst, who can distinguish
between water bodies and land objects based on color combinations, can choose the
training samples for other classes based on the spectral properties of the multispectral
dataset. Figure 6, designed for this exercise, illustrates the number of training pixels
chosen for each class. Additionally, SVM was utilized to classify the images in Fig. 3
and Fig. 4.
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Fig. 6. Statistics of the Pixels in the Training Set

Support Vector Machines (SVM) can transform data using various kernel functions,
enabling the creation of non-linear decision boundaries. Figure 7 illustrates the over-
all accuracy of the classified images using the maximum likelihood method and two
different SVM kernel functions. This investigation utilized two common SVM kernel
types: the linear kernel and the radial basis function (RBF). The overall accuracy refers
to the proportion of correctly identified observations to all observations made during the
formation of the training sample set. The effect of the accuracy must be evaluated to
hyperparameters on the model’s precision. Grid or randomized search over a predefined
range to understand the relationship between the accuracy of a machine learning model
and the values assigned to its hyperparameters, hyperparameter values have successfully
found the optimal combination of hyperparameter values that maximizes the model’s
accuracy on the validation or test set.
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Fig. 7. Accuracy versus Hyperparameter

As this is the standard general practice, the training sample data set used for learning
was once more used to compute the accuracy. Additionally, this experiment was used to
compare SVM performance across several kernel types and to establish the process for
SVM classification of satellite photos. The same classifier SVMwas applied to the same
training sample data set to estimate accuracy using a different kernel to define decision
boundaries. This study allows us to investigate various data representations and enhance
the model’s performance by comparing the model performance.

To learn how the model performs across several classes and to make conclusions
about its advantages and disadvantages for a given class. In Fig. 8, an analysis of the
bar chart shows that precision, recall, and F1-score predictions show higher precision,
recall, and F1-scores for all classes. Still, trade-offs may exist depending on the problem
and the importance of different evaluation metrics.

To gain insights into the model’s confidence in its predictions and the trade-off
between precision and recall. This paper examines the precision-recall graph and ana-
lyzes the probabilities for each class. These insights can help understand the model’s
behavior, optimize classification thresholds, and help agriculture, land administrators
and disaster management, and policymakers to make an informed decision based on the
desired precision-recall trade-off. Figure 9 below shows the probability of each class,
accuracy, and confidence of the model. Classes 4 and 5 have the highest chance, with
93% each. Class 3 has 82%, class 1 has achieved 81%, and finally, cropland class 2 has
a probability of 57%.
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Fig. 8. Generating the Classification Report

Fig. 9. Calculated Probabilities of each Class

5 Conclusion

The results demonstrate that the SVM algorithm with Radial Basis Function (RBF)
outperforms theSVMwithPolynomialKernel orLinearKernel approaches in classifying
satellite images using the linear kernel and Radial Basis Function (RBF). The overall
average accuracy for SVM Radial Basis Function (RBF) and the previous polynomial
model is greater than 80%. Several classification experiments were conducted to validate
the assertion that the accuracy of the SVM model can be enhanced for the region with
less than 89% accuracy. Further improvements can be achieved by employing alternative
kernel types, such as the sigmoid function, and refining parameters like the degree of
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bias in the kernel function. These parameters can be evaluated in terms of performance
with different kernel types, potentially leading to improved accuracy in future studies
focused on the segmentation of multispectral satellite images.
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Abstract. In software development, test cases are stored for later use, such as
retesting or regression testing. Optimization is one of the approaches used in
regression testing, particularly test case prioritization (TCP). TCP aims to rapidly
uncover defects during software development. Existing TCP methods lack reli-
ability and suffer from efficiency and effectiveness due to insufficient evalua-
tion, reproducibility, and benchmarking. Currently, no existing TCP framework
is integrated with the hybrid PSO-ABC optimization method. This paper aims
to introduce a TCP framework that includes five factors, namely fault detection
and severity, test case dependency, clustered test cases, and test input, which are
used to prioritize test cases. The process starts by determining three factors from
the literature (i.e., fault detection and severity, as well as clustered test cases) and
contributing the other two (i.e., test case dependency and test input) to seek better
optimization. Historical data from previous runs regarding these TCP factors were
extracted and stored for analysis. The proposed TCP framework was verified by
ten experts, and it was learned that this framework received positive feedback.
TCP is closely related to the longevity of software since it can ensure that systems
remain reliable, dependable, and maintainable over time. By identifying and pri-
oritizing essential test cases, developers can focus their testing efforts on the areas
of the system that are most likely to be affected by changes.

Keywords: Test Case Prioritization · Swarm Intelligence ·Multi-objective
optimization

1 Introduction

Computer software continuously undergoes multiple modifications to cope with the
changing needs of stakeholders. Such modifications may lead to a potential risk of
errors. Because humans are fallible, there is a need to correct mistakes, especially in
the software systems domain. Testing software is needed first to ensure its quality and
acceptability and, secondly, to discover software problems [1]. Hence, testing and retest-
ing functionalities and non-functionalities of the system after source code modification
is conducted to ensure that the modifications do not adversely affect the system by
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bringing up bugs when executing the source code. This software testing technique is
called regression testing [2, 3]. Regression testing is an unavoidable and significantly
integral activity in software development performed once an alteration occurs in the
software under development [4]. Since it consumes time and budget, software system
development without regression testing is hazardous [1, 5]. Such an important step is
time-consuming compared to other steps in the whole process of development. Regres-
sion testing can be carried out in various ways, in which test case prioritization is one
of the most effective ways [4].

Test case prioritization (TCP) is the process of optimizing test cases by effectively
rearranging them to attain a performance goal, such as early fault detection [6]. The aim
of regression testing, i.e., TCP as well, is to increase the fault detection rate. Hence,
researchers proposed code-based, fault-based, requirement-based, multi-objective, and
other methods to enhance testing performance, as depicted in Table 1.

Table 1. Existing TCP Methods

TCP method Aim Studies

Code-based To expose faults by attaining code coverage based on code
aspects such as statements, branches, methods, loops, etc.

[6–8]

Fault-based To detect errors by achieving coverage of fault-prone areas
using fault history or probability

[9, 10]

Requirement-based To reveal defects by reaching the requirements coverage [11–13]

Multi-objective To uncover software bugs by incorporating coverage of
multiple factors

[14, 15]

Other methods To find faults by gaining coverage of other aspects related to
software criteria

[16–18]

Table 1 summarizes the current TCPmethods in the literature, their aims, and related
studies. The code-based TCP methods are broadly popular, in which their focus is con-
centrated on achieving maximum code coverage for revealing defects. Fault-based TCP
methods mainly focus on fault-proneness, where fault history, impacts, and probability
are utilized. Requirement-based TCP techniques attain coverage of stakeholder require-
ments to build confidence in software functionality. On the contrary, employing multiple
factors in optimizing test cases is gaining popularity due to their performance. Finally,
several TCP methods apply different aspects of the information related to software
development for test optimization.

With the increasing use of multi-objective optimization to solve NP-hard problems,
TCP has been treated as a multi-factor problem in the research community [19, 20].
On the contrary, using a single factor for optimizing test cases restricts the ability of
the optimized test cases to locate faults and minimizes the flexibility of the technique
against the increased complexity of regression testing and other practical considerations
[2, 22]. So, multi-objective optimization methods in TCP received wide acceptance and
popularity in the research society because they surpassed single optimization methods
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in several aspects, such as their capability to cope with the increasing complexity of test
case optimization and tackle two ormore objectives for optimization [22–25]. Also, their
capability to accelerate fault detection ability,maximize coverage criteria,minimize cost,
provide better performance in industrial case studies, and provide better distributions
of the weighted average percent of faults detected (APFD) metric values makes them
widely acceptable [22, 26, 27]. This paper aims to contribute four aspects to the body
of knowledge, as follows:

• A new method for optimizing test cases through multiple factors mainly focuses on
testware without considering the source code in optimizing test cases.

• New optimizing factors were introduced to the literature in the prioritization activity.
• A new implementation of the hybrid swarm algorithm in TCP coped with tackling

the optimization process.
• A new weighted objective (fitness) function was formulated to handle these factors

for the optimization process.

This paper proposes a new TCP framework in which five factors, namely fault detec-
tion and severity, test case dependency, clustered test cases, and test input, are considered
for optimizing test cases. The framework uses a hybrid swarm algorithm to tackle the
multi-objective optimization process. This proposed framework aims to enhance the effi-
ciency and effectiveness of the testing process by involving different factors and focusing
on the testware artifacts and their historical data. The rest of this paper is organized as
follows: Sect. 2 discusses the related works of literature. Section 3 elaborates on the
proposed work, and Sect. 5 concludes this paper and highlights directions for future
research.

2 Related Work

Increasing demand for optimization-based solutions to real-world problems prompted
the application of computational intelligence to these issues. In the meantime, artificial
intelligence (AI) techniques and algorithms have become extremely popular with their
application in several software engineering and testing fields. AI techniques have been
frequently implemented in regression testing for optimizing test cases, particularly in
the TCP [28]. The literature survey revealed several studies that involve the application
of nature-inspired algorithms in the TCP domain.

A close look at the research community shows several works published in the TCP
field since its first appearance in the literature in 1997. For example, Kim and Porter
[29], Aggrawal et al. [30], Srikanth et al. [31], and Korel et al. [32] proposed works
on TCP. However, these are traditional works with several issues compared to other
search-based techniques, i.e., AI [33, 34]. Mirarab and Tahvildari [35] introduced the
first TCP framework based on Bayesian Networks (BN), which rely on probability
theory. However, BN is challenging to build and use, as well as time-consuming during
execution [22, 36].

Swarm intelligence algorithms are recently gaining increasing usage among
researchers for solving challenging optimization problems due to their powerful per-
formance and flexibility [37, 38]. Concerning TCP, swarm intelligence algorithms were
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widely used due to their effectiveness in solving NP-hard problems, ease of implemen-
tation, and shorter computation time, among other AI techniques [37–39]. There are
several swarm intelligence studies based on TCP, such as Lu and Zhong [40], Man-
aswini and Rama Mohan Reddy [41], Su et al. [42], Pathik et al. [43], and Singhal
et al. [44]. Hence, researchers argued that hybrid swarm algorithms outperform single
swarm algorithms in optimizing test cases [39, 45]. It was also reported that multi-factor
(multi-objective) TCP outperforms single-factor TCP for several reasons, such as their
capability to cope with the increasing complexity of test case optimization and to tackle
two or more objectives for optimization [22–25, 46].

Likewise, TCP, as a maintenance activity, can favorably affect the production of
sustainable software towards reliable functionality in the long term. Currently, the term
“sustainability” is frequently used in requests for research proposals and conference
sessions, as well as in ICOCI proceedings. In the software engineering domain, sustain-
ability comprises five pillars: environmental, social, economic, technical, and individual
(i.e., human), inwhich sustainability is treated as a quality objective [47, 48]. As stated by
[48], testing activities can directly affect technical and economic sustainability, as well
as the three other dimensions indirectly. Thus, TCP contributes to producing sustainable
software by reducing the overall cost, time, and effort required, as well as producing
reliable software functionalities that last longer for long-term use.

In summary, existing TCP techniques lack reliability and suffer from efficiency and
effectiveness issues for several reasons, such as evaluation issues, results reproducibility
issues, comparison issues, more hybridization among swarm algorithms that needed to
be involved, and more practical factors that needed to be incorporated in optimizing test
cases [4, 36, 49, 50]. This leads to introducing more TCP methods and trying more new
TCP factors to enhance testing efficiency and effectiveness. Therefore, the following
section describes the proposed TCP framework of the study and details the process
involved for each component in the framework.

3 Proposed Work

The TCP strategy is one of the means to improve the efficiency and effectiveness of
software testing, particularly regression testing. This section explains the development
of the proposed TCP framework in detail, where the framework focuses mainly on the
available testware for exposing faults, as the absence of source code cannot affect the
process of optimization. Basically, this TCP framework consists of three main compo-
nents: inputs, processes, and outputs. The inputs to the system are unit test cases (test
suites) and historical data (i.e., data related to previous test runs, such as a fault matrix).
The process consists of two stages. First, extract data related to the five TCP factors
(indicators) and store those indicators in a file. The indicators that are extracted are
emphasized as numbers. For the fault detection factor, the indicator is the number of
faults detected by a test case and the fault severity indicated by the fault impact level.
Test case dependency is indicated by the number of test cases that a specific test case
depends on or must run before. Although test cases were classified dissimilarly, no two
similar test cases are in the same group. The risk is high when the user keys in data to
the system, so responsible test cases for that part are given higher priority than others.
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All these indicators are stored in a spreadsheet file. Next, the spreadsheet file is passed
to the optimization part for the preparation of the suitable artifact. Lastly, the intended
outputs of the framework are the optimized test cases. Further details are in the following
subsections. The proposed TCP framework is presented in Fig. 1.

Fig. 1. The proposed TCP framework

The development of the proposed TCP framework consists of four distinct steps.
These steps include selecting TCP factors, designing a weighted fitness function that
represents the five TCP factors in the optimization process, the identification of a hybrid
swarm algorithm for managing the optimization process, and the evaluation of the devel-
oped framework. The following subsections provide a comprehensive breakdownof each
of these steps.

3.1 Determination of Test Case Prioritization Factors

Regarding TCP factors, the most deployed factors are fault detection, code coverage
(statement, branch, loop, decision, function, and comments), fault coverage, and require-
ments [7, 49, 51, 52]. Nevertheless, this study utilized five TCP factors, in which three
were selected from the literature, while the remaining two were new. Determining fault
detection and severity as parts of this framework are based on two aspects; the first one
is related to the theory of fault-based testing, and the second is the judgment of Hao et al.
[53], as the main aim of regression testing is fault detection and most efforts surround
this aim. Clustering test cases in a certain way also adds benefits to the optimization,
where classifying test cases based on dissimilarity outperforms similarity techniques
and gains popularity due to its effectiveness and performance [54–56]. Furtherly, the
test case dependency is recommended to be utilized in optimizing test cases by Harman
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[24] and Onoma [57] due to practice needs. Finally, user inputs are risky due to the
nature of human beings as fallible beings. As guided by fault-based testing theory and
the aim of regression testing, risk needs to be managed and reduced by covering the risk
area using test cases with the aim of exposing faults [1, 58, 59]. Hence, these factors are
described in Table 2 below.

Table 2. TCP Factors

Factor Description Performance Source

Fault detection The ability of test
cases to detect faults as
early as possible

Measures test
effectiveness

Used in [9, 10]

Fault severity The detected defect
impact level on the
software

Identifies the possible
damage to software
caused by an error

Used in [60–62]

Test case dependency The degree of
dependency among test
cases

Determines which test
cases should be or are
preferred to run before
others

As reported in [24],
the Contribution

Clustered test cases Grouping test cases on
a pattern basis, such as
similarity or
dissimilarity

Decides which pattern
group of test cases run
first

Used in [54, 63–65]

Test Input The risk of user input
to the software

Gives a privileged for
risky tests based on
user input to be run
first

Contribution

Table 2 elaborates on the selected TCP factors with a brief description, performance,
and studies related to these factors. The development of the framework is based on the
theory of fault-based testing by Morell [66, 67]. This theory assumes that there is a
relationship between a program, its specifications, and test sets. Due to this theory, the
focus of the design of the TCP framework is concentrated on testware and test sets with
the goal of exposing faults. In terms of the fault detection factor, Hao et al. [53] reported
that TCPhas one primary objective (i.e., fault detection) and several secondary objectives
(e.g., structural coverage or risk coverage), in which fault detection is a measure of
regression testing effectiveness, and enhancing early fault detection is the aim of this
study. In this paper, fault detection is identified as the test case’s ability to detect faults,
i.e., the number of faults detected by the test case. Fault severity has been used in TCP
since 2001 by Elbaum et al. [60], in which the impact of faults on software is not equal,
and the more severe faults are the first to be detected and fixed. Fault severity cannot
be treated as an independent factor for optimization, so it is usually incorporated with
other factors such as fault detection, fault coverage, and the cost of test cases [60–62].
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For clustering techniques, they have been used in optimizing test cases. Studies [54,
63–65] considered this technique in TCP. Clustering test cases based on the similarity of
faults detected [63], clustering test cases based on their similarity [64], and dissimilarity
clustering of test cases using historical data analysis [54]. To the best of our knowledge,
test case dependency and test input factors have not been used in the regression testing
domain before. Harman [24] reported that this soft constraint can be treated as a factor for
optimizing test cases (i.e., some test cases must be executed before others to establish
a system state or provide better performance in some way). Onoma [57] stated that
ignoring test case dependency during the testing process could introduce additional
problems. Accordingly, this study exploits test case dependency as one of the TCP
factors for seeking a better prioritization process.

Testing the input of the software systems can be potentially faulty and delay any
system process when users have keyed in (i.e., inserting data manually into the system)
rather thangeneratedby systems.Besides, such features in any systemaremore important
to stakeholders and should be precisely tested due to their documented requisition and
risky nature related to human fallibility. In other words, test cases with user input are
given higher priority than those with input generated by the system.

3.2 Designing Weighted Fitness Function

In this TCP framework, each test case under optimization will have five values matched
to the factors represented in the fitness function; below is a brief description of each
factor.

Fault Detection (Maximizing). It represents the ability of a test case to detect a fault,
ranging from 0 to 100%. In other words, it means the test case that captures a higher
number of faults has higher priority than others, i.e., the range can be from 0 (no fault
detected) up to the possible number of faults that the test case can capture [68].

Fault Severity (Maximizing). It indicates the impact level/scale of the detected fault
(i.e., possible damage caused by this fault) on the software. According to several
researchers [69–71], faults can be categorized into five levels based on their impact
(severity), as shown in Table 3 below.

Table 3. Fault Severity Categorization

Severity Level Description

Critical 5 Crashes, data loss, severe memory leak

Major 4 Major loss of functionality

Normal 3 Some loss of functionality, regular issues

Minor 2 Minor loss of functionality

Trivial 1 Cosmetic issue
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Test Case Dependency (Minimizing Dependency). It denotes the dependability of
test cases, whether a test case depends on other test cases or is independent. Hence,
there are test cases that should be run before other test cases in which subsequent test
cases become possible. For instance, some test cases cannot be appropriately run before
others because such test cases establish a system state. Values of dependency ranged
from 0 for independent test cases up to several dependent test cases (test cases that must
execute before). In other words, a test case with no or less dependency is given higher
priority than others.

Clustered Test Cases (Minimizing Similarity). It implies the test cases will be clas-
sified into several groups based on dissimilarity, so there will not be any two similar test
cases in a cluster. Each test case is given a number for its cluster (group number). Any
test case located in the first group is given a higher priority than later groups. The start
value of the clustered test cases is (1), and no (0) value is accepted.

Test Input (Maximize). It presents the input type, i.e., to the system under test (SUT),
based on whether input data is keyed in by users or generated by the system. Test input
was considered to improve robustness and minimize the SUT’s input risk. The value is
represented as a Boolean (0 or 1). If the input to the system were keyed in by the user,
the value would be (1), which means the input risk is high. Otherwise, it takes the value
0, which indicates a low-risk test case.

In this study, the proposed TCP framework consists of five optimization factors
reflected in the fitness function for multi-objective optimization. These factors vary for
maximization and minimization and need to be weighted. This study will adapt the
analytic hierarchy process (AHP) method for defining the weights of each factor in
the TCP framework for further steps. AHP is a popular multi-criteria decision-making
(MCDM) method introduced in 1980 by Saaty [72]. To assign importance level to the
TCP factors, seven experts were involved in scaling the TCP factors, while factors
were ranked based on importance degree (i.e., extreme, strong, moderate, low, or least
importance).

Table 4. Experts’ feedback on scaling the importance of TCP factors

Participant Fault Detection Fault Severity Test Case
Clustering

Test Case
Dependency

Test Input

1 Strong
Importance

Extreme
Importance

Low
Importance

Least
Importance

Moderate
Importance

2 Moderate
Importance

Least
Importance

Strong
Importance

Extreme
Importance

Low
Importance

3 Strong
Importance

Extreme
Importance

Moderate
Importance

Least
Importance

Low
Importance

4 Extreme
Importance

Strong
Importance

Least
Importance

Low
Importance

Moderate
Importance

(continued)
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Table 4. (continued)

Participant Fault Detection Fault Severity Test Case
Clustering

Test Case
Dependency

Test Input

5 Moderate
Importance

Extreme
Importance

Least
Importance

Low
Importance

Strong
Importance

6 Extreme
Importance

Strong
Importance

Moderate
Importance

Low
Importance

Least
Importance

7 Extreme
Importance

Strong
Importance

Moderate
Importance

Low
Importance

Least
Importance

The experts’ feedback reveals the importance of each factor in the TCP process from
the expert’s perspective, as presented in Table 4. To analyze the above ordinal data, steps
of descriptive analysis by Kumar [73] were utilized. Accordingly, the TCP factors were
ranked based on their importance as fault detection, fault severity, test case clustering,
test case dependency, and then test input. After obtaining the importance degree for each
TCP factor, AHP was conducted to acquire the weights for each TCP factor. Based on
the aforementioned, the fitness function in the first form is designed as follows:

f (x) = (min(TCD),max(FD),max(FS),min(CTC),max(TI)) (1)

where:

– TCD denotes test cases dependency,
– FD represents fault detection,
– FS indicates fault severity,
– CTC implies clustered test case (the cluster of a test case),
– TI presents test input.

By adding the weight for each TCP factor, the fitness function is represented
mathematically as:

f (x) = (TDC × w1)+ (FD× w2)+ (FS × w3)+ (CTC × w4)+ (TI × w5) (2)

where:

– wi conveys the weight of each factor.

Mathematically, the fitness function can be represented in a short form if we unify
the weights symbol and TCP factors:

Let

T = [TCD FD FS CTC TI], and w = [w1 w2 w3 w4 w5]

Then

f (x) =
∑5

i=1
T (i)w(i) (3)
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where T represents the five TCP factors, and w represents the weights for every factor.
Given the equation above, the test case with the highest score is given the highest priority
among others during the optimization process.

3.3 Hybrid Swarm Algorithm for Test Case Prioritization

After extracting the data for the five TCP factors regarding each test case and storing
them in a file, the test cases are now ready for optimization against the weighted fitness
function stated earlier. A hybrid swarm intelligence algorithm was selected to handle
the extracted data regarding the five TCP factors. This study utilizes the hybrid swarm
algorithm named the “PS–ABC” algorithm, which was proposed by Li et al. [74], to
optimize test cases based on the five factors mentioned earlier. This hybrid PS–ABC
algorithm is deployed due to the strengths of PSO and ABC in producing global and
optimized solutions. Furthermore, it has yet to be reported in any studies concerning the
integration of PSO and ABC algorithms in facilitating the TCP.

4 The Framework Evaluation

This proposed TCP framework is evaluated through two processes: verification and val-
idation. For the verification process, a total of ten software testing and quality assurance
experts participated in an expert review activity consisting of five, each from academia
and industry. The expert review was designed to evaluate this TCP framework based
on five evaluation criteria through a five-point Likert scale instrument. The evaluation
criteria are understandability, relevancy, consistency, organization, and completeness,
which have been used in previous studies such as [75] and [76]. Based on such criteria,
125 invitations were sent through e-mails and social media to potential experts world-
wide, where ten experts were chosen for this evaluation activity for feedback analysis
due to the completeness of the expert review form. Their feedback was analyzed through
descriptive statistics and was significantly positive, which will be discussed and detailed
later in future work. Based on the findings of the verification stage, the proposed TCP
framework is reliable and practical to be implemented in a real-world environment.
The validation process will be carried out after programming this TCP framework, and
generally accepted metrics, public benchmarking, and measurements in the regression
testing domain will be used.

Additionally, the TCP framework will be subjected to controlled experiments uti-
lizing open-source programs sourced from public repositories designated for research
purposes in the software testing field. The examination will involve the APFD metric
and a comparative analysis with existing TCP studies. It is anticipated that forthcoming
reports will detail the outcomes of these delicately conducted experiments.

5 Conclusion

Test cases in software development are reusable as a testing artifact that can be opti-
mized through diverse ways, such as prioritization, reduction, generation, augmentation,
as well as automation. Test case prioritization is the process of rescheduling test cases to
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attain a performance goal. It can effectively reduce time, cost, and effort in testing and
maintenance activities. This study introduces a new TCP framework in which the com-
ponents and development process are elaborated in detail. The framework takes inputs,
extracts indicators for five TCP factors, passes them to an optimization algorithm, and
then provides a prioritized test artifact, i.e., optimized test cases. One of the aims of this
framework is to provide sustainable software through a testing process that ensures the
longevity of software functions over an extended period. The proposed framework is cur-
rently under development. In the future, the implemented framework will be empirically
evaluated.
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Abstract. The increasing proliferation of intelligent mobile devices and the sub-
sequent surge in data traffic have placed a burden on the current Internet infrastruc-
ture. To address this challenge, Named Data Networking (NDN) has emerged as a
promising future Internet architecture. NDN aims to address the evolving patterns
of Internet traffic by providing inherent support for consumer mobility through in-
network caching. This approach enhances content availability while minimizing
delays.However, producermobility inNDNraises numerous challenges, including
Interest packet loss, Interest retransmission, high signalling costs, and unneces-
sary bandwidth consumption. This research explores and critically analyses the
most widely used approaches for managing producer mobility in NDN. This paper
introduces an innovative immobile anchor-based mobility mechanism designed to
address the challenges associated with producer mobility in NDN. The immo-
bile refers to the fixed nature of the anchor router, which is strategically placed
within the network topology to facilitate the management of producer mobility.
This immobile anchor router serves as a centralized control point for caching and
redirecting Interest packets during producer handoff processes, therebymitigating
packet loss and optimizing bandwidth usage. The focal point of this novel app-
roach is to reduce the repercussions of producermobility on network performance.
Its aim is to minimize factors like packet loss, signalling overhead, and bandwidth
usage, with the ultimate goal of enhancing the overall efficiency of NDN-based
networks.

Keywords: Handoff ·Mobility Management · Producer Mobility ·
Information-centric networking · Named data networking

1 Introduction

The widespread adoption of smart mobile devices and applications in our digital soci-
ety has greatly increased the use of the current Internet paradigm. This paradigm
places a strong emphasis on accessing data and services, leading to new demands for
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improved content distribution, seamless support for mobility, and security [1]. Con-
versely, advanced technologies like Internet of Everything (IoE), Internet of Things
(IoT), and Internet of Medical Things (IoMT) are currently some of the most popu-
lar trends in the digital society. A digital society is a term that refers to a commu-
nity or nation where the majority of citizens have access to and regularly use digital
technologies such as the Internet, computers, smartphones, and other digital devices to
communicate, access information, conduct business, and participate in social and civic
activities. All of these contemporary technologies have a big impact on the medical field
(e-health system), building smart homes, making smart cars (autonomous vehicles),
and many other IoT applications [2, 3]. Furthermore, existing Internet data connection
services are primarily reliant on these cutting-edge technologies. In addition, the com-
munication of these game-changing innovations is controlled by a particular application
on the smart mobile device of the end user. In effect, this has led to a sharp rise in
both Internet users and applications [4]. Yet, the current Internet paradigm is not fully
capable of adapting to these new technological eras. A new Internet infrastructure is
required in addition to the growth of intelligent mobile devices and applications. In the
realm of Information-Centric Networking (ICN), the Named Data Networking (NDN)
architecture has emerged as a promising effort to satisfy these needs [3].

2 Information-Centric Networking (ICN)

The idea of ICN was first proposed by Cheriton et al. in 1999 as a replacement for
the host-centric Internet Protocol/Transmission Control Protocol architecture that now
governs the Internet [5]. ICN’s core concept is to switch from a host-centric to a content-
centric paradigm of network communication, where content is identified by unique
names rather than IP addresses [6]. To retrieve content, the user sends a request packet
(Content Name: ILab.my/video) that specifies the particular content source (“ILab.my”)
and the type of information required “video” [1]. While ICN has several projects, the
NamedDataNetworking (NDN) architecture stands out due to its innovative and efficient
design [7].

3 Named Data Networking (NDN)

The NDN paradigm is ICN’s foremost initiative towards enhancing network perfor-
mance. Its primary objective is to transition from an IP-based system to a content-based
communication system, where content is identified by its unique name. Therefore, in the
NDN paradigm, content is the main focus of communication [8]. In the NDN paradigm,
device-to-device content exchange is facilitated using Interest and Data packets. The
Interest packet contains the specific content name in its field to access the content,
which is also used in the Data packet’s field. The consumer, who requests the con-
tent, uses the Interest packet, while the producer, who fulfills the consumer’s content
needs, uses the Data packet. The NDN data structure plays a vital role in controlling
the packet exchanges between the consumer and producer, including packet forwarding
and path optimization. This data structure comprises three components: Content Store
(CS), Pending Interest Table (PIT), and Forwarding Information Base (FIB) [9]. The CS
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component of the NDN data structure is responsible for caching incoming content on the
router. The PIT maintains the incoming interface associated with the requested content
name, while the FIB maintains the outgoing interfaces associated with the name prefix
of the content provider [1]. According to Fig 1, a content request (IRL.my/ahmad.jpg)
is generated to retrieve content (ahmad.jpg).

Fig. 1. Packets transmission in NDN structure.

When a request is made in the NDN paradigm, the CS is the first component to look
for a match with the requested content name. If a match is found, the content is promptly
sent back to the content requester. However, if the requested content is not found in the
router CS, the content request is directed to the PIT phase. The PIT initiate examines for
duplication of the same request and records any duplicates to avoid forwarding them.
If the request is not a duplicate, the PIT saves the request’s entry with the incoming
interface of request and passes it on toward the FIB phase. The FIB explores its list of
all name prefixes in order to find the most appropriate content source. If no prefix found,
the request is discarded, or a Negative Acknowledgement (NACK) is sent. Otherwise,
the request is routed to the matching content source (e.g., IRL.my). When a respective
content arrives, if the corresponding PIT record is found (known as a lookup hit), the
immediately content is delivered to the content requester, cached in the CS, and the
related PIT entry of the delivered content is declined [10]. If there is no matching PIT
entry found for the content, it is discarded as unsolicited content.

Consequently, NDN paradigm has an innovative architectural design that provides
network management, authenticity, and self-sufficiency. Its unique features include in-
router content caching, proficient content distribution, named content, smart named-
based routing, best path forwarding and improved bandwidth utilization. Additionally,
it grants protection for every piece of content, guarantees content privacy, and supports
mobility,which refers to the physicalmovement of deviceswithin and between networks.
In NDN, there are two types of mobility: consumer mobility and producer mobility [11].
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4 Consumer Mobility Assistance

The consumer is referred to as a content requester or content user in NDN. It sends
an Interest packet with the name of the required content to request content. Consumer
mobility refers to the movements of consumers to different access points or Content
Routers (CR). In Fig 2, the consumer transmits Interest from the connected router CR3,
and the Interest moves from junctional router CR2 to CR1 until it reaches the producer.

Fig. 2. Assistance of consumer mobility in NDN.

The producer sends the requested content in the form of data packets to the consumer
via the Interest reverse path. The consumer disconnects from CR3 and connects to
CR4 during the packet exchange, which is known as handoff. The consumer handoff
process disrupts ongoing communication. Surprisingly, due to the in-router caching
ability the remaining contents already caches at the junctional router CR2. When a
consumer relocates to a new location CR4, it sends the Interest for remaining content to
the junctional router CR2 and retrieves it. As a result of the in-router caching feature,
the NDN inherently supports consumer mobility and improves the content availability
[12].

5 Producer Mobility Assistance

InNDNparadigm, a producer implies to a content source that supplies content in response
to consumer data demand. Every producer has its a unique name prefix to distinguishes
it from others, and the FIB in the NDN data structure maintains the list of these different
name prefixes. The FIB also determines the best path to access content with the least
amount of effort. Typically, a consumer generates an Interest packet as of CR1 to the
producer’s location at CR3 to retrieve content. However, if the producer physically relo-
cates fromCR3 to CR4 router, the consumer’s new incoming Interest packets continue to
follow the producer’s CR3 old location router. This can result in lost Interest packets at
CR3 router due to producer inaccessibility and inadequate stored contents, as presented
in Fig 3.
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Fig. 3. Assistance of Producer mobility in NDN.

In NDN paradigm, when a producer relocates, the consumer constantly forwards the
Interest packet in an attempt to locate the required content.However, this approach results
in excessive loss of Interest packets, higher Interest retransmission rate, unnecessary
bandwidth utilization, and extensive handoff latency. As a result, producer is not capable
of fully supporting the mobility in NDN environment [5, 17]. Additionally, the current
router-level protocol, Listen First Broadcast Later (LFBL), is not entirely capable of
addressing the issues of losing Interest packets and constant Interest retransmission
[13].

6 Classification of Producer Diverse Mobility Approaches

Various solutions have been proposed by researchers to address the issues related to
producer mobility in the NDN paradigm. These solutions have been categorized into
specific approaches based on their characteristics and advantages.

6.1 Indirection-Based Mobility Approach (IMA)

To enable support for producer mobility in the NDN paradigm, the Indirection-based
Mobility Approach (IMA) introduces a Home Agent (HA) router in the network. The
HA is responsible for maintaining information regarding the content prefix and its loca-
tion. The content prefix identifies the producer, while the location indicates its physical
position. During the handoff process, the HA redirects packets towards the producer’s
new location [14]. As illustrated in Fig 4, When a producer moves from CR3 to CR4, it
sends binding information to update its new location and name prefix to the HA router,
which acknowledges the information. Consequently, when an incoming Interest packet
reaches CR3, it is redirected to the HA, which in turn forwards it to the producer at CR4
using a triangular routing path.

Triangular communication uses encapsulation and decapsulation in order to
exchange Interest and data packet. However, during the handoff process Interest pack-
ets experiences loss and excessive Interest transmissions. Further, it uses the triangular
routing after the handoff process which may result in high signalling and extra overhead
for each packet.
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Fig. 4. Indirection-based mobility approach in NDN.

6.2 Mapping-Based Mobility Approach (MMA)

To support producer mobility in the NDN paradigm, the Mapping-based Mobility App-
roach (MMA) proposes a serverwithin the network called themapping/DNS/rendezvous
server. This server manages the movement and location information of producers by
mapping their content prefix with their location [15]. When a producer relocates from
CR3 to CR4, it sends mapping updates and acknowledgement messages to the mapping
server from its new location at CR4 to update the routing path towards the new location.
However, when the producer handoffs from CR3 to CR4, consumer Interest packets are
unable to reach the content producer at CR3, as the producer has relocated to CR4, as
shown in Fig. 5.

InMMA,when a producer relocates fromone location to another, the consumer sends
a query to the mapping server to obtain the producer’s new location. The mapping server
then forwards the producer’s new location information to the consumer, who can directly
send Interest packets to the producer’s new location at CR4 using this information to
retrieve data packets. However, during the producer’s long handoff process, consumer
Interest packets are subject tomajor losses.Additionally, the approach is unable to control
Interest packet loss during mapping information updates towards the server. Moreover,
frequent producer movements and additional consumer queries to the mapping server
can cause high signalling and Interest transmission in the network.

6.3 Locator/Identifier Split-Based Mobility Approach (LISMA)

The Locator/Identifier Split-based Mobility Approach (LISMA) introduces a Home
Agent (HA) router in its network to facilitate producer mobility. The HA is respon-
sible for maintaining the locator and identifier information of the producer, where the
locator indicates the location, and the identifier refers to the content prefix of the producer
[16]. As reflected in Fig. 6, when a producer handoff from CR3 to CR4, it exchanges
location update and acknowledgement packets with the HA to update its new location.

In LISMA, when a consumer sends an Interest packet to the HA, the HA modifies
the Interest packet by adding the producer’s location information and redirects it towards
the producer. The producer then sends the data packet to the HA, which in turn forwards
it to the consumer. This exchange of Interest and data packets between the consumer and
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Fig. 5. Mapping-based mobility approach in NDN.

Fig. 6. Locator/Identifier split-based mobility approach in NDN.

producer involves triangular routing and uses encapsulation and decapsulation methods,
which can cause high signalling and complexity in large networks. Additionally, the
unavailability of the producer during the handoff process can lead to excessive loss
of consumer Interest packets and increase the need for retransmission of lost Interest
packets.

6.4 Control Data Plane Split-Based Mobility Approach (CDPSMA)

The Control Data Plane Split-basedMobility Approach (CDPSMA) is another approach
that supports producer mobility by introducing the Rendezvous Point (RP) and Resource
Handler (RH) in the network. The RP is created by modifying a regular router to provide
the routing path for Interest and data packets. RH is established by modifying a server to
monitor the producer’s movement behaviour [12]. When a producer decides to handoff
from CR3, it sends a deregistered query to the RH to initiate the handoff process, as
shown in Fig. 7.
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Fig. 7. Control data plane split-based mobility approach in NDN.

In CDPSMA,when a producer initiates a handoff process fromCR3, it sends a dereg-
istered query to the RH to remove its location information. At the same time, upcoming
consumer Interest packets are cached at the RP. When the producer handoffs to CR4, it
sends a register query to the RH to inform it of its new location information. The RH
then forwards the producer’s new location information to the RP, which redirects the
consumer Interest packets to the producer’s new location at CR4. However, this app-
roach can result in high signalling to manage producer mobility. Additionally, frequent
producer movements towards different CRs may cause redirection of consumer Interest
packets towards an outdated route, leading to Interest packet loss and retransmission.

An analysis of different mechanisms for supporting producer mobility, such as IMA,
MMA, LISMA, and CDPSMA, shows that each approach has its strengths and weak-
nesses. IMA supports mobility through the use of a Home Agent (HA), but it may
suffer from high signalling issues and packet encapsulation challenges in large net-
works. MMA avoids packet encapsulation but experience problems with Interest packet
loss, high latency, and signalling overhead. LISMA addresses packet loss but may not
be suitable for large networks and may not provide support in certain network scenar-
ios. CDPSMA reduces the negative impact of mobility through monitoring but can also
experience high overhead and signalling. Despite these approaches’ potential benefits,
there is still a need for a feasible solution that addresses their limitations. This research
proposes a new mechanism for controlling producer mobility that overcomes the chal-
lenges presented by existing approaches. Table 1 summarizes the analysis of the various
producer mobility support mechanisms, including their benefits and drawbacks, and lists
unresolved issues.

7 Proposed Producer Mobility Management Mechanism

By critical analysis of previous approaches some notable factors have been identified
such as packet loss, high signalling, extra bandwidth usage and excessive Interest retrans-
mission. In order to overcome the impact of the identified factors, this research proposed
a mechanism that will be able to control the associated issues due to producer handoff
mobility. The proposed mechanism design consists of mobility packet and immobile
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Table 1. A review and comparative analysis between different producer mobility approaches.

Approach Method Merits Demerits

Indirection-based
Mobility Approach
(IMA)

Home Agent/Router Provides
forwarding path
for Interest and
Data packets

High signaling cost
Interest packet loss
Uses encapsulation
and decapsulation
for Interest and Data
packets

Mapping-based
Mobility Approach
(MMA)

DNS/Mapping/Rendezvous
Server

Provides
forwarding link
and tracks the
producer
location

High signaling cost
Interest packets loss
Interest
retransmission
Consume extra
bandwidth

Locator/Identifier
Split-based Mobility
Approach (LISMA)

Home Agent/Router Forwards the
Interest packets
towards the
producer
location

Interest packet loss
Interest
retransmission
Uses complex
encapsulation and
decapsulation

Control Data Plane
Split-based Mobility
Approach (CDPSMA)

The control plane and data
plane points

Reduce the
Interest packet
loss

High overhead
Long Handoff
latency
Intence handoff
singnaling
Consume extra
bandwidth

anchor router. The mobility packet is responsible for updating the producer’s loca-
tion information in the network, while the immobile anchor router manages the flow
of Interest packets during the producer’s handoff mobility process, ensuring minimal
packet loss. Moreover, the proposed design modifies the normal NDN forwarding plane.
By modifying the normal NDN forwarding plane, the proposed mechanism effectively
distinguishes between mobility packets and Interest data packets. This differentiation
enables the network to prioritize mobility updates and maintain efficient routing during
the handoff process, thus minimizing disruptions to ongoing data exchanges. By refer-
ring to Fig. 8, when producer moves from CR3 to CR4, the consumer Interest is unable
to retrieve content from producer due to handoff process.

During the handoff process, the consumer Interest redirected to CR2 which work
as an immobile anchor. The immobile anchor buffers the redirected Interest packets.
Meanwhile, when producer relocate and connects to CR4, it sends Mobility Notification
(MN) packet to immobile anchor to broadcast its location in the network. The broadcast
of MN packet updates the FIBs in the network router to inform about the producer
new location. When the location updated, the immobile anchor redirects the cached
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Interest packets towards the producer location. The producer sends the data packets by
following the Interest revers path towards the consumer. The new incoming Interest
from consumer follows the optimal path due to update in the FIB. The consumer Interest
moves from CR1 to CR2 and further moves to producer router CR4. In response, the
producer forwards the data packets towards the consumer but in the reverse manner.
As a result, the proposed mechanism effectively reduces Interest packet loss, signalling
overhead, bandwidth usage, and excessive Interest retransmissions.

Fig. 8. Proposed producer mobility management mechanism.

The new incoming consumer Interest packets follow the optimal path, due to update
in the FIB. The consumer Interest packets move from CR1 to CR2 and further moves
to producer router CR4. In response, the producer forwards the data packets towards
the consumer by following the Interest packets path in reverse manner. In this way, the
proposed mechanism reduces the Interest packet loss, high signalling, extra bandwidth
usage, and excessive Interest retransmission.

8 Message Flow

Figure 9 illustrates the message exchange between a consumer and a producer under
the proposed mechanism. It is assumed that the consumer and producer are already in
communication with each other. To retrieve data packets, the consumer at CR1 sends
an Interest packet (/pic.jpg) to the producer’s (IRL.my) router at CR3. The producer
responds to the Interest packet with a data packet, which is divided into versions and
several segments corresponding to the requested Interest packets (IRL.my/pic.jpg/v1/sn,
where n = 1, 2, 3, 4……). The Interest path from the consumer location towards the
producer is (Consumer/CR1/CR3/Producer), while the data path follows the Interest
packet path in a reverse way (Producer/CR3/CR1/Consumer). During the communica-
tion, the producer decides to move and subsequently disconnects from CR3. While the
producer is in the process of handoff, the consumer sends another Interest packet direct
towards the producer’s router at CR3, following the path (Consumer/CR1/CR3). Since
the producer is not available at CR3, the consumer’s Interest packet is redirected to the
immobile anchor router, CR2, following the path (Consumer/CR1/CR3/CR2).
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Fig. 9. The interest data stream in proposed mobility management mechanism.

The CR2 caches the redirected Interest packets. Meanwhile, the producer com-
pletes its handoff process by connecting to CR4 and sends the Mobility Notification
(MN) packet to CR2. The MN packets updates the producer location towards the net-
work and provides the new route towards producer location. Once the producer updates
its location in the network, the cached Interest packets at CR2 are forwarded to pro-
ducer router CR4 with path Consumer/CR1/CR3/CR2/CR4/Producer). In response, the
producer sends the data packets to consumer by following the Interest reverse path
(Producer/CR4/CR2/CR3/CR1/Consumer).

Furthermore, after the producer’s location update, new incoming consumer Inter-
est packets follow the updated optimal path (Consumer/CR1/CR2/CR4/Producer) and
the data path (Producer/CR4/CR2/CR1/Consumer), ensuring efficient routing and min-
imizing latency. As a result, the associated concerns during the producer mobility are
handled by the proposedmechanism. Additionally, the proposedmechanism provides an
effective solution that can control excessive Interest packet loss, high signalling, Interest
retransmission, and extra bandwidth consumption compared to existing approaches such
as IMA, MMA, LISMA, and CDPSMA.

9 Conclusion

The most interesting NDN producer mobility approaches have been addressed in this
study. All of these approaches offer various ways to control producer mobility, that each
have fundamental design and unique properties. However, following a rigorous exami-
nation of each approach, we draw attention to a number of problems, including losing
of Interest packet, constant Interest retransmission, prolonged handover latency, and an
inefficient routing path. To address these challenges, we propose a producer mobility
management mechanism, which is expected to effectively resolve the identified issues
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and enhance the overall performance of NDN-based networks. A performance evalua-
tion of the proposed producer mobility management mechanism is currently underway.
Future research could investigate the integration of the proposed mechanism with other
NDN features such as caching strategies and security measures. Additionally, studying
the applicability of the mechanism in various real-world scenarios, such as vehicular
networks and the Internet of Things, could provide valuable insights and further validate
the effectiveness of the proposed approach.

Acknowledgements. This research is sponsored by the Ministry of Higher Educa-
tion (MoHE) of Malaysia through Fundamental Research Grant Scheme with reference
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Abstract. Named Data Networking (NDN) is the most remarkable initiative of
Information-Centric Network (ICN) to improve overall network performance.
With its data-centric architecture and forwarding philosophy, NDN natively
addressed consumer mobility. However, the producer mobility problem remains
a challenging issue in NDN architecture. Among the critical issues of producer
mobility are handover latency, Interest packet loss, and Interest retransmission.
This paper classifies existing producermobility solutions into rendezvous, anchor-
based, and anchor-less approaches. Despite the efforts of many researchers poured
into solving these issues, there is still room for improvement. This paper proposes a
producermobilitymanagementmechanism based on a proactive approach toman-
aging producer mobility in NDN. The proposed mechanism proactively evaluates
the handover time of the producer and sends the mobility notification packet to
inform about the producer’s movement. In the meantime, a new Interest packet for
themoving producer will be buffered on the router. Thus, the proposedmechanism
aims to reduce the handover latency and packet loss.

Keywords: Named Data Networking · Producer Mobility · Consumer Mobility

1 Introduction

The rapid advancements of mobile devices and applications increase Internet traffic
demand. The current Internet paradigm places a heavy emphasis on accessing services
and retrieving data, leading to new demands from society for things like improved
security, effective content distribution, andmobility assistance. This is because the future
Internet is seen as a tool for inclusion whereby technology is being catered to a diverse
society [1]. Researchers have proposed various solutions to satisfy the requirements by
integrating content-centric features in its protocols which work on top of the Internet
Protocol (IP) network infrastructure [2, 3]. However, the current IP network based on
the end-to-end communication model is not designed to support secure data distribution
naturally, and inherently hard to meet the requirement of efficient data distribution and
mobility.
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An emerging novel future Internet called the Information-Centric Network (ICN) is
committed to the development of decentralized networks. With its new structure, ICN
replaces IP addressing with the idea of addressing the content for network address-
ing. Respective research communities keep an eye on this subject matter. Thus, intro-
ducing some new architectures, namely Data-Oriented Network Architectural (DONA)
[4], Content-Centric Networks (CCN) or Named Data Networks (NDN) [5], Publish-
Subscribe Internet Technology (PURSUIT) [6], and Network of Information (NetInf)
[7]. NDN receives immense attention from the ICN architectural research group among
these architectures.

Future Internet architecture Named Data Networking (NDN) has caused a paradigm
shift in network communication from point-to-point to name delivery. In addition, NDN
depends on the stateful forwarding plane for datagram delivery. The adoption of the
NDN forwarding plane indeed supports consumer mobility. If the consumer is relocated
to a new attached content router (CR), no signaling from the network is required to
handle consumer mobility. Instead, Interest retransmission is adequate for successful
communication. However, producer mobility is a more complex problem that impacts
overall communication. This is because the routers’ Forwarding Information Base (FIB)
needs to be updated once the producer reconnects with the new attached content router.
Failure to update FIB will affect the search for the desired Data. Ultimately, it results
in high-Interest packet loss, high-Interest retransmission, increased bandwidth demand,
and high handoff latency [8, 9]. Further, the aforementioned issues will restrain the work
for building a sustainable and more inclusive digital future.

Therefore, this paper introduces a producermobilitymanagementmechanism design
in NDN using a proactive approach. The proposed mechanism will handle the mobility
of the producer by analyzing the producer’s mobility status and informing the router and
consumer to take necessary action, such as delaying the Interest transmission. Managing
the producer mobility before the handover process based on a proactive approach would
minimize the handover latency and interest retransmission. Also, it aims to alleviate
other critical issues, such as high signaling and Interest packet loss issues.

The remainder of this paper is organized as follows. Section 2 presents the mobility
in Named Data Networking. Section 3 discusses the producer mobility approaches.
Section 4 shows the proposed design and the conclusion in Sect. 5.

2 Mobility in Named Data Networking

One of the auspicious Information-centric networking (ICN) approaches to address the
challenges of the future Internet is NDN [10]. The NDN relies on named data, name-
based routing, and in-network caching to distribute content efficiently and improve net-
work bandwidth. Additionally, the NDN facilitates consumer mobility easily and has
incorporated security for every piece of Data. The essence of NDN comes from CCN
[11, 12]. This can be shown in NDN architectural and protocol operations. Besides that,
NDN has a modular and extensible codebase.

As NDN architecture changes the Internet architecture model, the network commu-
nication changes to retrieve content. Any communication in NDN is based on two kinds
of packets: Interest and Data. A Data packet is a named sequence of bytes. A name is a
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sequence of arbitrarily many components. As an example, a picture could be identified
by the name /xyz/pics/tree.jpg, which contains three components: xyz, pics, and tree.jpg.

Network communication begins as soon as the consumer sends the producer an
Interest to request a certain Data packet. After the router gets an Interest, three data
structure tables would be involved, which are a Forwarding Information Base (FIB), a
Pending Interest Table (PIT), and a Content Store (CS). FIB is the table that contains
information on the publisher and interfaces. PIT caches all Interest yet received Data.
In contrast, CS provides a provisional cache for storing acquired Data packets. The
forwarding process would be performed until the name of Interest is a prefix of a Data
packet’s name.

In NDN, there are two types of mobility: consumer mobility and producer mobility.
The following subsections present both types of mobility.

2.1 Consumer Mobility

Data retrieval begins whenNDN consumers express Interest packet in theNDNnetwork.
Upon accepting the Interest, the NDN router searches for Data in the CS. If the prefix
matches, the Data will be returned to the consumer. Or else, the router registers the
Interest in the PIT. The Interest is sent using the stateful forwarding strategy, which uti-
lizes the information of the following face from the FIB and Data (traffic measurements)
planes. Each record in the PIT constructs an inverse path known as the breadcrumb trail,
which will be used as the primary path between the provider of the content and the
consumer. The breadcrumb trail function shows how consumer mobility is instinctively
established in NDN.

Fig. 1. Consumer Mobility in NDN
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As shown in Fig. 1, the consumer can resubmit any outstanding or expired Interests if
they relocatewhile the network gets the desired data. By doing so, the intermediate router
can update the path to the consumer’s current location. If the old and new paths cross,
the consumer will retrieve the previously requested Data from a router’s cache without
propagating further. Given thisNDNnature, the consumer effortlessly gets the remaining
content from these routers to fulfill its content needs. For the next request, the consumer
can efficiently get the remaining Data packets only by re-issuing Interest again for
similar content [13, 14], and it can be done within the minimum delay. In conclusion, the
consumer mobility issue is inherently solved through cached contents at router space or
resending the Interest packet to the intermediate router after the completion of consumer
mobility [15].

2.2 Producer Mobility

In NDN, consumer issue Interest messages carrying the name of the requested infor-
mation object. Although the name of the content is separated from the location,
the hierarchical name comprises the location of the content such as the example
‘uum/edu/my/ahsgs/homepage.pic’. The NDN directly coupled the location with the
content name, adding them to FIB in the routing protocol [15]. Consequently, whenever
the consumer delivers an Interest packet, the connected router determines the path by
looking up the FIB for a suitable producer (content source). Generally, FIB contains
the entries of long prefixes address for the next-hop or content source. This allows it
to determine the optimal path to access content and further the Interest. The producer
satisfies the consumer’s content needs by sending the desired content from its location
to the consumer.

Whenever the producer shifts and connects with the other CR, the producer must
update the FIB of all routers in the NDN network. Otherwise, Interest reaches the old
CR to retrieve the content. Sometimes, it takes quite a long time to get a new CR.
Due to the unavailability of the producer, no content is available for the consumer [16].
Furthermore, the network will suffer from high overhead, packet loss, and long handover
latency [8]. Ultimately, the consumer lost communication until the producer informed
its new name prefix in the network. Figure 2 illustrates the producer mobility in NDN.

To control mobility in ad-hoc networks, NDN uses the Listen First Broadcast Later
(LFBL) protocol. LFBL floods the Interest packet to the serving routers and broadcasts
name prefixes across all the serving routers after the producer handoff process is com-
pleted [17, 18]. The decisions for prefix announcements are made depending on the
availability of the wireless channel. If no other node has sent a matching data packet,
the router forwards the packet. However, the LFBL protocol generates high signaling
and has no mechanism to recover the dropped and incoming Interest packets sent at the
previous attached CR. Furthermore, producer mobility is not natively supported due to
the unavailability of content locators and failures in content access through the routing
system. The second NDN solution to minimize the producer mobility effect is caching
content at the router.
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Fig. 2. The Producer Mobility in NDN

3 Producer Mobility Approaches

Many researchers associated producer mobility support systems with various titles and
grouping to find a solution to the producer mobility challenges in NDN. The producer
mobility approaches can be divided into the following categories:

3.1 Rendezvous Approach

In this study, rendezvous represents a general concept of “indirection” [19]. The ren-
dezvous point maintains the binding between the source and target prefixes. The opera-
tion of a rendezvous point is presented in Fig. 3. As an indirection concept of approach,
the rendezvous point is central to giving out mobility knowledge for each mobile node.
All consumers’ requests go through the rendezvous point first to obtain the producer’s
new location and are sent to it. Whenever the producer re-attaches to the newly attached
Content Router (CR), it must inform its current location to the rendezvous point. Then,
as in [20], the rendezvous node propagates the routing prefix to the forwarding planes.
Dealing with the unique trace Interest and trace Data on the rendezvous node adds some
extra costs. [21] Use the concept of rendezvous for the proxy implementation between
the consumer and producer path.
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Fig. 3. Operation of a Rendezvous Approach [8].

3.2 Anchor-Based Approach

Similar to the idea of MobileIP in TCP/IP, the anchor-based solution made use of an
anchor node called Home Agent (HA). HA keeps tracking the position information of
relocated mobile nodes. Figure 4 shows a consumer resubmitting the Interest to HA
and finding a new location for the producer. Then, HA transmits the Interest directly
to the producer. Various schemes [16, 22] introduce the notification method about the
producer’s relocation toHA.Although these schemes are simple and reduce the handover
latency, this approach is vulnerable because of heavily dependent on a single node (HA).
One of the drawbacks is the transmission of all packets via the anchor node will lead to
the bottleneck effect [23].

3.3 Anchor-Less Approach

The anchor-less approach allows a producer to update its new location information in
the network without relying on third-party [24, 25], as shown in Fig. 5. Upon receiving
the notification, routers update the FIB table with the latest location information. Since
FIB is keeping up to date, the Interest can be submitted to the current location of the
producer. Thus, no specific node like a rendezvous point or HA is required to forward
the packet.

[26] apply this strategy and update FIBs of associated routers to facilitate forwarding
the Interest to the node. However, the disadvantage of this scheme lies in a scenario in
which the producers are relocating regularly, which frequently updating the FIB of the
connected routers may trigger traffic [23].
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Fig. 4. Operation of the Anchor-based Approach.

In [27], the producer announces the leaving status of the network, including the
previous attached CR. The producer’s frequent movement hampered the propagation
of the concurrent FIB updates. This scheme provides a fast and lightweight handover
but incurs high signaling due to extra packets sent for the notification from the leaving
producer.

Fig. 5. Operation of the Anchor-less Approach.
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Table 1 shows different producer mobility approaches and presents the respective
solutions’ type, merits, and demerits.

Table 1. Summary of producer mobility approaches in NDN

Approaches Ref Type Merits Demerits

Rendezvous [20]
[21]

Reactive
Proactive

Reduce Interest packet loss Single points of failure, high
signaling

Anchor-based [28]
[16]
[22]
[29]

Reactive
Reactive
Reactive
Proactive

Reduce handover latency Bottleneck effect

Anchor-less [24]
[25]
[30]
[26]
[27]

Reactive
Reactive
Proactive
Reactive
Reactive

Reduce Interest packet loss High traffic, high signaling

4 Proposed Mechanism

In this section, we present the mechanism that describes the main ideas in addressing the
issues of long handover latency, high-Interest packet loss, and Interest retransmission.
Based on these issues, Fig. 6 illustrates the proposed proactive producer mobility man-
agement mechanism. Despite the exchange of Interest and Data packet, this mechanism
proposed three schemes for normal communication in NDN which are:

4.1 Determine the Producer’s Mobility Handover Time

In order to reduce handover latency, the mechanism shall proactively determine the
producer’s leaving time. This research overcomes the issue by calculating the minutes’
handover begins. Every few seconds, the scheme will trigger the sensor to detect the
Received Signal Strength (RSS) of the producer with CR1. If RSS is lower than the
threshold (th), the scheme will calculate the producer’s mobility handover time. It is
important to determine the handover time so that the method to minimize the producer’s
mobility effect would be implemented sooner.

4.2 Send Mobility Packet

After determining the producer’s handover time, it is necessary to inform the consumer
that the producer is leaving the router. The mobility packet acts as a notification signal
to the consumer that contains information about the producer’s mobility. The consumer
may delay the Interest transmission to the same producer upon receiving the packet. The
Interest retransmission is delayed until the consumer receives further notice about the
producer’s new location.
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Fig. 6. The Proposed Proactive Producer Mobility Management Mechanism

4.3 Buffer Interest

Buffer Interest will be implemented on the router’s side for a limited time based on the
pre-determined handover time. Instead of dropping the Interest packet whose producer
is moving away, the Interest is buffered at the router for a given time. So, the producer
may immediately retrieve the unattended Interest after reconnecting with the new CR.
By buffering Interest, the issue of the Interest packet loss will be diminished.

4.4 Message Flow

Figure 7 illustrates the real communications between producer and consumer using the
proposed mechanism. In this example, the consumer watches a live-streaming video
(/xx.my/video) from the producer. The communication between consumer and producer
went smoothly, as in NDN normal communication, until the RSS of the producer was
detected to be lower than the threshold (-77dBm). The first scheme calculates the han-
dover time of the producer and sends the information encapsulated in themobility packet.
The purpose of sending themobility packet is to inform the routers along the route, which
are CR1, CR2, and CR3, and the consumer about the moving status of the producer.

While the packet is underway, CR1 may retrieve new Interest from the consumer
(/xx.my/video). If that’s the case, CR1 will buffer the Interest of the moving producer
until it receives an update about the producer’s new location. After the producer is
connected to the new router at CR4, the producer updates its location on the network.
When CR1 receives the location information, all Interest buffered is sent to the producer.
Upon receiving the Interest, the producer sends Data (/xx.my/video/v2) to the consumer
via a new path.
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Fig.7. The Message Flow of The Proposed Mechanism

The proposed mechanism will be measured based on handoff latency, interest packet
loss, data packet delivery, and throughput for the evaluation. The formula for each
parameterwill be studied.Results from the simulationwill be accumulated and compared
with the OPMSS [25] and MAP-Me [27].

5 Conclusion

The NDN architecture is key to building amore inclusive and sustainable future Internet.
Nevertheless, the NDN does not provide enough assistance for mobile producers, partic-
ularly if they lose their connections. Given the severe effects of mobility towards com-
munication in the network, much research has been done, and these research works are
categorized into various approaches. However, after thoroughly investigating previous
research, we have identified several problems, such as high signaling, high packet loss,
and long handover latency. Thus, this paper proposed a proactive producermobilityman-
agement mechanism to solve such problems. The contribution of this paper is twofold.
First, we look atmobility inNDN and producermobility approaches. The approaches are
categorized into rendezvous, anchor-based, and anchor-less approaches. All papers are
being analyzed and criticized, respectively. By comparing both approaches, we can iden-
tify the best fit for designing the proactive mobility management mechanism. Second,
we design the proactive producer mobility management mechanism by incorporating
three strategies: determining the producer’s mobility handover time, sending the mobil-
ity packet, and buffer Interest. The proposed mechanism is expected to provide the
mobility solution to support producer mobility in NDN architecture by minimizing the
Interest retransmission and handoff latency.
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The futurework includes: 1) further investigating themethods for developing the pro-
ducer mobility mechanism; 2) implementing the mechanism in the simulation environ-
ment; 3) evaluating the sustainability for inclusive real-world deployment by comparing
the performance between other popular mechanisms.
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Abstract. GitHub Copilot is an AI-powered code generation tool developed by
OpenAI and GitHub that has gained significant attention from the software engi-
neering community. Despite the significant attention received from the software
engineering community, there is a lack of comprehensive examination of its effec-
tiveness, reliability, and ethical implications on GitHub Copilot. The absence of a
systematic review of GitHub Copilot’s recent research trends hinders a thorough
understanding of its current state of development and potential impact on soft-
ware development practices. Therefore, this systematic review aims to analyze
the recent trends of research on GitHub Copilot to assess its current state of devel-
opment, identify gaps in existing knowledge, and provide insights into potential
future research directions. This study used PRISMA for searching the relevant
databases, screening and selecting eligible studies based on inclusion and exclu-
sion criteria, data extraction and synthesis, and critical appraisal of the quality and
relevance of the studies included. The results show that the trend of the studies is
focusing on four main areas: developer productivity, code quality, code security
and education.

Keywords: GitHub Copilot · Code Generation · OpenAI

1 Introduction

GitHub Copilot, developed by OpenAI and GitHub in 2021 [1], is an AI-powered code
generation tool that has garnered significant attention in the software engineering com-
munity. It aims to assist developers by automatically suggesting code snippets and com-
pleting lines of code based on natural language descriptions and context [2]. Leveraging
machine learning techniques and a vast codebase, Copilot has the potential to enhance
developer productivity and accelerate software development processes. Previous studies
have explored the use ofAI in code generation [15], the impact of automated coding tools
on developer workflows [3], and the ethical considerations associated with AI-assisted
coding [4]. However, there is a lack of comprehensive examination of its effectiveness,
reliability, and ethical implications on GitHub Copilot. The absence of a systematic
review of GitHub Copilot’s recent research trends hinders a thorough understanding of
its current state of development and potential impact on software development prac-
tices. A comprehensive review of recent research trends on GitHub Copilot is essential
to assess its effectiveness, identify limitations, and uncover potential future directions.
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Therefore, the objective of this article is to analyze the recent trends of research
on GitHub Copilot to assess its current state of development, identify gaps in existing
knowledge, and provide insights into potential future research directions. This study used
the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses)
methodology to systematically search relevant databases, applypre-determined inclusion
and exclusion criteria, extract and synthesize data, and critically appraise the quality and
relevance of included studies. These rigorous procedures ensure a comprehensive and
reliable analysis of the literature on GitHub Copilot.

2 Methodology

This section describes the approach employed to retrieve articles relevant to GitHub
Copilot. The PRISMAmethod, including the prominent databases Scopus, ACMDigital
Library, and ScienceDirect, were used to conduct the systematic review. The review pro-
cess encompassing identification, screening, and eligibility, aswell as the data abstraction
and analysis methods, are also presented.

2.1 PRISMA

PRISMA stands for Preferred Reporting Items for Systematic Reviews and Meta-
Analyses. The PRISMA statement was first published in 2009 and has been updated
several times. The most recent version, PRISMA 2020, was published in June 2021.
It is a widely recognized tool for conducting systematic reviews and meta-analyses
in healthcare research. PRISMA provides a checklist that researchers should consider
when preparing their systematic review or meta-analysis, such as defining the research
question, specifying the inclusion and exclusion criteria, and assessing the risk of
bias in included studies. Its use is recommended for reporting systematic reviews and
meta-analyses to enhance transparency, completeness, and reproducibility [5].

2.2 Resources

The review relied on three primary journal databases – Scopus, ACM Digital Library,
and ScienceDirect. Scopus, recognized as one of the largest and most comprehensive
bibliographic databases, encompasses various disciplines such as science, technology,
medicine, social sciences, and humanities. It offers many indexed and abstracted arti-
cles from scholarly journals, conference proceedings, and books [6]. The ACM Digital
Library is a vast repository of scholarly resources, encompassing articles, books, confer-
ence proceedings, and other computer science and information technology publications.
Recognized as a valuable resource, it is a comprehensive platform for researchers, edu-
cators, and practitioners who aim to remain abreast of the latest advancements in their
respective domains [7]. ScienceDirect is a robust database that offers access to an exten-
sive collection of scientific, technical, andmedical research articles fromvarious journals
and books. It is an invaluable resource for researchers, scholars, and students who strive
to keep up with the latest developments in their respective fields [8].
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2.3 Eligibility and Exclusion Criteria

Several eligibility and exclusion criteria are determined. The first criterion, Literature
type, specifies that only research articles published in journals and proceedings will be
eligible for inclusion. These articles are typically peer-reviewed and provide original
research findings, making them more reliable and valuable for research purposes. The
exclusion criteria under this criterion include systematic reviews, book series, books,
chapters in books, and conference proceeding books. The second criterion, Language,
specifies that only articles published in English will be considered. This criterion ensures
that the selected articles can be easily understood and reduces the potential for language-
related bias in the selection process. The final criterion is Timeline. Since the GitHub
Copilot is a new tool, selecting articles is unlimited. All articles published in 2023 and
the years before, have been selected. This criterion ensures that all articles related to the
GitHub Copilot were chosen (see Table 1).

Table 1. The inclusion and exclusion criteria.

Criterion Eligibility Exclusion

Literature type Journal (research articles), proceeding
(research articles)

Journal (systematic review),
proceeding (systematic review), book
series, book, chapter in book,
conference proceeding book

Language English Non-English

Timeline Any time < 2023 None

2.4 Systematic Review Process

The systematic review was conducted in April 2023 and comprised four distinct stages.
The first stage involved the identification of relevant keywords for the search process.
Since GitHub Copilot is a unique keyword, “GitHub Copilot” was used. Following
a meticulous process, 12 duplicated articles were eliminated. The second stage was
the screening process, which excluded two articles due to their status as conference
proceedings, leaving 26 eligible articles for review. In the third stage, the eligibility
criteria were applied to the full articles, excluding nine articles that focused on topics
other than GitHub Copilot. Finally, the review’s last stage yielded 15 articles suitable
for qualitative analysis, as presented in Fig. 1.
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Fig. 1. The flow diagram of the study. (Adapted from [16]).

2.5 Data Abstraction and Analysis

The remaining articles were assessed and analyzed. Efforts were concentrated on studies
that met the predetermined inclusion criteria, which ensured that the analysis focused
on relevant sources of evidence. To extract relevant data, the team initially read through
the article abstracts, followed by a more in-depth analysis of the full articles to identify
significant trends related to GitHub Copilot. Qualitative analysis was performed using
content analysis techniques, which allowed the team to identify relevant themes and
patterns in the data. This rigorous and systematic approach to data analysis ensured
that the study’s findings were grounded in the available evidence and provided a robust
synthesis of the research on GitHub Copilot.

3 Results

Table 2 shows the recent trends of GitHub Copilot research. There are four main areas
studied by researchers in 2022 and 2023: developer productivity, code quality, code
security and education.
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Table 2. Recent Trends in GitHub Co-pilot Research.

Authors Developer Productivity Code Quality Code Security Education

Yetistiren et al.
(2022) [24]

√

Sobania et al.
(2022) [19]

√

Ziegler et al. (2022)
[25]

√

Siddiq et al. (2022)
[18]

√

Imai (2022) [10]
√

Puryear and Sprint
(2022) [14]

√

Sun et al. (2022)
[20]

√

Vaithilingam et al.
(2022) [22]

√

Nguyen and Nadi
(2022) [11]

√

Al Madi (2022) [2]
√

Siddiq et al. (2022)
[17]

√

Pearce et al. (2022)
[13]

√

Finnie-Ansley et al.
(2023) [6]

√

Denny et al. (2023)
[3]

√

Wermelinger (2023)
[23]

√

3.1 Developer Productivity

The study [9] aimed to assess the performance of GitHub Copilot, an automatic program
synthesis tool, and compare it with genetic programming approaches on common pro-
gram synthesis benchmark problems. The results revealed that both approaches had sim-
ilar performance on benchmark problems. However, genetic programming approaches
still needed to be mature enough to support practical software development due to their
reliance on expensive hand-labelled training cases, long execution times, and bloated
and hard-to-understand generated code. The researchers suggested that future work on
program synthesis with genetic programming should prioritize improving execution
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time, readability, and usability to overcome these challenges and enable more practical
applications of this approach.

The study [10] aimed to assess the impact of GitHubCopilot on user productivity and
identify measurable user data that reflects their perceptions. The researchers analyzed
user behaviors and feedback to determine the factors influencingdevelopers’ productivity
when using Copilot. The results showed that the rate of acceptance of suggestions was
the primary driver of productivity, indicating that user satisfaction and acceptance of
suggested code snippets were more critical to productivity than the longevity of the code
snippets. The study underscores the importance of user-centered design in developing
AI-powered programming tools that can enhance developer productivity.

The study [11] aims to investigate the effectiveness of GitHub Copilot in pair pro-
gramming contexts compared to human pair programming. The researchers experi-
mented with 21 participants, who were randomly assigned to one of three conditions:
pair programming with Copilot, human pair programming as a driver, and human pair
programming as a navigator. The results suggest that while Copilot can increase pro-
ductivity in terms of lines of code added, the quality of the generated code is inferior,
as indicated by a higher number of lines of code deleted in subsequent trials. The study
highlights the importance of being cautious when relying solely on AI-based tools in
pair programming contexts.

The study [12] investigates GitHub Copilot’s usability and perceived usefulness, a
large language model-based code generation tool, in the programming workflow. The
study employs a within-subjects user study with 24 participants to examine how pro-
grammers use the tool. The results show that Copilot did not improve task completion
time or success rate. Still, most participants preferred to use it in their daily program-
ming tasks since it provided a useful starting point and saved them the effort of searching
online. However, participants faced challenges in understanding, editing, and debugging
code snippets that were generated by Copilot, which reduced their task-solving effec-
tiveness. The study highlights the need to improve the design of Copilot based on the
observed difficulties and participants’ feedback.

3.2 Code Quality

The study [13] aimed to assess the quality of code generated by GitHub Copilot and to
examine the impact of input parameters on its performance. The researchers utilized an
experimental setup to evaluate the generated code’s validity, correctness, and efficiency.
The results showed that GitHub Copilot generated valid code with a success rate of
91.5%, and 28.7% of the problems were correctly generated, while 51.2%were partially
correct and 20.1% were incorrect. The study indicates that GitHub Copilot holds sig-
nificant promise as a programming tool, but further assessments and improvements are
necessary to optimize its performance in generating entirely accurate code that meets
all requirements.

The study [14] aims to evaluate the correctness and understandability of the code
generated by Copilot, which assists programmers by generating code based on natural
language descriptions of desired functionality. The study utilizes 33 LeetCode questions
in four programming languages to create queries for Copilot. It assesses the corre-
sponding 132 Copilot solutions for correctness using LeetCode’s provided tests and
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for understandability using SonarQube’s complexity metrics. The findings indicate that
Copilot’s Java suggestions have the highest correctness score (57%) while JavaScript
has the lowest (27%). Overall, Copilot’s recommendations have low complexity, with no
significant differences between programming languages. The study also identifies some
potential shortcomings of Copilot, such as generating code that could be further simpli-
fied and relying on undefined helper methods. The study concludes by highlighting the
need for further research to address these issues and explore the potential of Copilot in
supporting software development.

The study [15] examines the impact of code generated by machine learning models
on code readability and visual attention. Specifically, focus on GitHub Copilot to com-
pare the generated code with code written entirely by human programmers. The study
conducted a human experiment with 21 participants, used static code analysis, and used
eye tracking to evaluate the code’s readability and visual inspection. The findings suggest
that model-generated code is comparable in complexity and readability to code written
by human pair programmers. However, the eye-tracking data indicates that programmers
tend to pay less visual attention to model-generated code. Consequently, reading code
remains essential, and programmers should be mindful of automation bias and avoid
complacency when working with model-generated code.

3.3 Code Security

The study [16] introduces SecurityEval, an innovative dataset designed to evaluate
machine learning-based code generation models’ security. The dataset comprises 130
diverse samples, each corresponding to 75 different vulnerability types and mapped
to the widely recognized Common Weakness Enumeration. By leveraging SecurityE-
val, the authors assess the security of two prominent code generation models, InCoder
and GitHub Copilot, and unveil that both models are susceptible to generating vulnera-
ble code in certain cases. With its robustness and comprehensiveness, the SecurityEval
dataset can serve as a valuable benchmark for scrutinizing the security features of other
code generation models in future research.

The study [17] delves into the ethical and security concerns surrounding GitHub
Copilot and comparable products that harness deep learning models to learn from open-
source code. To mitigate the potential exploitation of such code, the authors introduce a
prototype named CoProtector, which employs data poisoning techniques. The primary
aimof theCoProtector is to substantially decrease the performance of deep learningmod-
els similar to Copilot while simultaneously detecting covert watermark backdoors. The
authors conducted extensive large-scale experiments to validate CoProtector’s effective-
ness in achieving its objectives. The results demonstrate that CoProtector can effectively
safeguard open-source code from misuse and potential breaches.

The study [18] examines the presence of code smells and security vulnerabilities in
datasets employed to train coding generation techniques and whether these issues are
reflected in the output of such techniques. The study utilizes Pylint andBandit to evaluate
three training sets and analyze the output generated by an open-source transformer-
based model and GitHub Copilot. The study results reveal that code smells and security
vulnerabilities exist within the training sets, and these issues propagate into the output
of the coding generation techniques. This underscores the need for further refinement
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to ensure the generated code is devoid of such issues. The findings also emphasize the
significance of careful selection and scrutiny of the training data to minimize the risk of
code smells and security vulnerabilities in the generated code.

The study [19] examines the security of GitHub Copilot, the pioneering AI pair
programmer that automatically produces computer code. The concern arises from Copi-
lot’s exposure to a vast amount of unverified code, raising the possibility of generating
insecure code. The study thoroughly analyses 1,689 programs generated by Copilot in
scenarios relevant to high-risk cybersecurity weaknesses. The results reveal that approx-
imately 40% of the generated programs are vulnerable, indicating a significant security
risk. Moreover, the study demonstrates that Copilot’s performance varies considerably
based on the diversity of weaknesses, prompts, and domains. These findings emphasize
the need for caution when employing AI-based code generation tools and underscore
the importance of vetting generated code for security vulnerabilities to prevent potential
security breaches.

3.4 Education

The study [20] examines the impact of GitHub Copilot on the learning process in intro-
ductory computer science and data science courses. The authors evaluate the correctness,
style, skill level appropriateness, grade scores, and potential plagiarism of programming
assignments generated by Copilot. The results demonstrate that Copilot produces origi-
nal primary code that can effectively solve introductory assignments, with human-graded
scores ranging from 68% to 95%. Based on these findings, the authors recommend that
educators adjust their courses to integrate new AI-based programming workflows.

The research [21] investigates the effectiveness of OpenAI Codex, the underlying
model for GitHub Copilot, in solvingmore advanced CS2 exam questions in comparison
to the performance of students. The results indicate that Codex outperformed most
students on these questions, generating accurate and comprehensive code. The study
suggests that generative AI models like Codex have the potential to support students in
completing programming assignments and exams and promote equitable access to high-
quality programming education. The study emphasizes the significance of considering
the ramifications of these tools for the future of undergraduate computing education.

The study [22] investigates the performance ofGitHubCopilot on a diverse dataset of
166 programming problems, analyzing the types of problems that challenge Copilot and
the natural language interactions between students and Copilot when resolving errors.
The results demonstrate that Copilot solves approximately 50% of the problems on its
initial attempt and can effectively solve 60% of the remaining problems using only
natural language modifications to the problem description. The study suggests that the
prompt engineering used to interact with Copilot when it initially fails can be a valuable
learning activity that promotes the development of computational thinking skills and
transforms the nature of code-writing skill acquisition.

The study [23] examines the use of OpenAI’s Codex machine learning model in
programming education, particularly its implementation as the GitHub Copilot plugin,
and the implications it raises for educators. The study evaluates the model’s performance
and limitations in supporting programming instruction through qualitative analysis of
the code suggestions generated by Copilot and student feedback. The goal is to provide
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insight into Copilot’s potential for programming education and to highlight the need
for instructors to adapt their teaching practices accordingly. The findings indicate that
while Copilot can generate correct and understandable code, it cannot replace the pro-
cess of learning programming. Therefore, educators must incorporate Copilot into their
pedagogical strategies judiciously.

4 Discussion

GitHub Copilot is an AI-powered programming tool that has gained attention for its
ability to generate code automatically. Several studies have explored Copilot’s perfor-
mance, productivity, andusability in different contexts.One study comparedCopilotwith
genetic programming approaches on common program synthesis benchmark problems,
concluding that both approaches had similar performance but that genetic programming
approaches still needed to bemature enough for practical software development. Another
study investigated the impact of Copilot on user productivity and found that the rate of
acceptance of suggestions was the primary driver of productivity. The third study com-
pared Copilot with human pair programming and found that while Copilot increased
productivity, the quality of generated code was inferior. The fourth study revealed that
Copilot provided a useful starting point for programmers but needed help understanding,
editing, and debugging generated code snippets.

Several studies have recently assessed the code quality generated byGitHub Copilot,
which assists programmers by generating code based on natural language descriptions of
desired functionality. The studies have used various methods to evaluate the correctness
and understandability of the generated code and have generally found that Copilot holds
significant promise as a programming tool, generating valid codewith high success rates.
However, the studies also identify potential shortcomings, such as generating code that
could be further simplified and relying on undefined helpermethods. Further assessments
and improvements are necessary to optimizeCopilot’s performance in generating entirely
accurate code that meets all requirements.

Using machine learning-based code generation models, such as GitHub Copilot,
raises ethical and security concerns. Several recent studies highlight the potential for
such models to generate vulnerable code and the need for careful selection and scrutiny
of training data to minimize risks. To address these concerns, researchers have intro-
duced SecurityEval, a dataset for evaluating the security of code generation models,
and CoProtector, a prototype aimed at safeguarding open-source code from misuse and
breaches. While Copilot’s performance varies considerably based on the diversity of
weaknesses, prompts, and domains, the studies emphasize the importance of vetting
generated code for security vulnerabilities to prevent potential breaches.

The studies explore using OpenAI’s Codexmachine learning model in programming
education through its implementation as the GitHub Copilot plugin. They investigate
Copilot’s impact on the learning process, its ability to generate original code, and its
performance on diverse programming problems. The studies show that Copilot has the
potential to support students in completing programming assignments and exams and
can promote equitable access to high-quality programming education. However, the
studies also suggest thatCopilot cannot replace the process of learning programming, and
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educators must adapt their teaching practices to integrate these AI-based programming
workflows effectively.

5 Future Direction or Recommendation

Based on the above studies, the future direction of GitHub Copilot and similar AI-
powered programming tools should focus on improving the accuracy and simplicity
of generated code while addressing ethical and security concerns. This could involve
further refinement of the training data and algorithms the tool uses to minimize the risk
of generating vulnerable code. Additionally, developers could work on enhancing the
tool’s ability to understand and edit generated code snippets and improving its debugging
capabilities.

In terms of programming education, the studies suggest that AI-powered program-
ming tools likeCopilot have the potential to support students in completing programming
assignments and exams and promote equitable access to high-quality programming edu-
cation. However, it is also essential for educators to adapt their teaching practices to
integrate these tools effectively, emphasizing the importance of learning programming
concepts and not relying solely on generated code. The future direction of programming
education should thus explore ways to integrate these AI-based programming work-
flows into the classroom while ensuring that they complement and enhance traditional
programming education rather than replace it.

The future direction of AI-powered programming tools should prioritize accuracy,
simplicity, and security while promoting equitable access to high-quality programming
education. This requires balancing the benefits and risks associated with these tools
and continued research and development to optimize their performance and address any
potential ethical and security concerns.

6 Conclusion

In conclusion, the recent trends of the studies are focusing on four main areas: developer
productivity, code quality, code security and education. The research on GitHub Copi-
lot has shown significant promise in generating valid code with high success rates and
increasing user productivity. However, potential shortcomings need to be addressed,
such as generating code that could be further simplified and vetting for security vul-
nerabilities. The studies also suggest that Copilot can support students in completing
programming assignments and exams, but it cannot replace the process of learning
programming entirely. As AI-based programming workflows become more prevalent,
educators must effectively adapt their teaching practices to integrate them into program-
ming education. Future research should address the ethical and security concerns raised
by machine learning-based code generation models and optimize their performance to
generate entirely accurate code that meets all requirements.
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Abstract. With infinite apps and online services, future Internet architecture will
face new challenges and consequences, such as scalability, dependability, suitable
mobility, and security. Internet use has changed spectacularly from one-way com-
munication to content distribution, as much content is generated every minute.
Blockchain and Named Data Networking (NDN) are two cutting-edge technolo-
gies on the verge of revolutionizing how we use the Internet. Blockchain is a
decentralized ledger technology allowing users to store and share data securely.
On the other hand, NDN is a new way of networking that focuses on content
instead of location. Combining blockchain and NDN can create a safer, more effi-
cient, and more decentralized internet. Blockchain can provide tamper-proof data
records, and NDN can deliver content to users efficiently and securely. This paper
emphasizes the importance of research in the field of blockchain over Named
Data networks. It highlights the advantages of combining blockchain with NDN
and discusses the difficulties and open research questions related to the use of
blockchain over NDN. Also, the potential impact of blockchain over NDN on the
future of the Internet as it can create a safer, more efficient, andmore decentralized
Internet.

Keywords: Blockchain · Content Distribution · Content-Centric Network ·
Future Internet

1 Introduction

Blockchain technology is currently one of the most popular technologies [1], as seen in
Fig. 1, which shows the market size of blockchain technology globally. The widespread
recognition of blockchain technology as a technological revolution generates enormous
attention and publicity. The history of all transactions is kept in the distributed digital
ledger, which comprises blocks of encrypted, signed transactions [2]. By providing
copies of documents to each participant, the Blockchain concept avoids the need for
centralized authority. Unlike traditional transactions, data control stays in the hands of
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a central authority, which is also in charge of verifying the customers’ credentials. The
conventional source manages and administers data and ensures that it cannot be changed
or erased. Contrarily, the blockchain concept employs. However, decentralized control
eliminates the dangers present in the conventional paradigm.

Fig. 1. Blockchain Technology Market [1].

Blockchain technology has several uses in various industries, including crypto cur-
rency, the Internet of Things, healthcare, and distributed cloud storage. Every transaction
in a blockchain network generates a hash dependent on the current and the prior transac-
tion. Evenminor changes in the transaction generate a whole new hash. The P2P network
of nodes receives the broadcast of the transaction after that. The network nodes examine
the hash to confirm that the transactions have not been altered. This network uses well-
known techniques to authenticate the transaction. After confirmation, the transaction is
combined with other transactions to create a new ledger data block. Similar to how the
Internet evolved, the blockchain paradigm’s rapid expansion has become pivotal. While
decentralized approaches eliminate the single point of failure problem by allowing each
node to calculate ratings and share them with other nodes independently, this requires
the trustworthiness of the individual nodes to perform the computations and provide
reputation values that cannot be found in today’s network architectural (TCP/IP) [2].

The Named Data Networking (NDN) architecture was developed to address the
challenges of tracking and delivering the ever-increasing amount of content produced
and delivered online. Unlike the current TCP/IP architecture, which focuses on the
location of data, NDN focuses on the content itself. This allows for more efficient and
scalable content delivery, and improved security and privacy. In NDN, data is named
using a hierarchical naming scheme that makes it easy to find and retrieve. Data can be
stored locally or in the cache of nearby nodes. The physical address of the host node
is not required for communication in NDN, as the names of the data themselves are
sufficient to identify the desired content. This eliminates the need for DNS, which is a
major bottleneck in the current Internet architecture. The NDN architecture is designed
to be backward-compatible with the existing Internet, making it a straightforward and
scalable upgrade path [3].
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The original Internet design is elegant and powerful due to its hourglass architecture.
The narrow waist of the hourglass represents the core network layer, which implements
the essential features necessary for global interconnectedness. This small size has been
essential to the development of the Internet, as it has freed higher- and lower-layer
technologies from unnecessary limitations. The NDN design also has a narrow waist,
but it differs from the IP architecture in a fundamental way [3]. The use of data names
in NDN allows for more efficient and scalable content delivery, as well as improved
security and privacy. Data names are hierarchical, making finding and retrieving content
easy. They are also self-describing, which means they contain information about the
content, such as its type, size, and last modified date. Routers can use this information
to make more informed decisions about how to route data packets [4].

Integrating blockchain technology with NDN has recently gained much attention in
the research community. Scholars have highlighted the potential benefits of this integra-
tion, such as improved security, privacy, and scalability. NDN can also fulfill the needs
of blockchain applications by providing a secure and efficient way to store and transfer
data. This study focuses on integrating NDN and blockchain technology and discusses
the potential benefits of this integration [5, 6].

The use of blockchain overNDNwill be examined in this paper. The document layout
is as follows: We’ll present the Methodology in Sect. 2 and the Background review in
Sect. 3. A review of the latest studies of blockchain over NDNwill be covered in Sect. 4.
The discussions on the value of blockchain over NDN will be covered in Sect. 5. Open
challenges will be presented in Sect. 6 and Sect. 7 will conclude the paper.

2 Methodology

The narrative review method is used in this study to give readers enough background
information to comprehend the research issue and emphasize the value of new knowl-
edge. IEEE, ACM, Springer, and Elsevier are just a few of the research databases that the
researchers use. Papers are initially chosen based on the broad keyword” Named Data
Networks” and filtered to exclude duplicates and irrelevant ones. Additionally, particular
keywords like” Blockchain over Named Data Network,” Named Data Networks,” and”
Blockchain” are utilized to narrow down the articles that have been gathered. With 45%
of the total publications from the IEEEdatabase, the papers aremostly from2021 to 2023.
The remaining papers are sourced from various conferences and journals, with distribu-
tion percentages of 4%, 14%, 14%, 9%, and 14% for ACM, Springer, MDPI, Elsevier,
and other conferences and journals, respectively. The study adopts a qualitative approach
and conducts a narrative investigation. Qualitative research allows researchers to obtain
comprehensive data in their natural settings, offering the opportunity for data interpre-
tation given the interpretative nature of the study. Figure 2 illustrates the distribution of
articles from different resources.
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Fig. 2. Articles from different resources.

3 Background First Section

Blockchain and named data networking (NDN) are two emerging technologies that
have the potential to revolutionize the way we interact with the Internet. Blockchain is
a distributed ledger technology that can securely record and share data, while NDN is a
new networking paradigm focusing on content rather than location. In this section, we
will provide a background on blockchain and NDN. We will then discuss the potential
benefits of combining these two technologies [6].

3.1 NDN Forwarding Plane

NDN architectural design proposes two packet types: interest packets and data packets.
NDN users can access the data by subscribing to an Interest packet, which requests a
content object and returns it as a Data packet; both packets contain the name of the
content object. The Forwarding Information Base (FIB), the Pending Interest Table
(PIT), and the Content Store are the three significant Data structures that an NDN router
must maintain (CS) [3].

The FIB of an NDN router is often similar to the FIB of an IP router, with the
architectural difference that it holds name prefixes rather than IP address prefixes. By
doing this, the name prefixes may be sent to various interfaces. Each PIT section keeps
a record of the Interest’s name, arriving interface(s), and forwarding interface(s) that
it has been passed to (like a history table), when a router receives an interest packet,
it first checks the Content Store (CS) to see whether there is any matching Data. The
CS provides short-term in-network storage (caching) of the incoming Data packet. The
interface from which the Interest is coming receives the data immediately [7].

On the other hand, if the name matches, the interest will proceed to look up the PIT
entries. Suppose the name already appears in the PIT. In that case, it may be a duplicate
Interest that has to be discarded or a retransmitted Interest from the same customer sent
via a different outgoing interface (or an Interest from an alternate consumer requesting
the same Data). This causes the PIT to check the nonce of the Interest and update the
existing PIT record with the number of incoming interfaces. This effectively creates a
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multicast tree for users requesting the same Data simultaneously. If the Interest name
does not already exist in the PIT, it is added to the PIT and sent to the FIB, where the
forwarding plane module will handle it.

When a Data packet comes at this stage, the PIT is checked using the packet’s name.
The router delivers the Data packet to the interface(s) from which the Interest arrived
and deletes the PIT entrance if there is a match in the PIT entrance. Data packets then
frequently follow the interests’ backward routes. The Data packet is discarded or cached
in the CS if no match is detected. Every Interest has an associated lifespan that the
consumer determines; if an Interest is unsatisfied before its lifetime expires, a PIT item
is removed. Nevertheless, an NDN router may keep a Data packet in the CS due to the
signature’s uniqueness and the dependability of the caching strategy. Even so, future
interests can be satisfied using the data packets stored in the CS [8].

3.2 Blockchain Framework

Most modern blockchain systems use a common framework that was first established in
Bitcoin and Ethereum and may be organized generally into four levels [9] as follow:

Application Layer: By utilizing smart contracts, the decentralized applications of
blockchain technology, such as supply chain management, identity management, and
notarial services, have grown to include the application layer, which is used for
cryptocurrency transfers.

Data Layer: A blockchain framework’s data layer contains structures for consen-
sus, data transfer, and ledger maintenance. Blocks are connected via hash references;
however, block architectures may vary.

Consensus Layer: The shared ledger is created via a process followed by the consensus
layer in blockchain nodes, with copies on each node. Consistency requires agreement on
how transactions should be executed in order. For quicker processing, transactions are
organized into blocks, and the block sequence is chosen instead. The PoW consensus,
used by many blockchain systems, is infamous for its lengthy transaction times and lack
of transactional finality because of ledger forking. Researchers are looking into novel
consensus methods to get over these restrictions and support a range of blockchain
technology use cases.

Transport Layer: The blockchain network’s transport layer defines how transactions
are recorded to the ledger and how blockchain data is propagated. Public blockchains
like Bitcoin and Ethereum use a P2P overlay to transfer data items to all nodes from a
single source. The transport layer of the blockchain network controls how transactions
are recorded and propagated.

4 Blockchain over Named Data Networks

Most research on Named Data Networks and Blockchain technology has been done
independently. Table 1 shows recent years that adopted Blockchain over NDN in various
fields, including security and privacy, networks, the Internet of Things, mobility, and
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others. TCP/IP was the primary platform for the blockchain’s creation. When a node
sends data over TCP/IP to several nodes, it must first package that data in a packet and
send it to each node separately, which results in extra data transfer. NDN uses in-network
caching, which can help to enhance the entire broadcast of a blockchain application.

NDN’s data-centric methodology makes it possible to synchronize blocks on a
blockchain effectively and distribute records. Data inNDN is gathered from the complete
network rather than from a single node or location. Since there is no concept of a light
node or a full node with blockchain technology via NDN, all nodes are treated equally.
This resolves a critical security flaw in existing distributed ledger systems where the
light node depends on the entire node to receive and deliver data, leaving it vulnerable
to the full nodes’ malevolent behavior [10].

The studies in [10–12] investigate how different blockchains, including public, pri-
vate, and consortium blockchains, can distribute data across NDN. Anyone with internet
connectivity can become a certified node on a public blockchain, which is open and
unrestricted and welcomes new nodes. A new node relay pressure metric is used for
routing decisions in a green global routing system (GGNRP) to reduce power consump-
tion and forwarding time [11]. Using a blockchain-based key management system for
safe key distribution and verification is also suggested. While several organizations run
consortium blockchains, private blockchains are used only by particular enterprises or
organizations.

With the potential to expand NDN application ecosystems, a new blockchain plat-
form proposed in [12] uses named data networking (NDN) rather than the conventional
internet protocol (IP) to build blockchain platforms. The suggested framework [13],
which uses NDN and IPFS for data management and has three layers—the data layer,
the blockchain layer, and the application layer—offers superior privacy protection, scal-
ability, and efficiency than existing federated learning frameworks. The blockchain is
used to store the aggregated data and to ensure its integrity. The framework has several
advantages over traditional federated learning frameworks. First, it provides better pri-
vacy protection for the raw data. Second, it is more scalable and can support many edge
devices. Third, it is more efficient, as it does not require transferring large amounts of
data to the cloud server.

A new certificate ledger system called CLedger. CLedger is a distributed system that
uses named data networking (NDN) to store and manage certificates [14]. As NDN is
naming data instead of nodes, this makes it possible to store and manage certificates in
a distributed manner without having to worry about the identity of the nodes that store
the certificates [14].

In addition, researchers in [15] proposed an XRP-NDN Overlay as a solution for
improving the communication efficiency of consensus-validation-based blockchains like
theXRPLedger. It does this by using aNamedDataNetworking (NDN) overlay network.
This allows for more efficient routing, as data can be routed directly to the destination,
without having to go through a central server. In [9] it is suggested to use blockchain
technology and hierarchical identity-based cryptography (HIBC) to construct anony-
mous identities and independently verify the validity of data in named data networking
(NDN).
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Table 1. Blockchain over Named Data Network related works

Ref Year Area Contribution

[11] 2021 Security Present a routing scheme based on node relaying pressure and
blockchain-based key management scheme

[12] 2023 Routing Present new protocols for propagating blockchain data using NDN
features

[13] 2022 Routing Proposed framework consists of three layers and used NDN to name the
aggregated data

[14] 2023 Security Design of CLedger, a secure distributed certificate ledger

[15] 2023 Routing Proposed an XRP-NDN Overlay to enhance the effectiveness of
communication across consensus - validation-based blockchains

[9] 2022 Security Presents hierarchical identity-based cryptography (HIBC) and
blockchain-based security method for NDN

[16] 2023 Security Proposed efficient and secure auditing of data transmission behavior for
NDN IIoT networks

[17] 2023 Security Proposed a NACDA approach for data verification in NDN, which
improved the considerable delays brought on by the extremely dynamic
nature of vehicle networks

[18] 2023 Security Proposed a decentralized data authentication mechanism based on
blockchain technology

[19] 2023 Trust Build mechanics trust between vehicles using NDN to route data
efficiently, and blockchain to record transactions securely

[20] 2022 Security proposed a system called BIoVN, to secure IoV over NDN

[21] 2023 Routing Present a new data dissemination protocol called A-C is based on the
NDN forwarding

[6] 2022 Routing Proposed a deployment of named data networking (NDN) at the
network layer of the blockchain to provide differentiated QoS assurance

[22] 2023 Routing Proposed a framework called AFFIRM for generating, validating,
storing, and retrieving mobility data in Web3 applications

[23] 2022 Trust Present a trust management system is to allow well-behaved peers to
gain a good reputation

[24] 2021 Security Proposes a novel encryption-based data access control scheme for
Named Data Networking (NDN) using Role-Based Encryption (RBE)

[25] 2023 Trust Proposes a proof-of-trust-based data authentication system for
blockchains in NDN

[26] 2022 Routing Proposed access control system based on NFT enables NDN routers to
forward ciphertext data

[27] 2022 Routing This paper proposes integrating blockchain and NDN to improve
document content storage

(continued)
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Table 1. (continued)

Ref Year Area Contribution

[28] 2023 Security Proposed a CCN-based secure content delivery scheme for V2G
networks

[29] 2022 Security Proposes a security architecture for NDN based on a consortium
blockchain and bootstrapping procedures

The authors [16] In the Industrial Internet of Things (IIoT), the study provides a
simple transmission behavior audit scheme for Named Data Networking (NDN). The
blockchain-based system makes it possible to audit data transmission behavior in NDN
networks safely and effectively. It consists of three basic parts: a lightweight auditor for
gathering and submitting records to the blockchain, a blockchain-based audit system for
managing records, and a data packet for carrying audit records. The findings show that
NDN networks can effectively detect malicious activities and have high throughput and
low latency.

IN [17] proposed Naming-Based Access Control and Decentralized Authoriza-
tion (NACDA) system addresses challenges in data verification in dynamic vehicular
net works by enabling secure and flexible data sharing on the Named Data Network
(NDN) using Identity-Based Encryption with Wildcard Key Derivation (WKD-IBE)
and blockchain. A new mechanism has been proposed in [18] to provide a decentralized
data authentication mechanism based on blockchain technology that is both efficient and
straightforward.

A new framework proposed in [19] uses VSNs to build trust between vehicles, NDN
to route data efficiently, and blockchain to record transactions securely. The framework
is designed to be P2P, meaning that vehicles can trade energy directly with each other
without needing central authority. While in [20] the authors proposed another system
called BIoVN, which is a combination of blockchain technology and named data net-
working (NDN) for the Internet of Vehicles (IoV). The purpose of this system is to
improve the security of vehicular communications over NDN.

The authors in [21] introduce the Named Data Networking (NDN) and Erasure
Coding (EC)-based A-C data distribution protocol. The protocol uses a two-layer NDN-
based publication-subscription mechanism to maximize bandwidth efficiency and speed
up data dissemination. It focuses on the prompt distribution of blocks and transactions
in blockchain systems, which is crucial for consensus, effectiveness, and security. The
A-C protocol improves data transmission efficiency and security in blockchain sys-
tems, reduces data redundancy, and addresses shortcomings of flooding-based gossip
protocols.

A deployment of named data networking (NDN) at the network layer of the
blockchain to provide differentiated QoS assurance is proposed in [6]. It discussed
the use of window sliding and forwarding strategies to speed up packet processing and
meet the delay requirements of delay-sensitive packets. Also, a blockchain framework
called AFFIRM for generating, validating, storing, and retrieving mobility data in Web3
applications. This framework enables nearby devices to self-organize as a fog network
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and collaboratively train machine learning algorithms locally to securely generate, val-
idate, store, and retrieve mobility data via consensus leveraging Information Centric
Networking as the underlying architecture [22].

Author in [24] proposes a novel encryption-based data access control scheme for
Named Data Networking (NDN) using Role-Based Encryption (RBE). The scheme
ensures efficient data access control over hierarchical content, making it suitable for
large-scale content-centric applications like Netflix. The study [25] proposes a proof-of-
trust-based data authentication system for blockchains. The technique collects votes from
a group of nodes to distribute and store items in the cachememory. The suggested system
provides a fresh data authentication option for the upcoming Internet environment while
attempting to address difficulties with tainted cache memory. In [26] smart contracts
are used to distribute AttributeNFT and AccessNFT, a proposed access control system
based on Non-Fungible Token (NFT) that enables NDN routers to forward ciphertext
data packets only to authorized users, assuring data security and secure distribution. To
increase document content distribution, security, and network speed, research in [27]
suggests fusing blockchain technology with Named Data Networks (NDN).

Three key contributions are made in the paper’s proposal for a CCN-based Three key
contributions are made in the paper’s proposal for a CCN-based secure content delivery
scheme for V2G networks: in-network caching for quick content delivery; a contract
theory-based incentive scheme to entice vehicle participation, and the proof of authority
consensus algorithm for secure content delivery and network trust [28]. Authors in [29]
Used a symmetric-key-based authenticated encryption technique and a one-way hash
chain for source authentication, this article suggests a security architecture for NDN that
is based on a consortium blockchain and bootstrapping procedures. In [30] proposed
CPA detection and prevention mechanism includes a threshold-based content caching
system, a blockchain system for privacy, and an extension of NDN to push-based content
dissemination.

5 Discussion

With the goal of replacing TCP/IP at the network layer, adopting blockchain technology
over NDN offers special benefits and applications that will benefit both the blockchain
community and established online services. [5]. By focusing on network-level connec-
tivity and adopting “data-driven authenticity” to assure the security of the data’s source,
blockchain over NDN prioritizes data over location and ensures real decentralization.

Researchers are interested in how specific technologies are emerging. Data retrieval
is efficient using NDN, and data security is ensured via blockchain. Some scholars
believe using blockchain technology for the current IP would be unwise. Instead, using
blockchain technology over NDNmay lead tomore effective performance [6, 11]. NDN,
a hypothetical future Internet architecture, can support blockchain technology, offering a
dependable way to maintain databases without central authority. Blockchain over NDN
fixes IP network problems and provides a decentralized system, making connecting
nodes and synchronizing data simpler. Trust models can be centralized or decentralized;
a prior method involved a central credit authority to collect and disseminate reputation
values, but this method still entailed communication costs [15].
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Decentralized approaches eliminate the single point of failure problem by allowing
each node to calculate ratings and share them with other nodes independently, but this
requires the trustworthiness of the individual nodes to perform the computations and
provide reputation values. While Encryption is incorporated into NDN to provide data
security and authentication, and trust management enables good peers to build up a
positive reputation while identifying and excluding bad peers from transactions [13,
25].

The decentralized nature of P2P networks needs a dispersed strategy in contrast to
online reputation models. Blockchain over NDN can provide a decentralized system that
is more efficient and simpler to implement. By using blockchain technology over NDN,
it is possible to reduce the transmission cost, eliminate redundant network traffic, clear
up congestion, and boost network efficiency.

Blockchain over-Named Data Network (NDN) provides several advantages and
addresses specific data networking needs. Here are some of the reasons why blockchain
is seen as useful in conjunction with data networking [5, 6, 9, 11–30]:

Enhanced Security: Blockchain provides a decentralized, tamper-resistant framework
to secure data transactions and data distribution. Integrating blockchain into NDN
strengthens data integrity and authentication reducing the risk of unauthorized access
and manipulation.

Data Ownership and Control: Blockchain’s smart contracts allow for fine-grained
data ownership and control. In NDN, where data is accessed based on the name,
blockchain can help to secure and transparentlymanage data ownership, enabling content
creators to take control of their intellectual property.

Trust and Transparency: Blockchain’s distributed ledger provides an unalterable
record of data exchanges and transactions. Integration into NDN increases trust and
transparency by allowing for verifiable, auditable, and transparent delivery and sharing
of data. This is especially important in supply chain management and decentralized
applications, where participant trust is essential.

Resilience and Data Availability: NDN’s in-network caching capability, combined
with the blockchain’s decentralized nature, can improve the availability and resilience
of data. Blockchain over NDN can utilize distributed storage and caching capabilities,
ensuring that content remains available even during network disruption or failure.

Better Consensus and Governance: Blockchain introduces consensus mechanisms
allowing decentralized decision-making and governance. When integrated with NDN,
blockchain can be used to implement consensus protocols to facilitate agreement on the
content distribution policies, the allocation of network resources, and participation rules
in the NDN ecosystem.

6 Open Research Challenges

The review highlights the possible advantages and drawbacks of employing blockchain
technology in the context of Named Data Networking (NDN), emphasizing the need for
additional research into security and content caching issues as well as unsolved privacy-
related concerns [5, 25, 28]. It also highlights the need for real-time fairness among
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network miners, emphasizing the unfairness that results when the miner nearest to the
producer receives a newly created block earlier than other miners and the need to foster
network miner dynamics [5, 6].

Performance Optimization: Future research should concentrate on creating effective
consensusmechanisms and algorithms to integrate blockchainwithNDN, to reduce over-
head and maintain security guarantees by investigating solutions like sharing off-chain
transactions, and optimized consensus protocols to improve scalability and transaction
throughput.

Privacy-Preserving Techniques: The highlighted text suggests that researching
privacy-preserving methods in Blockchain over NDN can aid in creating mechanisms
that safeguard data privacy while utilizing the blockchain’s transparency. These methods
include zero-knowledge proofs, securemulti-party computation, and differential privacy.

Interoperability and Standardization: Future research can concentrate on creating
interoperability frameworks and standards to allow seamless integrationwith current net-
work infrastructures and protocols as blockchain integration with NDN advances. This
entails determining standardized data formats for blockchain-based NDN and looking
into ways to connect various blockchain systems.

Security and Trust Model Design: By establishing new cryptographic methods and
consensus mechanisms, more research is required to produce secure and reliable models
for integrating blockchain with NDN, solving issues such as secure content naming,
identity management, and combating Sybil attacks.

Real-WorldUseCases andApplications: Future research should concentrate on iden-
tifying and examining real-world use cases and applications, such as IoT, content distri-
bution networks, supply chainmanagement, decentralizedfinance, and healthcare,where
Blockchain over NDN can offer significant benefits to assess feasibility, performance,
and impact.

7 Conclusion

Blockchain technology is a new concept in NDN that is quickly gaining footing.
Blockchain technology over IP still has several significant issues, such as a lack of
hierarchical access efficiency. These issues have been resolved by adopting blockchain
technologyoverNDN,which provides a decentralized systemand streamlines the design.
This article outlined the research examining the application of blockchain technology
in NDN. Over NDN, we discussed some of the difficulties with blockchain technology.

The investigation revealed that with an increased number of articles each year,
blockchain technology in NDN is receiving increased attention. The survey report
demonstrates that the search for Blockchain technology over NDN is still in its infancy,
encouraging the NDN research community to devote serious attention to the issue.
This study will clear the way for scholars interested in learning more about leveraging
blockchain technology over NDN.
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Abstract. The Malaysian Dasar Industri Kreatif Negara (DIKN), or the
Malaysian National Creative Industry Policies, was launched in 2010 and created
a list of creative offerings broken down into three sectors: Creative Multimedia,
Creative Cultural Arts, and Creative Cultural Heritage. Each of these sectors has
its behaviors, problems and mechanisms and requires a tailored approach to its
promotion. The policy’s main objective is to promote creativity, ensuring both
economic and social benefits sustainably. It has now been ten years since DIKN
was launched. Although it has generally shown a positive effect, the vibrancy of
the creative economy is still less than satisfactory compared to other Asian coun-
tries such as Indonesia and Thailand. Until now, no comprehensive study has been
conducted on the effectiveness and impact of DIKN on the country. Therefore,
this article discusses the existing problems and compares the policies of different
countries regarding the development of the creative industries sector. To achieve
the study’s objectives, a three-stage approach was adopted, including a compar-
ative analysis and synthesis of the literature on creative industries concepts and
policies, a quantitative survey of 134 creative industries stakeholders in Malaysia
on their views on the DIKN, and a generalization of the overall findings. Findings
from this study show that there are big spaces for improvements in the current
policy in line with new trends and technological advancements. The results of this
study will be able to highlight the weaknesses of existing policies in Malaysia
and suggest improvements in the scope of the field, as well as propose a strategic
framework for the development of Malaysia’s creative industries sector.
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1 Introduction

The creative industry inMalaysia is one of the positive contributors to the Gross Domes-
tic Product (GDP). Accordingly, the National Creative Industry Policy (DIKN) was
launched in 2010 as the main policy to set the basic principle of development in driv-
ing the country’s creative activities to be more productive and economical. Three main
scopes are classified: creative multimedia, cultural arts, and cultural heritage to meet the
industry’s needs and support each scope’s development and progress. It has now been ten
years since DIKN was launched. Although it has generally shown a positive effect, the
vibrancy of the creative economy is still less than satisfactory compared to other Asian
countries such as Indonesia and Thailand. Until now, no comprehensive study has been
conducted on the effectiveness and impact of DIKN on the country. Furthermore, the
scope of the creative industry needs to be updated according to the latest trends towards
globalization and Industrial Revolution 4.0.

Therefore, this article discusses the existing problems and compares the policies of
several countries regarding the classification of the creative industry sector. The results
of this study will be able to identify the weaknesses of existing policies in Malaysia
and suggest improvements in the scope of the field, as well as in the future research to
propose a strategic framework for creative industry.

With this strategy, existing policies can be improved, becoming a specific guide
for the government, practitioners, entrepreneurs, and entrepreneurs to produce higher
quality creative content and gain a place in the local and international markets without
neglecting the local cultural aspect.

Today’s global development, especially in the era of IndustrialRevolution 4.0, greatly
impacts the creative industry’s and related fields’ development. This directly contributes
greatly to social, economic, cultural, and technological development in all corners of
the world, including Malaysia. This development is one of the drivers of global eco-
nomic growth, especially involving developed and developing countries. For example,
in the United States in 2015, the growth of the creative industry contributed as much as
USD763.6 billion in addition to providing employment opportunities of 4.92 million,
which contributed 4.2% ofGDP [1]. TheUnited States is also a big pioneer in developing
this industry with the establishment of Hollywood, which produces films and famous
actors that greatly impact the country’s income.

Research highlights from [2] explain in South Korea is another example of creative
industry development in Asia resulting from the Asian economic recession in 1997.
South Korea has stopped all imports of entertainment materials from outside, especially
from Japan. In addition, the South Korean Ministry of Culture has also launched several
entertainment projects to strengthen local culture and produce new talents. This project
involves nearly 300 higher education institutions throughout South Korea. It turns out
that the results of this strategy have yielded high-impact results today. As a result of
this innovative initiative, South Korea is now one of the most successful countries in
producing creative industries in the world. Programs like K-POP, Running Man and
many more have millions of fans all over the world. According to a report by the Korean
Foundation, there are 35 million ‘Hallyu’ fans from 86 countries. Hallyu or Korean
Wave is a term given to spread Korean pop culture (K-Pop and drama) globally and
internationally.
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This phenomenon is at least enough to worry creative industry superpowers like
the United States about the possibility of South Korea dethroning them as the world’s
main cultural exporter in the future. The average analyst believes that the US Music
Industry model built for the 20th century consumer with limited distribution channels, a
hyperfocus on music and a strong reliance on copyright is no longer relevant to current
and future global consumer trends [3]. In addition, the landscape of Korean Popular
Culture, better known as K-Pop, focuses more on 21st-century strategies. The model of
Korean popmusic thatwe face today, for example, is the result of systematic planning that
began two decades ago, considering the development of digital technology. They focus
on the “industrialization” of music production, with hit warehouses and star production
academies. Candidate artists are selected among those who are bilingual and can sing,
dance, and act. The K-popmusic industry is all about building “multimedia” stars for the
global stage, with diverse income streams that are not overly dependent on copyright to
earn royalties. K-Pop focuses on the consumer’s “multimedia” experience through TV
channels that use Korean-made brands. The first appearance of a new artist is broadcast
onTValongwith a video and viaYouTube. For entertainment companies, Korean culture
is a commodity that can be exported and sold around the world.

Therefore, as a country rich in culture with diverse races, Malaysia can make South
Korea a case study for developing the country’s creative industry. Thus, a robust creative
industry development strategy framework inMalaysia needs to be established to achieve
the desire and vision to become a country that produces quality creative content from
cultural value and creativity.

It has now been ten years since DIKN was launched, although generally showing
positive effects. However, the vibrancy of the creative economy is still less than satis-
factory compared to other Asian countries such as Indonesia and Thailand. There are
reports regarding the DIKN grant that failed to drive the creative industry [4]. Further-
more, the scope of the creative industry needs to be updated in accordance with the
latest trends towards globalization and IR4.0 as recommended by the Minister of Com-
munications and Multimedia [5] and recommendations from the Malaysian Television
Producers Association (PPTM) to see the diversity of platforms new such as “digital
movie”, “digital games” and so on [6]. Until now, there has been no comprehensive
study on the effectiveness and impact of DIKN after ten years of being enacted. This
study needs to be done for all sectors of the creative industry and related new sectors.

Furthermore, Thomas Barker from the University of Nottingham Malaysia has also
researched and emphasized the issue of non-creative creative industry policy [7]. He
explained that despite the various funds and initiatives allocated by the government
for the creative industry, these efforts are only for the short term without considering
the investment of long-term methods to increase sustainability, expand the number of
viewers and improve the quality of content.

Management aspects in creative industry projects also need to be alignedwith the lat-
est technology, employee lifestyles, working patterns, flexible production management,
financial management and so on in order to meet current trends that require fast and
efficient production [8–10]. In addition, a study by [11] found that the creative content
industry in Malaysia exists in a less encouraging ecosystem. Malaysia’s creative media
content industry faces various challenges from the aspects of policy, value system, work
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culture and human management. Indirectly, unsystematic human management has had
a negative impact on the quality of published content. Media production focusing on the
capitalist and post-liberal value system (neoliberalism) can damage Malaysian society’s
aesthetic value and artistic heritage.

The creative industry suffers froman imbalance between the initiative towards human
development (in the creative industry) and the ambition to place Malaysia among the
countries known as producers of quality content. The training provided by government
and private agencies is more focused on developing skills related to media production,
which is more technical. Aspects of human development and management are given
less attention. Therefore, a framework that includes humanitarian elements, skills and
content values is very relevant, especially in an era where the industry needs to prepare
to face the era of Industrial Revolution 4.0 (IR 4.0) and Society 5.0 (Society 5.0) [12].
The development of Society 5.0 needs to go hand in hand with soft development in
the creative industry and be more comprehensive to ensure a sustainable and balanced
community environment.

2 Methodology

A three-stage approach was designed to achieve the objectives of the study. The first
stage involves the theoretical approach, which contains the logical and comparative
analysis and synthesis of scientific literature on concepts of creative industry and the
policies developed for some countries with a special interest in influencing the economic
development of countries. Secondly, this study employed a quantitative survey of the
creative industry stakeholders in Malaysia on their opinion on the National Policy of the
Creative Industry. The data were analyzed using descriptive analysis. In the third stage,
based on the obtained theoretical results and the results of statistical data analysis, the
generalization and final results visualization were carried out.

Findings of the analysis for the first stage are discussed in Sect. 3, where further
discussion revolves around data related to the Malaysian GDP, the definition of creative
industry terms, an introduction to DIKN, local content and Islamic culture in the creative
industry, as well as an analysis of the latest technology applied to the creative industry. In
addition, Sect. 4 presents a comparative analysis of the differences between 11 classifica-
tions of creative industry in a few countries. It was also referred to theWorld Intellectual
Property Organization (WIPO), United Nations Conference on Trade and Development
(UNCTAD), European (EU) Commission, and United Nations Educational, Scientific
and Cultural Organization (UNESCO). In the second stage of this study, a survey was
employed to the 134 respondents from the creative industry stakeholders in Malaysia on
their opinion on the DIKN. Finally, the study is concluded and discussed.

3 Creative Industry for Sustainable Nation

Malaysia is among the ten main contributing countries among developing countries that
activate the creative industry and generate asmuch as RM11 billion for the national econ-
omy by providing as many as 86,000 job opportunities [13]. According to the UNCTAD
report, in 2018, MSC Malaysia companies under this cluster recorded a sales value of
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RM7.69 billion with an export value of RM1.4 billion. In addition, this industry has
provided 11,471 job opportunities [14]. The potential of the country’s creative industry
can continue to be developed to a higher level. However, the DIKN launched in 2010
is still under-applied, and its development is relatively slow compared to neighboring
countries such as Thailand and Indonesia. Many studies have also been done, such as
a search on Google about the development of the creative industry in both countries.
However, there is still little or no in-depth study on the impact of DIKN on this issue.
The following graph shows the contributions of the creative industry to Malaysian GDP
from 2010 to 2020 (see Fig. 1).

Fig. 1. Contribution of creative industry to GDP from 2010 to 2020 of Malaysia

3.1 Creative Industry Definition

Various definitions of the activities included in the creative industry have been proposed.
The use of the term creative industry varies between countries. Major organizations such
as UNESCO define creative industry as industries that combine the creation, production
and commercialization of intangible and cultural products. These creative products are
usually protected by copyright in the form of goods or services [15]. There is a view
that says the focus should be on creativity rather than culture. The United Kingdom
government, for example, defines the creative industry as an industry that has its origins
in the creativity, skills and talents of individuals and that has the potential for wealth and
creating employment opportunities through the generation and exploitation of intellec-
tual property [16]. Although the United Kingdom government pioneered the concept and
use of creative industry terminology, the definition above cannot escape criticism and
debate. This is because this definition seems to place all creative products with potential
economic generation as part of the creative industry. Does creating engineering products
that start from creative ideas and have economic value also count as part of the creative
industry?



A Review of Policy on Creative Industry for Sustainable Nation 385

The Malaysian government outlines the definition of the creative industry in the
context of Malaysia as he consolidation and production of individual or group abili-
ties and talents based on creativity, innovation and technology that lead to a source of
economic success and high income for the country by emphasizing the aspect of works
and intellectual copyright in accordance with the culture and the pure values of racial
diversity in Malaysia [17]. This definition clearly shows that the Malaysian government
gives a balanced focus between creativity and culture. In addition, the aspect of indige-
nous knowledge (IK) is also emphasized. This exploration and application of IK is very
important and useful in finding uniqueness in producing creative products that can attract
the interest of international consumers and the global market [18].

3.2 The National Creative Industry Policy (DIKN) in Malaysia

In Malaysia, the DIKN was formulated as a policy to set the basic principles of creative
industry development. This policy was established to explain the direction and develop-
ment of the country’s creative industry and stimulate all creative activities to be more
productive and economical through the synergy of the public and private sectors. Based
on DIKN launched in 2010, the policy classification is divided into three main scopes
of the creative industry: creative multimedia, cultural arts, and cultural heritage.

• CreativeMultimedia. CreativeMultimedia “consists of industries that apply the latest
technological advances in producing creative products” [17], for example, film and
TV, advertising, art design, animation, and digital content. The opportunities for the
Creative Multimedia industry are vast to explore the latest trends towards film, video
game development on multiple platforms, animated content on television or film, and
even the latest mobile applications for mobile internet devices.

• Creative Art and Culture. Creative Art and Culture related to of producing artworks
that are characteristic of Malaysian culture, music, performance art, visual art, crafts,
creative writing, fashion, and textiles [17]. Among other things, the government has
prepared the Palace of Culture, the National Gallery of Art and the National Craft
Complex as an initiative to fuel these industries further. Apart from that, there is the
City Hall, the City Theatre, and the Main Hall of the Malaysian Tourism Center, all
located in Kuala Lumpur. In addition, various art and cultural activities are planned
and organized, and most are concentrated around the Klang Valley only.

• Creative Cultural Heritage. This scope includes museums, archives, restoration, and
conservation of local cultural heritage.

DIKN aims to provide a comprehensive creative industry development roadmap to
achieve the following goals:

• Make the creative industry a dynamic sector that can increase its Contribution to the
country’s GDP and further contribute to a high-income economy;

• Support the development of a competitive, viable and resilient creative industry at
the domestic and international levels;

• Provide facilities and infrastructure and improve a conducive environment to promote
the growth of the local creative industry;

• Drive the growth and recognition of intellectual property in the creative industry
through training and accreditation programs;
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• Develop and utilize technology as a catalyst for creative industries and
• Proliferate information sources and highlight the symbolism of local culture and

national identity to the global level.

The creative industry can generate the economy through financial returns generated
from the industry’s activities. A growing creative industry could increase investment in
related aspects and supporting industries.

3.3 Local and Islamic Cultural Content from a Malaysian Perspective

Cultural heritage reflects a community’s life among people inherited from generation
to generation. According to UNESCO, cultural heritage consists of customs, practices,
places, objects and artistic expressions. It can be produced in tangible and intangible
forms [19]. For example, cultural heritage in the category of oral tradition (oral tradition)
such as ‘Awang Batil’ (Awang Batil is a storyteller concept that can only be found in the
state of Perlis) needs to be preserved in a documentary format so that it can be understood
easily and clearly and attract the interest of the audience, especially among the younger
generation.

Problems arise when there is a wide gap between the academic world and the creative
industry, which is the main cause of failure to dignify Malay cultural heritage through
documentary films. Many producers admit they lack time to research before publishing
a documentary [20]. Scripts processed without being guided by research results will
negatively affect the public’s understanding of the Malay and Islamic cultural heritage
that the media is trying to convey. This situation is very worrying after the study of [20]
found that almost half of the screenwriters in this country think the research process is
unimportant.

Screenwriters in this country are also found to be lacking in ideas and less creative,
so much so that they are willing to take risks that can affect the quality and validity
of a published documentary [21]. Therefore, documentaries based on research results
are a suitable medium to educate the public about cultural heritage and human figures
who are increasingly being forgotten, such as Awang Batil. It is the responsibility of
scriptwriters, directors and producers of Muslim TV and films to produce media content
with Islamic elements to spread good values through their works [11, 22].

Therefore, the effort to dignify cultural heritage is the responsibility of all parties,
including the creative industry and policymakers. A comprehensive development strat-
egy framework that includesworking and religious life that applies good values in human
management, education and content in the creative industry is very important. However,
various local content can be produced through new guidelines for digital content, which
also need to be established in parallel with IR4.0.

3.4 Technology Related to Creative Industry

Various elements based on the adaptation of Industrial Revolution 4.0, such as coding
(QR-Code), 3D model making, simulation, animation, virtual reality, and various inter-
active applications, have been used now through the digitization of creative design and
product development activities, education, marketing, and creative content development
that relevant to the current situation. Examples are as follows:
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• Advertising. The form of advertising is now not only through print media, radio,
electronics, and websites but also using virtual technologies such as virtual reality
(VR) and augmented reality (AR); for example, [23] uses advertising for housing and
[24] discusses catalogs Ikea.

• Online Creative Services. Now, various platforms are available for creative
entrepreneurs to get jobs through “freelancer” services worldwide for graphic design
and video editing, such as Freelancer.com and Upwork.com [25].

• Crafts. Craft-making activities are also adapted with the use of creative technology,
such as using 3 3-dimensional printers. In addition, this product is marketed through
digital technology as has been carried out by Kraftangan Malaysia on National Craft
Day 2019, which is to provide a Digital Park where visitors experience digital expe-
riences through activities such as Virtual Assistant, Augmented Reality (AR), Digital
Craft Book, Virtual Shop (e-Commerce), Chatbot, QR-Code AR, Interactive Wall
and Virtual Reality [26].

• Video, Film and Photography. Creative activities related to video production, film
and photography services, and video and film distribution include script writing, film
shooting, cinematography, and film exhibition. This field is growing with the birth of
various forms of digital media and audio-visual technology; the latest example is a
film based on virtual reality [27].

• Interactive Games. Creative activities related to creating, producing, and distributing
computer and video games are entertainment, dexterity, and educational. For example,
online games that are now increasingly popular and have been recognized as e-sports
are PUBG and Mobile Legend. This eSport has become a career that brings good
results [28].

• Music. Creative activities related to creating, producing, distributing and retailing
sound recordings, recording copyrights, music promotion, lyricists, composers of
songs or music, musical performances, singers, and musical compositions. This cre-
ative work is produced digitally easily and marketed digitally on various platforms
such as Spotify for global markets [29].

• Performing Arts. Show productions, ballet shows, traditional dance, contemporary
dance, drama, traditional music, theater music, opera, and lighting art promise a
fun audience experience such as the use of LED screens and can give interactive
performances. For example, Encore in Melaka uses various elements of the latest
technology (Encore-Melaka.com).

• Television and Radio. Creative activities related to the creation, production and pack-
aging, broadcasting, and television and radio that combine high-resolution audio-
visual quality (HD) with Internet technology such as IPTV supported by smart TV
technology.

4 Classification of Creative Industry: Cross Country Comparison

A comparative analysis was conducted to find differences between the classification of
the creative industry in a few countries. It was also referred to by the World Intellec-
tual Property Organization (WIPO), United Nations Conference on Trade and Develop-
ment (UNCTAD), European (EU) Commission, and United Nations Educational, Scien-
tific and Cultural Organization (UNESCO). The countries include Malaysia, Thailand,
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Indonesia, SouthKorea, Taiwan, China, and theUnited States ofAmerica (USA). Table 1
shows the classification of the creative industry among these countries.

The table indicates that different countries have different classifications and defini-
tions of creative industry areas, which signifies the different calculation of GDP contri-
butions for their economic indicators. Malaysia should revise its creative industry policy
and include other areas that should be calculated for its GDP.

Table 1. Classification of the creative industry in different countries

Industries/Services A B C D E F G H I J K

Advertising / / / / / / / / / /

Architectural and related / / / / / / / /

Design / / / / / / / / / / /

Fashion / / / / / / /

Film, video and sound / / / / / / / / / / /

Hardware / / / /

Music / / / / / / / / / /

Museum/gallery / / / / /

Print media / / / / / / / /

Software / / / / /

Sport /

Performing arts / / / / / / / / / /

Broadcasting/Production / / / / / / / / /

Video games / / / / / / /

Visual arts and related / / / / / / / / /

Handicraft / / / / /

Innovative and lifestyle /

Tourism /

R & D /

Cultural exhibition / / / /

Publishing / / / / /

Independent artist /

Notes: A: WIPO, B: UNCTAD, C: EU Commission, D: UNESCO, E: Malaysia, F: Thailand, G:
Indonesia, H: South Korea, I: Taiwan, J: China, K: United States of America
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5 A Quantitative Survey of the Creative Industry Stakeholders
in Malaysia

A quantitative survey was employed to the creative industry stakeholders in Malaysia
on their opinion on the National Policy of Creative Industry. An online questionnaire
was designed to collect data, and a five-point Likert Scale from 1 (Strongly Disagree) to
5 (Strongly Agree) was used to measure the agreement level of the respondents. Using
convenience sampling, which was distributed online via social media, a short messaging
system, and messaging services, the survey received 134 responses from various sectors
(Table 2), education levels (Table 3) and monthly income (Table 4).

Table 2. Frequency distribution of respondent’s employment sectors.

Sector Frequency Percentage

Government 63 47

Self-employed 25 18.7

Private 19 14.2

Statutory body 12 9

Government-linked Agency 2 1.5

Others 13 9.7

Total 134 100

Table 3. Frequency distribution of respondent’s education levels.

Education Level Frequency Percentage

Undergraduate 55 41

Postgraduate 20 14.9

Diploma 20 14.9

Certificate of Malaysian Education (SPM) 20 14.9

Ph.D 2 1.5

Lower secondary Assessment (SRP/PMR) 1 0.7

Others 7 5.2

Total 134 100

The results of the respondent profiles indicate their demographics. The frequency
distribution of respondent’s employment sectors presented in Table 2 shows that the
majority (63 out of 134, 47%) of the respondents were from Government sectors, fol-
lowed by self-employed, 25 (18.7%). In terms of educational level, Table 3 presents
the frequency distribution of the respondent’s educational background. The analysis
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describes that 55 (41%) respondents were Undergraduate; 20 (14.9%) each were Post-
graduate, Diploma and SPM. In addition, Table 4 shows that a majority (46.3%) of the
respondents belonged to the monthly income group, RM2,500-RM5,000; 32 (23.9%)
were from the monthly income group, RM5,000-RM10,000; 23 (17.2%) were from
monthly income group RM1,000-RM2,500; and 7 (5.2%) were more than RM10,000.

Table 4. Frequency distribution of respondent’s monthly income.

Monthly Income Frequency Percentage

Less than RM1,000 10 7.5

From RM1,000 to RM2,500 23 17.2

From RM2,500 to RM5,000 62 46.3

From RM5,000 to RM10,000 32 23.9

More than RM10,000 7 5.2

Total 134 100

5.1 Opinions on the Malaysian National Policy of Creative Industry

This section presents the descriptive analysis of the survey. Figure 2, 3, 4, 5, 6 and Fig. 7
and Table 5 show the survey results on the respondent’s agreement on the Malaysian
National Policy of Creative Industry. When they were asked about their understanding
of the policy (see Fig. 2), the majority agreed that they understood the policy (mean
3.53, SD 1.09). However, in Fig. 3, they just reflected neutral opinions on referring to
the policy to help them understand the scope of their work in the creative industry (mean
3.33, SD 1.12).

The results also show that respondents gave the opinion that the policy is still relevant
today (mean 3.61, SD 1.06) (see Fig. 4), created a conducive environment by develop-
ing institutions, infrastructure and financial support (incentives/funds/investments) with
mean 3.63, SD 0.99 (see Fig. 5), provided facilities, infrastructure and has improved
a conducive environment to encourage the growth of the local creative industry (mean
3.62, SD 0.89) (see Fig. 6). In addition, the respondents satisfied with increasing in the
diversity of assets provided for the creative industry in Malaysia (mean 3.52, SD 0.95)
(see Fig. 7). In summary, based on the findings, the impact of the policy is not highly
achieved for the economic growth of the country, and some improvements need to be
implemented.
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Table 5. Respondent’s agreement on the Malaysian National Policy of Creative Industry.

No Questions Mean SD Result

1 I understand the National Creative Industry
Policy (DIKN)

3.53 1.09 Agree

2 I referred to the National Creative Industries
Policy (DIKN) to help me understand the
scope of work

3.33 1.12 Neutral

3 DIKN is still relevant today 3.61 1.06 Agree

4 DIKN created a conducive environment by
developing institutions, infrastructure, and
financial support
(incentives/funds/investments)

3.63 0.99 Agree

5 DIKN provides facilities, and infrastructure
and has improved a conducive environment
to encourage the growth of the local creative
industry

3.62 0.89 Agree

6 The increase in the diversity of assets
provided for the creative industry in this
country is very satisfactory

3.52 0.95 Agree

Fig. 2. I understand the National Creative
Industry Policy (DIKN).

Fig. 3. I refer to the National Creative
Industries Policy (DIKN) to help me
understand the scope of work.
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Fig. 4. DIKN is still relevant today. Fig. 5. DIKN created a conducive
environment by developing institutions,
infrastructure and financial support
(incentives/funds/investments).

Fig. 6. DIKN provides facilities and
infrastructure and improves a conducive
environment to encourage the growth of the
local creative industry.

Fig. 7. The increase in the diversity of assets
provided for the creative industry in this
country is very satisfactory.

6 Conclusion

This study discusses the existing problems and compares the policies of several countries
regarding the development of the creative industry sector. The results of this study will
be able to identify the weaknesses of existing policies in Malaysia and suggest improve-
ments in the scope of the field and propose a strategic framework to develop the country’s
creative industry sector. The survey results indicate that the policy has an average impact
on the country’s economic growth, and some improvements need to be implemented.
The creative industry development can also increase and strengthen existing companies
while opening space and career opportunities and further reducing the unemployment
rate in Malaysia. Emphasis on the creative industry can help increase these industry
players’ number and level of expertise. Solid government and private support and a con-
ducive environment can attract creative experts from outside to contribute their skills in
this country. The creative industry offers more opportunities and job options regardless
of background and educational level.

In conclusion, the findings from the three-stage approach relating to the creative
industry policy and the survey indicate that some improvements are needed to the current
policy in comparison with similar policies in other countries.
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