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Diagnosis and Optimization of Marketing
Strategy Based on Association Rule Mining

Algorithm

Ran Mei(B)

Wuhan Business and Trade Vocational College Wuhan, Hubei 430205, China
651705492@qq.com

Abstract. In marketing, can not leave the sup. of modern information technology
means. Through the Internet database, enterprises use big date mining (DM) tech-
nology to analyze the massive data collected, and provide scientific data sup. For
marketing decision-making. DM will also help enterprises to achieve more accu-
rate segmentation and positioning of customers, and accurately obtain the needs
of potential customers. In this article, we will take the most classical Apriori algo-
rithm of association rules as the research object, and the classical algorithm has
also completed the parallelization implementation in the MapReduce framework.
This article draws on the domestic and foreignmarketing research theory, analyzes
the inside and outside environment of Xiaomi smart mobile phone, starts from the
marketing 4P theory, studies the current marketing strategy, and on this basis, for-
mulates targeted optimization plan, and has been preliminarily confirmed. At the
same time, in view of the current domestic market mobile phone product homo-
geneity phenomenon is serious, consumer demand diversification and other status
quo. Combined with the Apriori algorithm under the association rules, this article
deeply studies the influence of DM on the consumer behavior and personalized
marketing of Xiaomi smart mobile phone customers, as well as the newmarketing
strategy.

Keywords: Association Rule Mining Algorithm · Apriori Algorithm ·
Mapreduce Framework · Marketing and Marketing · Diagnosis and Optimization

1 Introduction

The massive user data in the Internet platform contains a lot of useful information. If
the rules and associations hidden in data sets can be analyzed and extracted through
data technology, and applied to different industries, it will help users make development
decisions that change the present and adapt to the future.

Association mining is widely used in various field, which can not only investigate
the knowledge mode formed in the industry for a long time, but also find out new hidden
rules. Scholar ChiangWY [1] conducted an empirical study on the coffee house industry
in Taiwan and proposed a newminingmethod of association rules to tap valuablemarkets
for online CRMmarketing strategies. Scholar Shokyar S [2] analyzed the reasons behind

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. C. Hung et al. (Eds.): FC 2023, LNEE 1132, pp. 1–8, 2024.
https://doi.org/10.1007/978-981-99-9538-7_1
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2 R. Mei

the loss of customers in themobile communicationmarket through association rules, and
on the basis of this article, draw up requiring marketing policy for each group of clients.
Scholar Wang S C [3] conducted data analysis through association rules and determined
the company’s most valuable customers. Then, through the customer’s past transaction
records, the correlation relationship between the products purchased by the customer is
found. It can be found that the research of domestic and foreign experts and scholars on
marketing strategy has been very in-depth, involving various fields and having different
characteristics.

Therefore, this article will analyze the marketing status of Xiaomi smart mobile
phone through 4P marketing theory, and then optimize the marketing of Xiaomi smart
mobile phone in view of the improved Apriori algorithm -- MR_Apriori algorithm.

2 Relevant Theoretical Concepts

2.1 Concept of Association Rule Mining Algorithm

Association rule mining algorithm is mainly used to find out the potential association
relationship between items in data sets [4]. Association analysis is also called shopping
basket analysis, and the information found is usually represented by association rules or
frequent term lists. Association rule mining algorithms include: Apriori algorithm; Par-
tition algorithm; FP-GA; DHP algorithm. This article mainly uses the classical Apriori
Association rule mining algorithm in association rules.

The association rule mining step consists of two stages, as shown in Fig. 1:

Data Set RegulationStage 1 Stage 2

Minimum

Support
MinConfidence

Consumer

Fig. 1. Association rule mining model

Among them, sup. And conf. Are important concepts in association rules [5]:
If the X → Y association rule can be satisfied in the data set M, the formula of sup.

is:

S = Support(E → F) = P(E ∪ F) (1)

Similarly, the formula of conf. Can be expressed as:

C = Confidence(E → F) = P(E|F) (2)
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2.2 Apriori Association Rule Mining Algorithm

Apriori algorithm is still the most widely used and classical frequent itemset mining
algorithm, which uses the prior nature of relevant term lists to realize DM [6]. The
Apriori algorithm uses k term lists to explore (k+ 1) term lists. Firstly, Apriori algorithm
is used to scan the data and find all frequent 1 term lists. Then, the frequent 1 term list
is used to find all the frequent 2 term lists, the frequent 2 term list is used to find all the
frequent 3 term lists, and so on.

Apriori algorithm association rules are defined as follows: Suppose a data set sum to
M ,M = {M1,M2, ...,Mn}, Mp = {J1, J2, .., J n}. Where Mp is a transaction, Jn is also
a transaction, and J is the list of all transaction items in the data set M. The association
rule can be shown as:

Support(E ⇒ F) = count(E ∪ F)

|M | (3)

Confidence(E ⇒ F) = support(E ∪ F)

support(E)
(4)

2.2.1 Defects of Apriori Algorithm

Apriori algorithm with the increase of data, the efficiency of algorithm processing will
become low. The traditional algorithm has the following shortcomings [7]: ➀Generate a
large number of candidate term lists;.➁Memory shortage due to huge amount of data.➂A
large number of redundant rules are generated.

2.3 Apriori Algorithm Under MapReduce Framework

MapReduce is a distributedfile system that can access application datawith high through-
put [8, 9]. In order to improve Apriori algorithm, we introduce Mapper and Reducer
functions inMapReduce framework into Apriori algorithm and name the improved algo-
rithm after MR_Apriori [10]. The implementation process of MR_Apriori algorithm is
introduced from two parts: “Generating frequent term lists” and “generating association
rules”. The specific process is shown in Fig. 2:

In general, MR_Apriori algorithm improves the defects of the traditional Apriori
algorithm. Compared with the traditional Apriori algorithm, MR_Apriori algorithm has
the following advantages: first, it makes up for the shortcomings of the traditional Apriori
algorithm’s single platform memory shortage and poor processing performance; Then,
the Apriori algorithm needs to scan the data set for many times to improve the algorithm
execution efficiency [11, 12].

2.4 4P Marketing Theory

The 4P theory is to analyze the marketing strategy of an enterprise from four aspects:
product, price, place and promotion. These four factors are factors that enterprises can
take measures to control, and are initiatives that enterprises can change according to
market conditions and characteristics.
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Fig. 2. Flowchart of the algorithm for producing part of frequent term lists

3 Analysis on the Marketing Status of Xiaomi’s Smart Smart
Mobile Phone

3.1 External Marketing Environment of Xiaomi’s Smart Mobile Phone Market

As the world economy becomes more and more connected to the Internet, it also brings
great opportunities for smartmobile phonemarketers to locate overseasmarkets. Canalys
released the global smart mobile phone market share data in 2022, as shown in Table 1:

Table 1. Global smart mobile phone market share data for 2022

Smart mobile phone shipments and growth in the word

Canalys Preliminary Smart Mobile Phone Market Pulse:2022

Brand 2021die Absatzbeteiligung 2022die Absatzbeteiligung

Samsung 20% 22%

Apple 17% 19%

Xiaomi 14% 13%

OPPO 11% 9%

(continued)
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Table 1. (continued)

Smart mobile phone shipments and growth in the word

Canalys Preliminary Smart Mobile Phone Market Pulse:2022

vivo 10% 9%

others 28% 28%

Note:data are estimates

Source: Canalys estimates (sell-in shipments),smart mobile phone Analysis, January 2023

From the global smart mobile phone market share data in 2022 released by Canalys
in Table 1, it can be seen that Xiaomi’s global market share in 2022 reached 13%, down
1% compared with 2021, but ranking third in the world.

3.2 Internal Marketing Environment of Xiaomi’s Smart Mobile Phone Market

1) In terms of product strategy: the concept of Xiaomi mobile phone was born for the
sake of fever, and its customers are positioned as enthusiasts who grow up with the
Internet. The strategy has bolstered Xiaomi’s customer loyalty, but led to a low brand
value for its smart smart mobile phone.
2) In terms of pricing strategy: Xiaomi focuses on cost performance and is cheaper
than other smart mobile phone brands. This value strategy promotes the sales of Xiaomi
smart mobile phone, but it makes the status of Xiaomi mobile phone brand in the eyes
of consumers lower.
3) In terms of sales channels: Xiaomi sells its smart mobile phone directly through B2C
network to avoid profit distributionwith physical stores and distributors, avoid redundant
expenses, and partially reduce the incidence of fake goods. However, this channel is too
single.
4) In terms of promotion strategy, Xiaomi mobile phone uses event marketing, hunger
marketing and social media marketing. These promotional strategies help Xiaomi attract
many potential users. But Xiaomi’s after-sales service has been repeatedly complained
about by consumers.

4 Experimental Analysis

4.1 Optimize System Operation Test

The MR_Apriori algorithm is selected as the mining algorithm. The experimental plat-
form is Hadoop cluster platform, and Ubuntu16.04.3 is used as the virtual machine
system version. The min sup. Threshold min_sup = 15% and the mini conf. Threshold
min_conf = 75% are set, and the data set is the purchase data of Mi 1–4 series, Redmi
series, Redmi note and Mi note.

It can be known from the mining performance and operation efficiency comparison
of MR-Apriori algorithm and Apriori algorithm in Table 2 and Fig. 3. With the increase
of transaction volume, the difference between the efficiency and speed of MR-Apriori
algorithm and Apriori algorithm in mining association rules will be larger.
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Table 2. Compare the efficiency of MR-Apriori algorithm and Apriori algorithm

MR_Apriori Algorithm Apriori algorithm

Volume of Business Min-Sup Time (min) Time (min)

10K (0.5,0.2,0.15.0.15) 2.1 3.6

50k (0.5,0.2,0.15.0.15) 7.7 12.5

100k (0.5,0.2,0.15.0.15) 15.3 28.9

150K (0.5,0.2,0.15.0.15) 22.5 34.7

200K (0.5,0.2,0.15.0.15) 29.6 45.1
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Fig. 3. MR-Apriori algorithm and Apriori algorithm mining performance analysis

4.2 Research on Marketing Optimization of Xiaomi Data on Account
of MR_Apriori Association Rule Mining Algorithm

MR_Apriori algorithm is applied in the analysis of customer information of Xiaomi
offline platform. By mining some useful data, such as basic personal information of
users, product information, etc., it summarizes the commonalities and personalities of
users who use Xiaomi smart smart mobile phone, so as to realize the precise marketing
of Xiaomi smart mobile phone users.

4.2.1 Use Personalized Marketing for Xiaomi Smart Mobile Phone Users
on Account of MR_Apriori Association Rule Mining Algorithm

Taking Xiaomi smart smart mobile phone and Xiaomi hardware products as the research
objects, joint DM is carried out to achieve information sharing, which is beneficial to
both parties and gives full play to the potential value of their stored customer data.
Xiaomi Forum is equivalent to the communication between customers to find loopholes
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in the system, improve the superiority of the system, and drive the potential sales of
Xiaomi smart mobile phone.

4.2.2 Send Customized Promotional Information

Because the needs of different people are different, different genders are also differ-
ent, and they change over time. This makes enterprises need to consider more factors
and requirements when designing products. Therefore, it is important to make compre-
hensive analysis with the help of DT to find out the main needs. At present, product
production is seriously homogeneous, and in DT marketing, product marketing should
be differentiated, which is an important course.

4.2.3 Cross Marketing Using MR_Apriori Association Rule Mining Algorithm

The steps of cross-marketing are divided into:i Model the consumption behavior of
individuals. ii Scoring using predictive models. And on this basis, the comprehensive
satisfaction of each individual is calculated. Iii is processed by the scorematrix optimiza-
tion. Among them, customer preference as the guidance, select a number of products and
services, cross marketing. In cross-selling, one or more target markets are first deter-
mined according to customer needs, then different service combinations are selected
according to the target market, and finally this series of combinations is output as the
final result.

4.2.4 Evaluate Product Performance onAccount ofMR_Apriori Association Rule
Mining Algorithm

Marketers can use DM tools to find the trend of sales, costs and profits of products,
regions or markets to understand the effect of a promotion campaign or the reaction of a
new product in the market, providing reliable information sup. For Xiaomi’s R&D team
to improve the decision-making of the next step.

5 Conclusion

DM is one of the rapidly developing fields in the computer industry. It is a data analysis
and processing technology aiming at prediction and description. This article studies a
very important technical association rule mining in DM, combining DM technology
with Xiaomi smart mobile phone marketing to mine customer data. On account of the
systematic reviewofDT,marketing andother related concepts, combinedwith the current
situation of Xiaomi mobile phone, this article studies the relevant application of DT
marketing in Xiaomi mobile phone, and mainly draws the following conclusions: (1) On
the basis ofMR_Apriori Association rulemining algorithm, the optimization research on
millet data marketing is carried out, which can make marketing more accurate and grasp
the specific needs of users more accurately. (2) MapReduce framework can complete
large-scale parallel data processing. Therefore, it is an effective method to introduce
association rule mining algorithm in Xiaomi Enterprise.
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Multi-objective Optimization Algorithm
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Abstract. This paper proposes a short video creationmode based on an interactive
multi-objective optimization algorithm. By adopting a multi-objective optimiza-
tion algorithm, this mode can balance multiple objectives to obtain the optimal
balance point. At the same time, it also uses interactive feedback, allowing users
to choose and adjust optimization solutions to achieve a better user experience.
Specifically, the mode includes steps such as determining optimization objec-
tives, generating initial optimization solutions, user feedback, and repeating the
optimization process. The advantage of this mode is that it fully utilizes users’
personalized needs and creativity to achieve better creative results and user expe-
rience. Moreover, it can continuously improve the optimization solution through
iterations to achieve the optimal solution.

Keywords: Interactive · Short Video Creation · Objective Optimization
Algorithm

1 Introduction

Hort videos have quickly taken over the mobile screens of network users and established
themselves as one of the most significant social platforms in the “Internet + era” as a
new carrier of social culture [1]. Abstract With the advent of the era of short video,
people can receive more information easy to be read and understood in a short time [2].
Short video creation resource optimization refers to the selection and optimization of
multiple resources such as materials, audio, music, and editing during the short video
productionprocess to achieve thebest balancebetweenvideoquality anduser experience.
The interactive multi-objective optimization algorithm is an algorithm that can balance
multiple objectives and continuously adjust the optimization solution through multiple
interactive feedbacks to obtain better results.Bycombining the two, a short video creation
resource optimizationmodel based on interactivemulti-objective optimization algorithm
can be obtained.

Short video has become an important part of current life, which brings new thinking
to filmandtelevision media talents [3]. As an emerging form of media, short video has
become widely popular on social media platforms and has become an important way
for people to quickly obtain information and entertainment. Unlike traditional videos,
short videos are more innovative and diverse in their creation and content presentation,

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. C. Hung et al. (Eds.): FC 2023, LNEE 1132, pp. 9–14, 2024.
https://doi.org/10.1007/978-981-99-9538-7_2
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covering various themes and types such as comedy, food, lifestyle, education, music,
fashion, and more. Therefore, short video creation needs to be optimized from different
perspectives to improve video quality and attract more users to watch and interact.

2 Problems Faced by Short Video Creation in the Era of Intelligent
Media

Nterest in mobile short-video platforms as a new social network service tool has surged
in recent years [4]. With growing popularity of mobile phones, mobile only short video
sharing social media applications appeared on the market [5]. The challenges faced
in short video creation include but are not limited to: a lack of high-quality material
resources, requiring effective screening and editing; considering the needs and prefer-
ences of different platforms and audiences to gain better exposure and user feedback;
creating high-quality and attractive video works within a limited time, requiring rapid
editing and effects processing. To improve the quality and effectiveness of short videos,
it is necessary to explore an effective resource optimization model and method.

3 Definition and Characteristics of Short Video

Currently, there is a limited amount of research data on the frequency of interactive and
short video creation in the CNKI database in China. There are a total of five Chinese
language papers from 2021 to 2023, mainly covering applied research, development
research, and technical research, as shown in the figure below, As show in Table 1 and
Table 2.

Table 1. Statistics of research levels

year 2021 2022 2023

number of publications 2 3 4

Table 2. Statistics of Published Articles

Research level distribution Applied research development research Technical research

number of references 1 1 1

The main topics include: image building, short video services, marketing and pro-
motion strategies, etc. Sub-topics include: communication channels, Chinese culture,
etc. Research is conducted from the perspective of creative methods and content, As
show in Fig. 1 and Fig. 2.
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Fig. 1. Creative theme

Fig. 2. Sub-theme distribution
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4 Practice of Interactive Multi-objective Optimization Algorithm
in Short Video Creation

Hort video is short video, which mainly relies on mobile intelligent terminal to realize
fast shooting and beautification editing, and can be shared in real time and seamlessly
connected on social media platform [6]. The interactive multi-objective optimization
algorithm-based short video creation model is a method of optimizing short video cre-
ation resources using multi-objective optimization algorithms and user interactive feed-
backmechanisms. The goal of this model is to improve the quality and creativity of short
videos while meeting the needs of different users and audiences, thereby enhancing user
experience and satisfaction.

The implementation process of this model includes the following steps:

(1) Determine optimization objectives: by researching and analyzing user needs
and audience groups, determine the optimization objectives and weights. These
objectives may include video quality, creativity, duration, audience groups, etc.

(2) Generate initial optimization solutions: based on the determined optimization objec-
tives and weights, generate initial optimization solutions. This can be achieved by
using existing video materials and creative elements or by algorithm generation.

(3) Multi-objective optimization: optimize the initial solutions through multi-objective
optimization algorithms. This process can utilize existing multi-objective optimiza-
tion algorithms such as NSGA-II, MOEA/D, etc.

(4) User feedback: allow users to select different optimization solutions and evaluate
and provide feedback on them. Users can choose the optimization solutions that best
suit their needs and preferences and evaluate and provide feedback on them.

(5) Repeat optimization process: by continuously repeating the above steps and
optimizing the solutions, the optimal solution can be achieved.

In concrete operations, the short video creation mode can be optimized by collecting
the following data:

(1) User usage data analysis: Collect user usage data for this short video creation
mode, including user click-through rate, usage duration, usage frequency, etc., to
understand user feedback and preference for the mode.

(2) System performance data analysis: Collect system performance data under different
user usage conditions, such as response time, resource consumption, etc., to evaluate
the mode’s system performance and stability.

(3) Video quality data analysis: Conduct quality data analysis for short videos created
using themode, such as video resolution, frame rate, color saturation, etc., to evaluate
whether the created videos meet user expectations.

(4) Short video creation data analysis: Analyze the short videos created using the mode,
such as video length, views, likes, comments, etc., to understand the videos’ impact
and influence among users.

(5) User satisfaction data analysis: Collect user satisfaction data for the mode through
surveys or questionnaires, including user evaluations of the mode’s preference,
usability, efficiency, and overall feedback, to understand the user’s overall evaluation
and feedback for the mode.
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5 The Influence of Short Videos on Teenagers

By June 2020, the number of short-form video APP users in China was 818 million,
accounting for 87% of the total Internet users, that is, 87% of the online population
used short-form video APP and among these users college students and other youth
groups occupy a large proportion [7]. Taking the example of teenage users, their usage
behavior and preferences in short video applications can be determined through factors
such as their usage time and frequency, preferred video types and content, interactive
behavior such as commenting, liking, sharing, aswell as personal information and setting
preferences such as profile pictures, usernames, and privacy settings.

For instance, statistical analysis can be conducted on the usage time and frequency of
teenage users in short video applications, based on a sample size of 1000. The following
conclusions can be drawn from the data analysis on teenage user behavior in short videos:

Average usage time: 45 min per day.
Longest usage time: 3 h per day.
Shortest usage time: 10 min per day.
Usage frequency: 60% use daily, 25% use weekly, and 15% use monthly.

Anging from a few seconds to a few minutes, the short video has become a popular
form of learning and sharing creative skills such as drawing, photography, and crafting
[8]. With the advent of the digital age, short videos have become one of the important
ways for the public to obtain information. Based on the characteristics of high dissem-
ination, wide content coverage, and concise content, this paper explores the impact of
short videos on adolescents [9]. We can create related short video themes based on the
statistical results, corresponding to the creation of short video content that young users
prefer, based on their usage habits. In the era of self-media, the fast dissemination and
strong interactivity of short videos should be fully utilized to create a good growth envi-
ronment for adolescents and contribute to the healthy development of online platforms
[10].

Overall, interactive multi-objective optimization algorithms for short video cre-
ation should consider multiple optimization objectives and allow users to select and
provide feedback on optimization schemes. This can result in more personalized and
user-oriented optimization schemes, enhancing user experience and satisfaction. The
resource optimizationmodel for short video creation based on interactivemulti-objective
optimization algorithms provides an effective resource optimization method for short
video creators, making creation more efficient and targeted, and providing support and
assurance for the sustainable development of the short video industry.

Acknowledgements. This work was Philosophy and Social Science Research Planning Project
of Heilongjiang Province: Research on the Establishment of Ideological Morality and Values
for Heilongjiang Youth under the New Communication Environment with Mobile Short Videos,
Project Number: 22YSE451.
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Abstract. Accurate and efficient detection of each earthquake is an important
foundation for earthquake work. However, at present, due to the lack of observa-
tion data information, the accuracy of parameter estimation is low, especially for
seismic detection of major projects, the current situation of sparse station layout
makes it impossible to use multiple averages like dense network seismic detection
to reduce the discreteness of parameter estimation, and the accuracy of seismic
detection parameters based on a single station needs to be improved. In recent
years, there has been an increasing focus on how machine learning can be used to
improve seismic detection performance. In this paper, the principle of AI seismic
detection and waveformmask matching is analyzed, and then a new deep learning
method, TransQuake, is proposed based on the frontier sequence model Trans-
former for seismic wave detection. TransQuake combines STA/LTA algorithms
for feature enhancement of seismic waveform data and interpretable model learn-
ing using a multi-head attention mechanism. To validate the performance of the
model, this paper conducts an extensive evaluation on the 2008WenchuanMW7.9
earthquake aftershock dataset. The results show that TransQuake can achieve the
best detection performance beyond the baseline of leading-edge algorithms.

Keywords: Machine Learning · Seismic Detection · Deep Learning · Event
Identification

1 Introduction

Earthquakes are devastating wherever and whenever they are. As one of the countries
prone to earthquakes, China has experienced great threats to the safety of people’s lives
and property caused by earthquakes [1]. Accurate determination of earthquake location,
intensity and parameters is an important basic work of earthquake science research, and
an important prerequisite for achieving future earthquake forecasting, disaster prevention
and mitigation [2]. As the volume of seismic data has grown exponentially over the past
few decades, it is becoming increasingly important to develop efficient and highly gener-
alizable automatic identification technologies. As detection techniques have improved,
more andmore signals previously considered as noise have been re-determined asmicro-
seismic or ground tremor, a change that, in addition to reducing the completeness of the
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catalogue, has revealed that the detection rate of these tiny earthquakes is highly consis-
tentwith the fault slip rate and reflects fault activity at amuch higher resolution thanGPS.
This is undoubtedly the best solution to the problem of seismic detection with a large
amount of available marker data [3]. Therefore, based on machine learning methods,
the analysis and processing of the waveform data of the Chinese mainland near station
before the strong earthquake in recent years to obtain the missed micro-earthquakes not
only has a good supplementary effect on the earthquake catalog, but also has important
indicative significance for studying the change of earthquake frequency or the anomaly
extraction before the large earthquake.

2 Seismic Detection

2.1 AI Seismic Detection Principle

When dealing with highly complex and non-linear separable seismic datasets, neural
network-based methods, especially deep learning, show better solving ability for com-
plex problems and are most widely used in seismic detection research. From the original
data, each layer of neural network can extract different levels of features [4].

The model of this paper is based on the attention mechanism. The attention mech-
anism is to imitate the visual selective attention of the human brain, the most typical
example is the human eyewatching the web page, the human eyewill selectively observe
certain areas in the web page [5].

The component of long-head attention is the zoom dot product attention mechanism.
Multiple zoomdot attentionmechanisms calculate input featuresmultiple times at a time,
and each zoom dot attention mechanism is calculated in the samse way. A diagram of
the structure of the scaling dot product attention mechanism is shown in Fig. 1.

Fig. 1. Zoom dot product attention mechanism structure

Among them, K, Q, and V represent key, query, and value, respectively, and all
three are matrices. The constituent vectors corresponding to K and V are a pair of key-
value pairs, which are one-to-one correspondence [6]. The scaling dot product attention
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mechanism first performs a dot product calculation on Q and K, and adds a scaling
layer(softmax) after the calculation result to avoid model underfitting caused by exces-
sive Q and K values [7, 8]. The calculation formula for the zoom dot product attention
mechanism is shown in Eq. (1).

Attention(Q,K,V ) = softmax(
QKT

√
dk

)V (1)

Figure 2 shows the structure of the bull’s attention. The multi-head attention mech-
anism maps the dimensions of K, Q and V through a variety of different mappers, and
then repeats the h attention operation, and obtains the output of the final multi-head
attention mechanism after a linear change [9]. The specific calculation formula is shown
in Eq. (2). {

MultiHead(Q,K,V ) = Concat(head1, . . . , headh)Wo

headi = Attention(QWQ
i ,KWk

i ,VWV
i )

(2)

Fig. 2. Structure of the bullish attention mechanism

2.2 Waveform Mask Matching Principle

The underlying logic of the waveform mask matching technique is that the adjacent
seismicwaveforms recorded by the same station are similar. By superimposing the cross-
correlation of template waveforms and continuous waveforms, missing events around
the template can be identified [10]. The basic principle of the waveform mask matching
method is as follows:

SupposeωN ,�t(t0) is a continuous sampling of the N component of the nonzero time
series ω(t):

�N ,�t(t0) = [ω(t0), ω(t0 + �t), . . . , ω(t0 + (N − 1))�t]T (3)

where t0 represents the time of the first sampling point and �t represents the sampling
interval. Make the inner product of the two time series of the above equation ωN ,�t(tw)

and VN ,�t(tv):

[ϑ(tv), ω(tW )]N ,�t = [
ϑ(tv)N ,�t, ω(tw)N ,�t

] =
∑N−1

i=0
ϑ(tv + i�t)ω(tW + i�t)

(4)
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The normalized correlation number can be expressed as:

C[ϑ(tv), ω(tW )]N ,�t = [ϑ(tv), ω(tW )]N ,�t√[ϑ(tv), ϑ(tv)]N ,�t[ω(tW ), ω(tW )]N ,�t
(5)

In Eq. (5), the value range of C is [−1,1]. The higher the value, the higher the degree
of similarity between the two signals [11]. The number of correlations between the
template and the continuous signal is expressed as Cw(t)N ,�t , where ω(t) represents the
seismic signal. Let the signal appear from the tM moment:

Cω(t)N ,�t = C[ω(t), ω(tM )]N ,�t (6)

The basic workflow of the waveform template matchingmethod includes: (1) prepar-
ing continuous waveforms, including preprocessing, shift start time, and bandpass filter-
ing. (2) Use the seismic catalog to cut the template waveform and calculate the signal-to-
noise ratio. (3) The continuous waveform and the catalog are cross-correlated to obtain
the number ofmutual relations. (4) Superimpose the number of correlations and calculate
the average (CC) to measure the similarity of detected new events and templates.

3 Seismic Detection Model Based on Attention Mechanism

3.1 Model Network Structure

As shown in Fig. 3, the most advanced sequential model in the NLP domain is Trans-
former, based on which a new seismic detection model, TransQuake, is proposed in this
paper.

Since seismicwaves are continuouswaveforms, in order to accommodate continuous
waveform data, this paper proposes a new method to obtain the input of the encoder.
The classification of seismic waves is based on whether the waveform contains seismic
P-waves or not, and the results are obtained by softmax and linear layers based on the
modified Transformer encoder. The shape of the reshaped waveform is shown in Fig. 3,
after the STA/LTA process. The relationship between each position of the vectors is
analysed using a fully connected layer before the PC is added to obtain the input to the
encoder.

When reshaping each waveform, two factors need to be analysed. These two factors
are: the size of the attentional model and the combination of the 3 components at each
position. Therefore, when reshaping, each waveform is reshaped from 3 × 5000 to k ×
3T, where k = (3 × 5000)/3T. Finally, they are fed in parallel to the PC layer and the
FC layer. And in the FC layer, each neuronal cell is connected into a new new cell by
Eq. (7).

ym =
∑3T

n=1
Wnxn (7)

In Eq. (7), ym is value of the new cell, where the range of values of m is [0, d], d
represents the dimension of the hidden cell;wn is the weight to be trained; xn is the value
of the original cell.
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Fig. 3. TransQuake model architecture. (a) Data pre-processing; (b) Positional coding layers and
fully connected; (c) Completed architecture of the model

In PC level, use the Xavier initializer to embed each position number of the recon-
structed data into a vector whose length is also equal to the hidden unit. Since FC and PC
are the same shape, we can add the elements corresponding to the two matrices together
and take the new matrix as our input. Before entering the encoder, a dropout layer is
used to reduce overfitting.

3.2 Introduce Attention Mechanisms

Attention-based transformers have lower total computational complexity when connect-
ingmore neurons, better model global features, and compute runs in parallel, with longer
path lengths between long-range dependencies that can be learned from the network.
The implementation principle of the attention mechanism is analyzed above.

4 Analysis of Experimental Results

The dataset used in this paper is from the rematch data of the “Aftershock Detection
Competition” jointly organized by Alibaba Cloud and the Institute of Geophysics of
China Earthquake Administration. This includes aftershock monitoring signals sampled
at 100 Hz from July 1 to 31 recorded by 14 permanent seismic stations after the 2008
Wenchuan MW7.9 earthquake.
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In experiments, this paper uses four widely used evaluation metrics to evaluate
our method, namely Accuracy, Precision, Recall, and F1. Specifically, each evaluation
indicator is defined as follows:

Accuracy = (TP + TN )/(TP + TN + FN + FP) (8)

Precision = TP/(TP + FP) (9)

Recall = TP/(TP + FN ) (10)

F1 = 2/(1/Precson + 1/Recall) (11)

The meaning of each variable is shown in Table 1. Accuracy means how many of
the sample types predicted by the model are the same as the actual labels. Accuracy
refers to howmany positive samples the model judges to be correct and howmany of the
waveforms that the model considers to be seismic events are true seismic events. Recall
refers to the percentage of positive samples that the model was able to correctly detect
and how many true seismic events it was able to retrieve. The F1-score is obtained from
the Precision and Recall calculations and is designed to be able to find seismic instances
accurately.

Table 1. The formula defined of TN, TP, FN, and FP

Output Label

Positive Negative

Positive TP: True Positive FP: False Positive

Negativ FN: False Negative TN: True Negative

In this paper, experiments are designed to verify the validity of themodel in this paper,
comparing it with traditional machine learning models, including logistic regression,
support vector machines and random forests. These traditional machine learning models
are widely used in earthquake detection.

The results of the experiment are shown in Fig. 4. From the experimental data, the
following conclusions can be drawn in this paper. Comparing the experimental data, it
can be concluded that TransQuake, the model in this paper, outperforms other models
in terms of evaluation metrics. 10.4% higher than ConvNetquake and 5.2% higher than
MSDNN.

Compared with other deep learning models in related studies, TransQuake can effec-
tively model the dynamics and global information of seismic waves, and has a high
interpretability for the results. In this paper, comparative experiments are conducted
using aftershock data. Since machine learning is a data-driven approach, its perfor-
mance depends heavily on its training dataset, so the better the model works when the
training dataset is more relevant to the test dataset.
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Fig. 4. Comparison of experimental results and effects of different methods

5 Conclusion

Earthquakes are natural disasters with destructive energy, usually the harm caused by
strong ground motion is immeasurable, and seismic detection can provide emergency
response time of seconds to tens of seconds before destructive energy reaches the warn-
ing area, greatly reducing casualties and economic losses. This paper first propose Tran-
sQuake. Based on the attention mechanism and combined with traditional STA/LTA
algorithms, this network can effectively extract the dynamic and global features of seis-
mic wave sequences. In order to verify the effect of the model, extensive experiments
were carried out. Comparedwith a variety of cutting-edge seismic detectionmethods, the
experimental results clearly verify the effectiveness of TransQuak, prove the modeling
ability of Transformer structure on multi-dimensional seismic waveforms, and provide
new method ideas for improving seismic detection performance.
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Abstract. Traditional quantitative trading strategies are widely used in stocks,
futures and other financial markets, but the manual extraction method of features
makes it lack the ability to effectively adjust strategies dynamically, and deep
reinforcement learning can effectively simulate complexmarket environments and
solve dynamic quantitative trading problems. Based on the development status
of the financial industry, this paper introduces the deep reinforcement learning
algorithm into the field of stock trading to build an intelligent trading model. Its
goal is to discover the laws of the market in the learning of massive data, so
as to carry out effective transactions, effectively avoid market risks and improve
investors’ returns. On the basis of the traditional DQN algorithm, corresponding
to the actual requirements, we propose RB_DRL deep reinforcement learning
algorithm model to improve the network structure. The experimental analysis
results show that the improved model also shows good results in multi-group
comparative experiments.

Keywords: Deep Learning · Neural Networks · Quantitative Trading · Data
Mining

1 Introduction

The dramatic changes in financial markets in recent decades have been largely reflected
in the gradual transformation of a market structure dominated by manual trading to
one dominated by automated computerised trading. Developments in order generation,
transmission and execution technology have facilitated this rapid transformation, greatly
increasing the speed, capacity and complexity of the trading functions available to mar-
ket participants. Tradingmarkets facilitate capital formation and allocation by setting the
price of securities and allowing investors to enter and exit positions in securitieswhenever
and wherever they wish [1]. The great changes in the financial market in recent decades
are mainly reflected in the gradual transformation of the market structure dominated by
manual transactions into a market structure dominated by automated computer transac-
tions [2]. The development of technology to generate, transmit, and execute commands
has driven this rapid shift, greatly increasing speed, capacity, and complexity of trad-
ing features available to market participants. Traditional strategies typically use manual
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extraction of financial features to remove data noise and uncertainty [3]. However, tradi-
tional machine learning mainly takes prediction as the direction of supervised learning,
and cannot achieve direct transaction decisions or direct transaction costs. Therefore,
this paper combines the current research status to enter the field of financial quantitative
trading from the perspective of deep reinforcement learning [4]. While providing a new
model for the field of financial quantitative analysis, it also expands another applica-
tion scenario of deep reinforcement learning in the financial field, which has important
academic research and practical application value.

2 Deep Reinforcement Learning

Deep reinforcement learning (DRL) is a product of the convergence of deep learning
as well as reinforcement learning. Deep learning takes raw data such as images and
feeds them directly into a multi-layer deep neural network, which gradually extracts
higher-level features through non-linear transform learning and has a strong perceptual
capability [5]. The latter has a bias towards learning problem-solving decision making
capabilities, where the intelligence and the environment are constantly interacting and
trial and error, using reward and punishment mechanisms to uncover optimal control
strategies. The two complement each other’s strengths, providing a general new way of
thinking about solving complex problems, as shown in Fig. 1. In essence, deep reinforce-
ment learning still follows the algorithmic thinking of traditional reinforcement learning
[6]. The value-based approach approximates the state action value function through a
neural network such as a DNN, which provides guidance for the selection of actions by
the intelligence. Representative algorithms for such deep reinforcement learning meth-
ods include deep Q-networks [7]. Representative algorithms for this deep reinforcement
learning approach include the Action Critic algorithm [8].

Fig. 1. Deep reinforcement learning process

Model-based deep reinforcement learning algorithms require that an intelligence be
given amodel of the environment or be asked to learn amodel of the environment in order
to perform a task in a particular environment. The most significant advantage of model-
based deep reinforcement learning algorithms is that planning is considered in advance,
where the intelligence tries out the available actions in advance of each step and then
selects from the candidates, providing higher sampling efficiency compared to model-
free deep reinforcement learning algorithms [9]. However, when the real environment
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is more complex, there is a gap between the model explored by the intelligences and
the actual valid model, which can lead to poor performance of the intelligences in the
real environment [10]. In contrast, although the model-free deep reinforcement learning
algorithm gives up the potential gain in sample efficiency, it is easier to achieve the
learning of the intelligent body to the optimal policy/optimal value function and to
adjust the learning process of the intelligent body after a lot of interaction between the
intelligent body and the real environment, with progressively better performance in a
trial-and-error manner. The DQN algorithm’s structure is illustrated in Fig. 2.

Fig. 2. Schematic diagram of the network structure of the DQN algorithm

Model-based DRL requires the construction of a model of the environment, relies
on control theory and is often interpreted in terms of different disciplines. Model-free
deep reinforcement learning learns policies based on information from direct interac-
tions with an unknown environment, and so does not require knowledge of state transfer
functions. Value function-based DRL algorithms learn an approximation of the optimal
value function and indirectly learn deterministic policies [11]. The policy-based deep
reinforcement learning algorithm learns an approximation of the optimal policy directly,
outputting the probability of the next action and selecting the action based on the proba-
bility, but not the one with the highest probability, which is applicable to both continuous
and discontinuous actions.

Model-based deep reinforcement learning algorithms require the construction of a
model and the generation of a training set from the constructed model, so the complexity
of the samples is not as high as model-free deep reinforcement learning algorithms, but
the process of constructing the model is somewhat challenging. The classical algorithms
for model-free deep reinforcement learning based on value functions are: the Deep Q-
Network algorithm, and the Double Deep Q-Network algorithm. The Deep Q-Network
algorithm is an offline algorithm based on value functions that combines the advantages
of DNN and traditional Q-learning, differing from traditional Q-learning in that Deep
Q-Networks use deep neural networks to fit Q-values and use an experience pool to
store data obtained from interactions with the environment, whose empirical data can
be reused.
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3 Research on theDesign of DRLAlgorithmBased on Improvement

This study aims to improve the traditional deep reinforcement learning algorithm model
and construct a new algorithm model. It learns the trading rules in the financial market
through the model, so as to train an agent that can trade, and further build the corre-
sponding quantitative trading system according to the trained algorithm model to carry
out automatic quantitative trading.

3.1 Deep Reinforcement LearningModel Construction Based on Value Functions

In traditional reinforcement learning, such as the Q-learning algorithm, tables are used
to record the results of each exploration. This method works better when both the state
and the action space are low in dimension and the state space is not continuous. When
states and actions become more dimensional, it is impossible to continue using tables,
so the fitting problem of converting such tables into a function is raised. In deep neural
networks, the state is used as the input to the network and theQ (s, a) action value function
is used as the output of the network. Based on this idea, the DQN model adopts a two-
network structure, that is, one network is used to calculate the current value function,
and the other network is used to generate the target value. And use the current value,
and the target value to build a loss function to optimize the deep neural network.

Fig. 3. RB-DRL model block diagram

Figure 3 is a structure diagram based on the improved DRL model, which consists
of two parts in general. In the left half, a Q-targetNet is constructed to calculate the
Q value of the target, and the input of the network uses the results of reinforcement
learning exploration. The right half uses the same structure of Q-ValueNet to usher in
the evaluation of the calculated action value function, and the last layer of the network
uses the Softmax layer to input a 1 × 3-dimensional action value function vector, and
build a cross-entropy loss function for network updates.

Figure 4 shows the overall flow chart of the RB-DRL algorithmmodel. In the model,
on the one hand, the Q-ValueNet, is used to interact with the environment, carry out the
exploration process of reinforcement learning, and store the results of each experiment
in the memory playback unit. The target value network, that is, Q-TargetNet, generates
the target Q value, which is used as the target of learning to evaluate the current value
function. After the introduction of the target value network, the model can ensure that
the target Q value is constant for a period of time during training. On the other hand, due
to the existence of the memory playback unit, the exploration results of the experiment
are persistently stored, and the data in the unit can be taken out for further training and
learning every once in a while, which is convenient for further updating the network.
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Fig. 4. RB-DRL algorithm flowchart

3.2 Design of Convolutional Neural Network with Residual Blocks

An improved convolutional neural network is introduced in the experimental study of
this paper, and the structure diagram is shown in Fig. 5. The entire network is divided
into 10 layers, including one input and output layer, three convolutional layers, two pool-
ing layers, and three fully connected layers. The input layer inputs 20*20-dimensional
sample data, and after a series of convolution calculations, outputs 3-dimensional result
data in Softmax, which can also be considered to divide the samples into 3 categories.
In the convolutional layer, the first layer uses a 3*3*64 convolution kernel for the input
data for convolution, and the “SAME” method is used to fill the data edges during the
convolution process to ensure that the overall dimension size remains unchanged during
the convolution process. The sampling window of the pooling layer is 2*2, which adopts
the maximum pooling method and fills the data like the convolutional layer. The fully
connected layer accepts the output of the final pooling layer and calculates, uses the
dropout method to randomly discard some parameters on the calculation results, and
introduces the idea of residual in the fully connected layer, and the results of the first
layer of the fully connected layer are transmitted to the third layer in addition to the
second layer, so as to amplify the signal and enhance the fitting effect of the network
model.

Fig. 5. RB-DRL network block diagram
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4 Experimental Verification

The hardware environment of the experiment is Intel(R) Core(TM)i7-10210U, imple-
mented in Python. Python 3.7 is the current more popular version of Python, compared to
the previous Python 2 in all aspects of great improvement, Tensorflow is the next popular
deep learning framework, providing a variety of neural network building interfaces.

The experiments in this paperwere divided into two groups to verify the effectiveness
of the improved model in this paper. Mainly select two stocks of Ping An and Shandong
Gold for in-depth research and analysis. In terms of data, we select the data of the
decade from 2010–01-01 to 2020–12-31, and divide it into training set and test set, and
the training set selects the data of the eight years from 2010–01-01 to 2018–12-31, and
the remaining two years are used as test set data to verify the learning results of the
model.

(a)                               (b)

Fig. 6. Model yield curve based on fully connected neural network

(a)                                 (b)

Fig. 7. RB_DRL Model yield curve

Figure 6 is the model yield curve based on the fully connected neural network,
and Fig. 7 is the experimental results of the improved RB_DRL deep reinforcement
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learning algorithm. Looking at the overall yield curve, the improved model performed
significantly on both stocks compared to the no improvement experiment. The final
returnswere able to reach the level of the leading benchmark, the drawdown of individual
stocks was reduced, and the risk level of the strategy model was further controlled.
Ping An of China earned 126.26%, an increase of 47.76%, and Shandong Gold earned
116.70%, an increase of 48.73%. From the yield curve, we can also see that the fitting
effect of the improved model has been improved, which can further seize the market
opportunities. Buy in time to get a higher yield. And can sell stop loss in time during
the decline process to reduce the risk of the model.

Experimental results show that the return after using the deep reinforcement learn-
ing algorithm can exceed the return of the benchmark buy and hold. Therefore, the
experimental results show that on the one hand, the introduction of deep reinforcement
learning in the field of stock trading is effective and has high research value. On the
other hand, in the use of the model, it is also necessary to improve the model according
to the actual results. Experimental results show that the improved deep reinforcement
learning algorithm model (RB_DRL) in this paper is effective.

5 Conclusion

With the development of various algorithm technologies and the advent of the Internet
2.0 era, computers are gradually integrating into traditional industrieswith their powerful
functions. In the financial field, the related algorithm technology has shined and achieved
unprecedented achievements. On the basis of the traditional dDRL algorithm, RB_DRL
deep reinforcement learning algorithm model is proposed, and the effectiveness of the
model is verified through a series of comparative experiments. This paper proposes
RB_DRL based on DRL, which solves the problems of insufficient fitting degree of
financial data by traditional DQN algorithms, as well as the correlation between features
and the importance of factors to a certain extent. However, in the field of combining
artificial intelligence and finance, the current research is still in its infancy, and the
follow-up research in this area will continue.
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Abstract. Maternal and infant nursing studentsmust master sufficient knowledge
and skills and have good professional competencies, especially before graduation,
the assessment should be based on the requirements of maternal and infant health
nursing professional competencies to assess the competencies that nursing stu-
dents should have. The aim of this paper is to investigate the design and imple-
mentation of a realistic training system for maternal and child health care based on
MR virtual technology. A complete imitation training system is constructed under
the context-aware mechanism of maternal and infant health care, the workflow of
the system is illustrated, and the design strategy of the maternal and infant health
care imitation training system is proposed from the environmental context and task
context. In the design strategy, a more detailed design guideline is proposed for
the mother-infant health care imitation training system based on the multi-camera
collaborative tracking technology of MR glasses. The experimental results show
that the design solution is feasible.

Keywords: MR Virtual Technology · Maternal and Child Health Care ·
Realistic Training · Training System

1 Introduction

TheMixed Reality (MR) learning approach of wearing transparent smart glasses creates
a new vision of wearable experimental education technology. This innovative approach
provides active access to a variety of additional information and is more conducive to
physical interaction with reality as well as conceptual learning and mastery [1, 2]. The
integration of mother and child nursing teaching with XR (VR/AR/MR) technology is
an important trend in modern education. VR has the distinguishing features of pure
virtualisation and immersion, while AR emphasises the overlaying of virtual data based
on real-world information. MR, on the other hand, combines the advantages of both very
well. Mobile MR, supplemented by flexibility, can bring a natural perspective but with
a novel experience to the teaching of maternal and child care [3, 4].

Clinical simulation is rapidly becoming an important tool in training students who
are pursuing careers in nursing as a viable complement or alternative to practicing with
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living patients. Laura K conducted an exploratory and descriptive study through a survey
of nursing students in the Magdalena University practice laboratory using humanoid
robots for nursing instruction. The results of the study showed that students in the project
were positively motivated by the use of technology as a teaching strategy (specifically
humanoid robots), suggesting a greater exploration of its use in educational nursing
[7].Ijaz Ahmad presented amultimodalMRI interaction between real and virtual worlds.
Previous related work has only focused on multimodal interactions between users on
the real end and virtual beings, or visual and auditory interactions between users of VR
experiences and users on the real end. As a result, they developed an MR game content
that enables interaction between the real and virtual worlds by tilting the sitting position
of the VR experience user according to the real side waiting and/or accompanying
user’s hand position [5]. Jason J. Saleem conducted an in-depth investigation into the
relationship between maternal education and infant health. This study focused on the
differential effects of maternal education on infant health outcomes across locations
based on income status by using birth weight and low birth weight as measures of infant
health. A substantial non-linear effect of maternal high school completion on infant
health outcomes was found, which was masked when maternal education was specified
as a linear variable. More importantly, the relationship between mother’s education and
infant health was concentrated in relatively deprived geographical areas. This is partly
due to the fact that educated mothers living in poorer areas have substantially higher
utilisation of health services compared to less educated mothers [6]. Therefore, it is
relevant to study a realistic training system for maternal and child health care simulation
based on MR virtual technology [7].

While most current research on maternal and infant health care training has been
conducted from a single perspective of a professor, this paper combines contextual per-
ception with the design of maternal and infant health care simulation training, exploring
the interaction between the contextual needs of maternal and infant health care and the
environment from a contextual perspective, providing a more detailed design direction
for the design of maternal and infant health care simulation training systems that can
enable users to autonomously perceive the situation of mothers and infants and provide
them with This will enable the user to perceive the situation of the mother and baby
autonomously and provide them with personalised health care guidance.

2 A Study of a Realistic Training System for Maternal and Child
Health Care Based on MR Virtual Technology

2.1 Maternal and Infant Health Care Training Scenarios

The system’s realistic training context contains the conditions, life patterns and
behavioural preferences of mothers and infants. In the design of the system, the var-
ious types of information in the context are fully considered, and the situation of the
mother and infant object from which the user conducts the realistic training is taken into
account to consider how to improve maternal and infant health care and precise service
capabilities [8, 9].

The environmental context contains the physical and social environment, and
involves many environmental factors in the process of maternal and child health care.
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The environmental context is considered in thematernal and infant health care simulation
training system to provide design directions and strategies for the simulation training
system based on the specific environmental elements mentioned above, and to enhance
the maternal and infant health care capabilities of maternal and infant nursing students
through the optimal integration of the environmental elements [10]. For example, the
environmental scenario involves the residential and medical environment for mothers
and infants [11].

Task contexts contain many health care behaviours for maternal and infant health
care and the specific goals of these behaviours. Users should fully explore the oppor-
tunity points for experience optimization in each task context, improve the system task
operation experience, and provide more complete and convenient health management
services for the mother and infant subjects of the realistic training [12, 13].

2.2 Multi-Camera Collaborative Tracking Technology Based on MR Glasses

When users are wearing MR head-mounted displays for virtual experiments, the object
with the Mark attached is facing the camera of the MR head-mounted display most of
the time [14, 15]. However, the handheld Mark sometimes does not maintain a perfect
orientation; on the other hand, some Marked objects placed on the table are themselves
positioned with the Mark facing the other way, thus reducing the visual clutter caused
by too many Marks appearing in the frontal view [16, 17]. Therefore, a multi-camera
tracking feature would be helpful, and placing two user-facing auxiliary cameras on the
desktop to track the back Mark would greatly improve the robustness and aesthetics of
the maternal and child health care simulation training platform. In Eq. (1), f2 represents
the satisfaction of the multi-camera collaboration feature and s2 indicates the degree of
attribute adequacy. The feature satisfies the charm attribute.

f2 = βeλzsz
β, λ 2

∈ R (1)

For the desktop MR maternal and child health care simulation training platform, the
user needs to access the phenomenon of real-timeMR experiments through the monitor.
Three additional auxiliary cameras (ordinary RGB cameras) are set up to help track and
identify the poses of the Mark, which are then transposed according to the positional
relationship with the main camera. Ultimately, registration is performed according to the
maximum confidence level obtained by calculating Eq. (2), with p denoting the camera
and b denoting the Mark.

Con = max(Con(p1, b),Con(p2, b),Con(p3, b)) (2)

For the mobile MR multi-camera practical training platform, the MR glasses come
with one camera as the primary camera and only two additional secondary cameras
are required. The difficulty in implementing the multi-camera function actually lies
in the fact that the acquired poses need to be transposed according to accurate pre-
calibrated multi-camera data and the virtual object is finally displayed on the screen of
the head-mounted display in the correct pose [18].
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3 Design of a Realistic Training System for Maternal and Child
Health Care Based on MR Virtual Technology

3.1 WiFi Module

MRvirtual technology-basedmaternal and infant health care simulation training system,
need to be in the computer virtual simulation computing end, and a number ofMRglasses
operators to communicate with each other, different from the desktop virtual experiment
platform of the single host mode, this platform to join the MR glasses constitute MR
glasses - PC host of the client --server dual device model. Therefore, the dual devices
are used to transmit the positional information of the virtual objects using WiFi to
communicate under the local area network, and the direction is that the PC host processes
the data and sends it to the MR glasses end.

3.2 MR Scene Data Storage and Loading Process Design

The information stored in theMR scene includes the position pose of the roving detector
itself, augmented reality display, terrain information and manual label information. The
specific data storage and loading process is shown in Fig. 1.
(1) When the server obtains the scene information from the roving probe, it first needs
to form a terrain height map based on the DEM terrain and add an augmented scenario
design.

Database storage

Insert artificial virtual label 

at the end of MR glasses

Computer end terrain 

data integration and 

augmented reality

MR glasses end 

scene loading

Fig. 1. Scenario storage and loading process

(2) Once the Unity scene is built, it is divided by square areas and the terrain height map,
non-terrain obstacles and augmented reality location coordinates, category and size for
each block of the database are uploaded.
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(3)When usingMR glasses to load a particular area map, it can then be loaded according
to its coordinates. In the MR glasses side you can add labeled objects, move object
positions and upload all scene information according to the final scene data at the end
of the operation.

4 Implementation of a Realistic Training System for Maternal
and Child Health Care Based on MR Virtual Technology

4.1 Implementing Human-Computer Interaction

The system uses MRTK as a mixed reality development component, using it to enrich
the controls while using basic operations and simplifying the development effort. Win-
dowsMixedReality runs as an extensible framework on Unity, providing developers with
the ability to exchange core components. The basic MRTK file is first configured to use
its corresponding component functionality at runtime. Its basic services include input
methods, spatial awareness, camera, remote, 3D boundaries, etc. Through gaze and Tap
gestures, spatial objects containing interactionmethodswith framework components can
bemanipulated for interaction methods, manipulation processing and object boundaries.

The interaction operations of mixed reality teleoperation in this paper are built on
the basis of MRTK, adding suitable functional components to specific functions.

For example, the virtual tagging function is implemented. The tagging function
is a 3D tagging of objects of interest to mother and child care students in the scene.
The first step is to retrieve the prefabricated 3D virtual tag by clicking on the UI, add
the interaction component ManipulationHandler for the spatial dragging operation, the
tag size and direction adjustment component BoundingBox and the spatial position
movement synchronisation component UpdatePosition. The functionality of the tabs is
achieved by adding basic components.

4.2 User Satisfaction Masurement

After the completion of the system hardware and software design solution, a certain
number of users were required to evaluate the design solution in order to checkwhether it
was feasible. Fifteen userswere selected to participate in this user satisfaction evaluation,
and the users involved in the evaluationwere given a detailed explanation of the functions
and usage of the system, and a Likert scale was created from the perspective of several
evaluation indicators, each item being divided into 5 levels (-2, -1, 0, 1, 2), in the order
of extremely dissatisfied, dissatisfied, satisfied, more satisfied and very satisfied, and the
users were asked to score through the satisfaction evaluation form. The scoring results
are shown in Table 1 respectively. The average value of user satisfaction scores for each
indicator is above 1, which shows that users are more satisfied with the system design
solution, as shown in Fig. 2.
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Table 1. System Scoring Results

Evaluation angle evaluating indicator mean value Maximum minimum value

Visual Design color 1.72 2 1.66

Icon 1.68 1.84 1.55

Function content Comprehensive content 1.56 1.74 1.26

Operation Convenient operation 1.61 1.78 1.38
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Fig. 2. Customer Satisfaction

5 Conclusions

Competence, knowledge and skills are both different and related to each other. Knowl-
edge is the result, object and content of an individual’s mental activity, while competence
is the mental characteristic that an individual displays in order to complete an activity;
skill is an automatic way of activity that has been consolidated through practice. The
realistic training system can develop students’ abilities, knowledge and skills. This paper
proposes a design for a realistic training system for maternal and child health care based
on MR virtual technology. In the process of system design, the situational tasks of
maternal and infant health care are realistically reproduced, and the functions of system
simulation are achieved, which proves the feasibility of simulation teaching as well as
the broad application prospects. This study provides a theoretical basis for understand-
ing students’ competence and exploring scientific and effective laboratory management,
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which has certain social and practical significance. However, due to the limited capacity
of the researcher, this study inevitably has many shortcomings and the system needs to
be optimised based on the results of user satisfaction evaluation.
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Abstract. In the financial field with the background of modern Internet, the core
part of CBEC (Cross border e-commerc) system has become electronic payment.
China’s financial industry has serious problems in third-party platform payment,
such as fund circulation and monitoring, lack of credit reporting system, privacy
disclosure, etc., and should use various science and technology to fill the gap
in Internet financial supervision and management. To ensure the safety of con-
sumers and the companies to be consumed, eliminate the security risks in the gray
zone, the standardization platform will firmly control the scale of personal infor-
mation disclosure, create a healthy consumption and investment environment for
consumers and investors, reduce and solve many risks and problems such as cross-
border payment credit risk, technical risk, liquidity risk, privacy protection and
supervision and management difficulties. This paper mainly studies how to use
blockchain technology to discuss the risks of CBEC payment. At the same time,
this paper first introduces the risks of the underlying blockchain technology and
CBEC payment, and then applies the underlying blockchain technology to CBEC
payment risk resolution, which reduces the risk of payment. Finally, it analyzes
the actual application performance of the underlying blockchain technology. The
experimental results of the article show that the questionnaire of CBEC companies
and staff can show that there are great risks in e-commerce payment. Therefore,
using the underlying technology of blockchain to reduce the risk of CBEC online
payment is a topic worthy of study.

Keywords: Blockchain Underlying Technology · CBEC · Online Payment
Risk · Blockchain Architecture

1 Introduction

In recent years, with the rapid improvement of science and technology and the rapid
development of human society today, China’s e-commerce has also brought some huge
challenges and newbeginningswith it. Especially in the current context of online finance,
CBEC is booming because of demand, which has virtually changed our purchase model
and also produced new trading methods. It is more convenient for us to purchase, but
while the CBEC platform provides convenience, various problems occur quietly. How
to control transactions and implement strict supervision on consumer transactions has
become a problem. At present, there are few studies on solving the risk of CBEC. In this
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case, Liu C has developed three types of supply chain game models: the basic model, the
single trade credit model, and the trade credit and income sharing cooperation model.
He used these models to analyze the optimal decision-making under centralized and
decentralized conditions, and verified that a single trade credit cannot adjust the supply
chain. However, partner agreements can coordinate the supply chain [1]. Akhmadeev
R assessed the actual requirements for the implementation of VAT under the relevant
conditions of participating in e-commerce payment, in order to develop and implement
the target determination model. In the process of scientific and practical research on the
specific conditions of the implementation and payment of indirect tax, it is determined
that there are differences due to the applicable indirect tax [2]. In the current CBEC
environment, SongB put forward the view that because themulti-variety and small-batch
transaction mode of CBEC prohibits the customs from comprehensively inspecting the
quality of goods, the laws and regulations of different countries may conflict, which may
cause significant risks to CBEC [3]. However, the above research has not combined with
reality to solve the risk of CBEC payment, and the evaluation and comparison are few,
which need to be improved.

This paper first describes the risk and risk management of CBEC payment, discusses
the prevention of payment risk of CBEC companies, and analyzes the risk of payment
methods, payment channels and electricity recovery, thus laying a theoretical foundation
for CBEC to avoid online payment risk.

2 Blockchain Underlying Technology

Information layer: distributed ledgers, the core technology of blockchain, need to use
cryptography technology to ensure the integrity and security of data [4]. Network layer:
also known as point-to-point technology, in the blockchain network, nodes are equal, and
each node determines the transaction information and exchange rights through consensus
algorithm;

Protocol layer: also known as distributed protocol, this layer mainly provides a set
of standard distributed protocols for the blockchain system to achieve the scalability,
security and consistency of the data after being linked. Incentive layer: incentive mech-
anism refers to the code of conduct that ensures the continuous and healthy operation
of the blockchain system through the design of incentive mechanism in the system [5].
Contract layer: The contract layer is the core function of the blockchain system, that
is, the smart contract is used to execute the consensus agreement, ensure transaction
security and control node permissions, and ensure data verification and tamper-proof.

Its structure is shown in Fig. 1:
The big data layer is composed of blockchain big data blocks, timestamp, hash func-

tion, blockchain big data organization mechanism and asymmetric encryption algorithm
[6]. The network layer includes P2P network, transmission mechanism and data verifi-
cation mechanism. The protocol layer includes the existing blockchain of the Protocol.
The public identification layer includes the existing blockchain of the public identi-
fication mechanism. The typical common identification mechanism mainly includes
workload evidence, proof of interest, authorization certificate and interest. The main
contract layer of the encouragement layer mainly includes script language, algorithm
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Fig. 1. Blockchain system architecture

mechanism, and jointly recognized contracts, of which the contract is the core, The
application layer includes application site blockchain, programmable currency, pro-
grammable finance, programmable currency, programmable currency, programmable
currency, programmable finance, programmable society, and the specific structure is
shown in Fig. 2:
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Fig. 2. Specific architecture classification of data layer

2.1 Blockchain Underlying Technology Algorithm

Block interval method: The block interval needs to be dynamically adjusted according to
the network load at any time according to the real-time situation [7]. When the network
idle time interval becomes longer and the network busy time interval becomes shorter,
the dynamic contraction can be realized. The interval calculation method of Block is
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to make statistical calculation based on the number of recent transactions. The more
transactions, the shorter the interval, and the less transactions, the longer the time.

The block interval calculation formula is as follows:

Block_interval = min_interval + max_interval − min_interval

1 + transaction_num
(1)

where, min_ Interval is the minimum block interval, max_ Interval is the maximum
time interval. Transaction_ Num is the average transaction in the last m blocks, where
m can be an integer greater than 1, m, min_ Interval and max_ The interval is preset by
consensus calculation or set by smart contract.

Workload proof method: By calculating the value, the hash value of the content
after transaction data collation reaches the specified limit [8]. When a node successfully
finds a target that meets the standard, it will immediately send the broadcast packet to
all networks, and the nodes in the network will immediately verify after receiving it.
The number of required preambles 0 is called the difficulty value. The Nonce value is
iterated until the target value is valid. The process of finding the nonce value of the target
value that meets the appropriate conditions is called drilling. The algorithm formula is
as follows:

target = Hash(index, previousblock hash, timestamp, block data, nonce) (2)

t arg et < difficulty//target new_difficulty = prev_difficulty∗ (3)

The first 2015 block generation time/1209600 (generally the number of seconds
required to generate a block every 10 min and 2016 blocks)// The CPU required to
adjust the difficulty expression is the workload proof. To repair a block, and the proof
of the block and all subsequent block workloads must be recreated.

2.2 Advantages and Disadvantages of Blockchain Underlying Algorithm

The blockchain underlying algorithm technology has become more and more popular
with the continuous expansion of development and application, and this powerful devel-
opment impetus from the needs of all walks of life gives the blockchain underlying
algorithm an opportunity to develop and change. Therefore, although blockchain has
made more and more achievements in each industry, each algorithm has its advantages
and disadvantages, and the advantage of the lower algorithm is decentralization [9].
Because blockchain uses peer-to-peer network technology to store data and uses dis-
tributed computing and storage, it does not store centralized hardware or management
architecture, and the rights and obligations of each node are equal.

At the same time, because the system is open, the customer’s personal informa-
tion is encrypted, and the system is maintained synchronously by the node and all the
maintenance function nodes, so that everyone can query the blockchain data through
the public interface and develop relevant applications [10]. The whole system is highly
transparent and creates a trusted database. However, at the same time, the lack of pri-
vacy of blockchain algorithm is one of the disadvantages. The shared algorithm chain
allows each user to obtain a complete data backup. The transaction data is public. For
the accounts and transaction information of some commercial institutions, the algorithm
has no privacy.
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3 E-Commerce Payment Risk Experiment

This paper takes the staff and sales customers of CBEC companies in Zone C as the
survey objects, and uses the network survey method to investigate the potential payment
risks of e-commerce in Zone C. In the questionnaire survey, there was no communication
between participants to ensure the objectivity and fairness of the questionnaire.

3.1 Questionnaire Design

A network survey was conducted on the current payment mode and existing problems of
e-commerce companies in Zone C. Problems: online risk, credit risk, digital signature
risk, accounting risk, gateway risk, etc. On this basis, an anonymous questionnaire was
used to investigate all the questions to be investigated.

3.2 Questionnaire Distribution and Recovery

First of all, the designed anonymous questionnaire was produced and distributed to
the staff of CBEC companies and sales customers in the form of online 60 copies
each. The group distributed this time has relatively high cultural quality. A total of 120
questionnaires were distributed this time. A total of 102 questionnaires were collected
this time, including 64 questionnaires for staff of the Power Supply Department and 38
questionnaires for customers. Summarize the collected questionnaires and eliminate the
ones with unclear or unclear answers. At last, 92 valid questionnaires were collected,
including 48 for internal staff and 44 for power customers.

3.3 Statistical Data Results

The collected internal staff questionnaires are counted to determine the impact of the
following risks on online payment of e-commerce, where A represents a great impact, B
represents an impact, C represents a little impact, and D represents no impact. The data
obtained during statistics are shown in Table 1 and Table 2:

Table 1. Risk impact feedback from staff of CBEC companies

risk A B C D

Risk of online 55% 33% 7% 5%

Credit risks 36% 24% 29% 11%

Digital signature risk 47% 36% 16% 1%

Accounting risk 49% 35% 15% 1%

Gateway risk 54% 22% 15% 9%

From the above data, it can be seen that the five risks have a great impact on the
transaction rate of CBEC payment. Therefore, this paper needs the existence of an early
warning and prevention mechanism, and the lack of risk of CBEC payment management
mechanism.
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Table 2. Sales customer feedback risk impact

risk A B C D

Risk of online 55% 34% 2% 9%

Credit risks 54% 30% 6% 10

Digital signature risk 45% 38% 4% 13%

Accounting risk 54% 30% 5% 11%

Gateway risk 64% 12% 5% 19%

4 Results and Discussion of CBEC Payment

4.1 Risk Status of CBEC Payment

First of all, the order turnover of companies that use blockchain technology and do not
use blockchain technology in Zone C is studied. From Fig. 3, it can be seen that the order
turnover of companies that use blockchain technology is generally higher than that of
companies that do not use blockchain technology, which can indicate that blockchain
technology helps companies achieve the goal of economic growth while improving
payment security.

Fig. 3. Data Sheet of Video Software Usage Algorithms in Zone A in the First Half of 2021

4.2 Risk Analysis of CBEC Payment

(1) Importer credit risk

In the B2B export transactions of CBEC, some importers with bad credit use the con-
venience and timeliness of the network to cheat, or deliberately default when the trading
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market has adverse changes. For example, on the Made in China website, there are some
buyers who take advantage of the loopholes in the online enterprise information review
system, use false enterprise information to buy and sell, cheat the export enterprises’
goods, or threaten the export enterprises with bad comments, force the export enterprises
to reduce prices or make other concessions, and other acts that endanger the economic
interests of foreign trade export enterprises.

Information risk of CBEC platform.
Foreign trade enterprises need to publish their basic information and supply informa-

tion on the cross-border platform in order to negotiate and sign contracts with importers.
For this reason, the data update of the algorithm will become slow.

Cross-border exchange collection of risks.
The payment for CBEC B2B export by foreign trade enterprises is collected through

the network platform. Restricted by the cross-border payment environment and the third-
party payment system, there are huge risks in the cross-border payment process of foreign
trade enterprises.

Cross-border customs clearance risk.
With the change of China’s CBECB2B export customs clearancemode, the informa-

tion transfer between the relevant departments such as customs, tax, banking, commodity
inspection and CBEC logistics enterprises has become one-way, making it impossible
to effectively share information between various departments.

5 Conclusion

In today’s rapid development of the Internet era, CBEC still faces many problems,
mainly focusing on the non-uniform payment mode, the non-uniform capital calculation
system, and the non-uniform clearing and settlement system. Therefore, the futureCBEC
payment mode should be fully unified and socialized, which can be improved through
multilateral trade capital settlement. Payment is the key link of the transaction, so the
security and reliability of payment are crucial to both parties. From the current situation,
the platform does not require high digital signatures of both parties, and its security
depends on the security of digital signature technology. However, data transmission still
needs security protection. For example, encryption technology or other technologies are
used to ensure the security of transaction data.

Acknowledgment. Fund Project: Research on the Financial SystemofCross-border E-commerce
in Zhuhai based on Blockchain Technology (2021YBC120) Zhuhai 2021–2022 Philosophy and
Social Science Planning Project.

References

1. Su, W., Wang, Y., Qian, L., et al.: Creating a sustainable policy framework for cross-border
E-commerce in China. Sustainability 11(4), 943 (2019)

2. Lipych, L., Mokhniuk, A.: E-business in ukraine: peculiarities, tendencies, prospects.
Economic J. Lesia Ukrainka Eastern Euro. National Univ. 1(21), 74–79 (2020)



Cross-Border e-Commerce Payment Risk 45

3. Liu, C., Chen, K., Li, M., et al.: Trade credit and revenue sharing of supply chain with a
risk-averse retailer. Math. Probl. Eng.Probl. Eng. 2021(6), 1–15 (2021)

4. Akhmadeev, R., Morozova, T., Voronkova, O., et al.: Targets determination model for VAT
risks mitigation at B2B marketplaces. J. Entrepreneurship Sustain. Issues 7(2), 1197–1216
(2019)

5. Song, B., Yan, W., Zhang T.: Cross-border e-commerce commodity risk assessment using
text mining and fuzzy rule-based reasoning. Adv. Eng. Inform. 40, 69–80 (2019)

6. Bhagi, A., Sarkar, A., Sethuraman, V., et al.: Blockchain technology for immunisation data
storage in India: opportunities for population health innovation. BMJ Innovations 8(1), 1–3
(2022)

7. Alharbi, T.: Deployment of blockchain technology in software defined networks: a survey.
IEEE Access (99), 1–1 (2020)

8. Du, W.D., Pan, S.L., Leidner, D.E, et al.: Affordances, experimentation and actualization of
FinTech: A blockchain implementation study. J. Strategic Inform. Syst. 28(1), 50–65.3 (2019)

9. Younus, A.M., Abumandil, M.: Factors affecting the adoption of blockchain technology for
the development of australian logistics. Design Eng. (Toronto), 2021(7), 9133–9141.5 (2021)

10. Weiss, M.B., Werbach, K., Sicker, D.C., et al.: On the application of blockchains to spectrum
management. IEEE Trans. Cognitive Commun. Netw. PP(99), 1–1 (2019)



Brand Visual Identification System for Urban
Brand Image Design

Ying Li(B)

Department of Design, Xianyang Normal University, Xianyang 712000, Shaanxi, China
ly1375@sina.com

Abstract. Brand visual identity system is not an isolated system, it is a very
systematic whole. The block vision system is closely connected with the city and
belongs to a part of urban planning. The overall and unified VRS reflects the good
operation of all departments in a city, and also shows the neat style of the city. In
this paper, the design of brand visual identity system based on urban brand image
design, taking the construction of urban commercial block visual identity system
as an example, discusses the process of urban brand design and 2 matters needing
attention in the design of brand visual identity system. By means of questionnaire
survey, this paper analyzes the satisfaction of temporary residents and long-term
residents of city a to the city’s brand image and their awareness of the city’s regional
culture. The test results show that the most satisfactory of the temporary residents
is that the “cultural atmosphere” accounts for 47.2%, the “urban environment”
is nearly 28% lower than the “cultural atmosphere”, and the “cultural heritage”
accounts for more than 80% of the temporary residents and long-term residents,
of which the “local folk customs” account for 11.4% and 9.3% respectively, and
the “industrial culture” accounts for less than 6%. From this, we can see that the
most attractive place of a city is the urban culture, that is, the design of urban brand
image is very important; A the cultural heritage, local folk customs and industrial
culture in urban regional culture have distinct characteristics. When shaping the
visual image of urban brand, we should organically combine the three. Only in this
way can we truly reflect the spiritual outlook, value orientation and deep cultural
connotation of a city. It is very necessary to design a brand visual identity system
based on urban brand image design.

Keywords: Urban Brand · Brand Image Design · Visual Identification System ·
Identification System Design

1 Introduction

Taking the construction of urban commercial street as an example, this paper designs the
brand visual identification system based on the design of urban brand image. Excavate
and highlight the personality of commercial blocks, combined with the city brand image.
Commercial block visual recognition should consider the integration with the whole
city, not only with the city image and urban material form, but also integrate the design
of commercial block visual recognition system(VRS) into the overall link of urban
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planning, so as to achieve systematic and integrated design. The history and culture of
the city make the city present a unique face. The VRS of commercial blocks can also
reflect the character of the city from the elements of block image, scale, materials, color
and so on. This not only ensures the overall consistency, but also imperceptibly promotes
the city brand image.

Many scholars at home and abroad have studied the design of brand visual identifi-
cation system based on urban brand image design. Tamari t takes the main stadium of
the 2020 Tokyo Olympic Games as an example to analyze the controversial design of
Tokyo stadium related to Japan’s national brand initiative. Through the investigation of
Zaha Hadid, a world-famous architect, this paper considers why Hadid’s aesthetics and
narration of Olympic venues can not fully shape the new image of Japan, which can be
regarded as a national cultural heritage [1]. Ponzini D tested some of these hypotheses
by comparing two case studies: the Agbar tower in pobrennu, Barcelona and the Doha
tower in the West Bay area of Doha, Qatar. The planning and development of these
two cities are different from each other. Based on this evidence, it criticizes the simple
assumptions circulated internationally and calls for a deeper understanding of urban
design, planning and policy factors [2].

The connotation of regional culture is the internal characteristic of most domestic
commercial blocks. The innovation of this paper in designing the brand visual iden-
tification system of urban brand image lies in taking the local cultural context as the
design starting point. Vivid graphic symbols are used to spread impressive effects, so as
to have a certain identity and appeal. This can be easily recognized and accepted by the
public, so as to arouse their resonance and cultural identity. Their own characteristics
are often unique and innovative, with characteristics and uniqueness; The unique visual
design has set up a new image for the commercial district and played a positive role in
publicizing the characteristics of the city [3, 4].

2 Design of Brand Visual Identification System for Urban Brand
Image Design

2.1 Urban Brand Design Principles

People oriented principle: people oriented principle is a design idea that focuses on
people’s spiritual and emotional needs from the perspective of people and on the basis
of meeting people’s basic needs. Commercial block VRS is a visual and spatial multi-
dimensional three-dimensional design, especially needs to reflect the care for people,
which is also a concentrated embodiment of humanistic spirit. When designing the VRS
of commercial blocks, we should combine the principles of ergonomics andmake appro-
priate design according to people’s perception system, people’s behavior and activity
law, people’s static and dynamic scales and people’s safety needs. Therefore, when
implementing the specific design, designers should pay particular attention to the grasp
of color, graphic symbols, materials and other elements. From a visual point of view,
the clean and beautiful neighborhood environment with soft color matching can make
people pleasing to the eye and produce a comfortable feeling [5].

Normative principle: the VRS should be implemented according to certain design
criteria and adhere to the principle of unity and standard to standardize the operation
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in order to play its function. Of course, on this basis, we also need to carry out expan-
sionary innovative design to show the charm of design on the basis of ensuring strong
visual recognition. Logo is the first image element in visual recognition and the first
impression of the image of commercial block in the hearts of the audience. The sign
of the commercial block represents the visual symbol of the block. It not only reflects
the concept and spiritual connotation of the block, but also the symbolic pattern of the
whole block, which has the function of positioning and explanation. Therefore, the logo
design of commercial blocks needs to use concise graphic symbols to convey specific
information and meaning, so that the public can perceive and obtain information at the
first time. Therefore, the shape and color of the logo should be easy to identify and
remember [6, 7]. The signs should be used strictly and reasonably, which will lead to
confusion in the process of commercial use. Otherwise, it is easy to cause confusion in
the process of commercial use.

On the basis of meeting the use function, we should also meet people’s spiritual
needs and meet people’s basic aesthetic needs. In terms of basic elements, vivid and
interesting modeling images are adopted, which can be remembered by those who have
seen it, and has a good communication effect. The design of basic elements should
be careful in ingenious conception and refinement. The composition can be seen as
perfect as possible, and then constantly revised and refined to extract the essence of
its dross, enrich and develop the scheme. Secondly, in terms of shopping environment,
a good shopping environment in commercial blocks can not only attract consumers to
stop, stimulate shopping desire, but also shape a good image of commercial blocks.
The shopping environment includes the external environment of the block, the internal
environment of the store, the facade of the window, etc.; It also includes the natural
environment and artificial environment of the block. Reasonably arrange the elements
of the VRS of the commercial block into the block environment to form a harmonious
and beautiful whole and create a strong shopping atmosphere [8, 9].

2.2 Brand Visual Identity System Design

(1) Tap their own cultural characteristics
In the process of positioning the visual core of the commercial block, we

should analyze according to the local traditional cultural history, economic level
and the characteristics of the target population of the block, excavate the represen-
tative graphic symbols and design them. Accurate and meaningful positioning of
commercial blocks can make people refreshing and easy to remember.

(2) Establish a perfect guidance facility system
A reasonable commercial block guidance facility system should be an integral

part of the urban guidance facility system, which echoes with the urban guidance
facility system. Similar to the urban guidance facilities, the design of the guidance
facilities of the commercial block should consider the characteristics of the block
itself, as well as people’s perception of the block, and tap the cultural characteristics
of the block itself as the innovation of the design. Starting from the cultural character-
istics of the block, its characteristics are refined and simplified into a representative
graphic symbol, so that users can understand the meaning and characteristics of the
graphic at a glance. In addition to graphic symbols, text, color, material, modeling
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and technology are all factors involved in the design of guiding facilities. People
perceive the city through various hints such as color, current situation, words, sym-
bols, hearing and even smell. Maps, house numbers, road signs, landmark buildings
and other guiding facilities make it easy for people to find the way [10].

The design of commercial block guidance system should pay attention to systemat-
icness, which is not only the inheritance and development between block guidance and
city guidance, but also the guidance facilities of commercial block itself are a system.
According to the function, the guiding facilities of commercial blocks can be divided
into block traffic guidance, commercial area guidance, cultural tourism guidance, etc.;
According to different traffic types, it can also be divided into bus guidance, subway
guidance and pedestrian guidance. In the design process, we should pay attention to
the relationship between these classifications to achieve unity and change. The guid-
ing information to be provided can also be divided in order through different colors to
determine what information pedestrians see first and then [11].

(3) Provide humanized public facilities
Public facilities are essential elements in the space environment of commercial

blocks. In the design process, we should not only reflect the aesthetic principles,
but also meet the functional requirements. In particular, the scale of public facilities
should comply with the principle of ergonomics, so that the size is reasonable and
comfortable. As a part of the city, the commercial block should skillfully apply
some technical elements in the urban VRS to the design of public facilities of the
commercial block.

Generally speaking, the public facilities of commercial blocks should be in the same
line with their city brand image. In a modern city, especially in the design of large-scale
facilities, it is necessary to consider reasonable, uniform, material saving, reasonable
and simple production and processing functions, and the minimization of cost control.
However, we should also avoid too patterned modeling styles, add some unique and
interesting designs, and achieve the integration ofmodern science and technology culture
and historical culture. This shows that the design of public facilities should be combined
with the cultural characteristics of the block and the surrounding environment, integrated
with the environment, and have strong visual appeal [12].

3 Investigation and Research on Brand Visual Identification
System of Urban Brand Image Design

Using the online questionnaire survey method, this paper investigates and analyzes the
satisfaction of temporary residents and long-term residents of city a on the brand image of
the city, as well as the regional culture (awareness) of long-term residents and short-term
residents of city A.

In this paper, SPSS 22.0 software is used to count and analyze the questionnaire
results, and t-test is carried out. The t-test formula used in this paper is as follows:

t = X − μ

σX√
n

(1)
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t = X1 − X2√
(n1−1)S21+(n2−1)S22

n1+n2−2 ( 1
n1

+ 1
n2

)

(2)

where formula (1) is a single population test, AA is the average number of samples, s
is the standard deviation of samples, and N is the number of samples. Formula (2) is a
double population test, s21 and s22 are the two sample variance, n1 and n2 are the sample
size

4 Investigation and Analysis of Urban Brand Image

By means of questionnaire survey, this paper investigates and analyzes the satisfaction
of temporary residents and long-term residents of city a on the brand image of the city
(including urban environment, citizen quality, urban construction, job opportunities,
public security management, cultural atmosphere, convenience of life and others). The
test results are shown in Table 1 and Fig. 1

Table 1. Satisfaction of residents in different aspects of city a

urban
environment

Citizen
quality

urban
construction

Job
opportunities

Public
security
management

cultural
atmosphere

Convenient
life

other

Temporary
residents

19.8% 3.7% 13.5% 1.6% 2.8% 47.2% 11.3% 7.4%

Long term
resident
population

15.4% 2.4% 17.6% 5.7% 4.9% 37.8% 12.3% 6.2%

From the above test results, it can be seen that the most satisfied temporary residents
are the “cultural atmosphere” accounting for 47.2%, the “urban environment” is nearly
28 percentage points lower than the “cultural atmosphere”, the “urban construction”
13.5% and “convenient life” (11.3%) are about 10 percentage points, the selection rate
of the remaining options is less than 10.0%, and the selection rate of “job opportunity”
is the lowest. It can be seen that the most attractive place of a city is the urban culture,
that is, the design of urban brand image is very important.

Next, test the awareness of long-term residents and short-term residents of city a to
the regional culture (cultural heritage, local folk customs and industrial culture) of the
city, and conduct a questionnaire survey. The test results are shown in Fig. 2.

In various surveys of regional culture, the data on the regional cultural awareness of
city a shows that the proportion of “cultural heritage” of temporary residents and long-
term residents has reached more than 80%, of which “local folk customs” account for
11.4% and 9.3% respectively, and “industrial culture” accounts for less than 6%. This
data shows that the citizens of the city are very attractive to cultural heritage. In addition,
local folk customs such as folk culture and urban scenery are loved by the majority of
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young people.Due to the vague understanding of the connotation of industrial culture and
the lack of a consistent sense of industrial culture cognition, it is difficult to organically
connect industrial culture with urban brand building. It can be seen from the above data
that people have a low understanding of industrial culture and local folk customs, and
there is still a certain gap in building urban brands with industrial culture and local folk
customs.
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5 Conclusions

It is essential for a city to find its own position, fully tap its own advantages, enhance its
core competitiveness, build a city image that can reflect the characteristics of its ancient
and modern development process, display its unique cultural character and highlight
the advantages and charm of the city in all aspects in the changing social development
environment, the global situation with increasingly fierce regional competition and the
accelerating pace of national development in the process of urbanization. In the process
of building urban image, the design of urban visual image recognition system is the top
priority. No matter the most traditional basic elements in the VRS, or the application
elements of block space, or the environmental interface elements in the field of landscape
research, we should pay attention to excavating the cultural characteristics of the city
and the block, adhere to the people-oriented and standardized principles around the
same core, and make the design of commercial block VRS combining functionality and
artistry, so as to promote the further development of commercial block and city.

References

1. Tamari, T.: Star architects, urban spectacles, and global brands: exploring the case of the
Tokyo Olympics 2020. Int. J. Jpn. Sociol. 28(1), 45–63 (2019)

2. Ponzini, D., Arosio, P.M.: Urban effects of the transnational circulation of branded buildings:
comparing two skyscrapers and their context in Barcelona and Doha. Urban Des. Int. 22(1),
1–19 (2017)

3. Changhyun, J., Moonsun, Y., Jungyong, L.: The influence of brand color identity on brand
association and loyalty. J. Prod. Brand Manag. 28(1), 50–62 (2019)

4. Kim, K.I., Kim, J.W.: A study on urban tourism factors affecting urban brand image & revisit
intention of chinese tourists: focusing on Chinese tourists visiting busan. J. Tour. Leisure Res.
31(8), 39–58 (2019)

5. Cecilia, Cassinger, Jorgen, et al. The narrative rhythm of terror: a study of the Stockholm
terrorist attack and the “Last Night in Sweden” event. International Journal of Tourism Cities,
2018, 4(4):484–494

6. Vinayakumar, R., Alazab, M., Srinivasan, S., et al.: A visualized botnet detection system
based deep learning for the internet of things networks of smart cities. IEEE Trans. Ind. Appl.
56(4), 4436–4456 (2020)

7. Dzyabura, D., Peres, R.: Visual elicitation of brand perception. J. Mark. 85(4), 44–66 (2021)
8. Pedeliento, G., Kavaratzis, M.: Bridging the gap between culture, identity and image: a struc-

turationist conceptualization of place brands and place branding. J. Prod. BrandManag. 28(3),
348–363 (2019)

9. Budiman, A., Wijaya, P.W.: Perancangan Media Komunikasi Visual Pada Museum Uang
Sumatera. AKSA Jurnal Desain Komunikasi Visual 3(1), 356–369 (2020)

10. Bonakdar, A., Audirac, I.: City branding and the link to urban planning: theories, practices,
and challenges. J. Plan. Lit. 35(2), 147–160 (2020)

11. Bae, S., Jung, T.H., Moorhouse, N., et al.: The influence of mixed reality on satisfaction and
brand loyalty in cultural heritage attractions: a brand equity perspective. Sustainability 12(7),
2956 (2020)

12. Tien, N.H., Anh, D.B.H., Ngoc, P.B., et al.: Brand building and development for the group of
Asian international education in Vietnam. Psychol. Educ. 58(5), 3297–3307 (2021)



Data Quality Evaluation Method Based
on Density Clustering Algorithm and Its

Application

Limin Zhao, Guangcai Liu, Peng Wei(B), Wenbin Zhang, Li Sun, and Peihao Qiao

North Automatic Control Technology Institute, Taiyuan, Shanxi, China
wp7786@126.com

Abstract. Data quality assessment ismainly to analyze, evaluate and calculate the
collected original information, and then to obtain the decision results. At present,
there are many research methods for data quality. Through density clustering of
data, we can get some parameters. This paper proposes a new data quality eval-
uation model to improve the performance of products and services. This paper
mainly analyzes the data quality evaluation model by using experimental compar-
ison and density clustering algorithm analysis. The experimental data shows that
because the weight of the precision rule set in the evaluation is 0.18, the precision
evaluation value in the final evaluation value is 14.99.

Keywords: Density Clustering Algorithm · Data Quality · Evaluation Method ·
Application Research

1 Introduction

There are two main methods of data quality evaluation, namely, classification based
on density clustering and comprehensive scoring. Data quality is an important part of
information security. The results obtained by density clustering algorithm are more
accurate and reliable than traditional methods. The quality of data directly affects the
user experience. Data quality assessment is a complex process, which requires statistical
analysis of problems in the system, and then takes effective measures to improve the
system performance. Density clustering algorithm is a data quality evaluation method.
This method can further process the original sample information.

Many scholars have studied data quality evaluation methods and density clustering
algorithms. For example, some experts choose the model combination method to sim-
ulate the change characteristics of time series data [1, 2]. Some experts also claimed
that the key to solving this problem is to reduce the dimension, group the existing high-
dimensional data, and eliminate the noise in high-dimensional data to a certain extent
[3, 4]. In addition, some experts claim that on most data sets, dense clustering can obtain
better clustering results than traditional clustering algorithms, and there is almost no
need to manually set parameters in the clustering process [5, 6]. The research of data
quality evaluation mainly focuses on the classification of data of different types and
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grades, and summarizes the corresponding models, including cluster analysis, density
function and statistical description.

This paper first studies the density-based clustering algorithmand improvedmethods,
and analyzes its basic classification and characteristics. Secondly, the necessity of data
quality detection and evaluation methods is discussed, and the factors affecting data
quality evaluation are proposed. Then the comprehensive evaluation of data quality
is simulated. Finally, relevant data and conclusions are drawn through experimental
comparison.

2 Data Quality Evaluation of Density Clustering Algorithm

2.1 Density-Based Clustering

Clustering is a method of data processing, which classifies the samples and then merges
the sampleswith similar degree into a group.According to different classification objects,
a new class is formed by combining similar properties in the data. A sample space can
contain multiple categories at the same time. In a prototype-based cluster, a cluster is
a collection of objects, where each object is closer to the prototype of the cluster than
the prototype of other clusters. This technology is simple and can be used for different
types of data. Although it usually needs to be executed several times, it is also relatively
effective. It is relatively quiet and can handle clusters of any shape and size. It can find
many clusters. Grid-based clusters can determine the grid size of each object and the
number of grids for each object in a single data scan. It obtains the final clustering result
based on the statistical analysis of the original set and its characteristic information. The
density clustering algorithm is an unsupervised data set [7]. It consists of all meaningful
points in a sample space set. Density clustering algorithm is a data quality evaluation
method. It can divide a sample into multiple clusters according to certain rules, and then
classify these monomers. Density clustering algorithm is a multi-attribute data analysis
method. The density clustering algorithm has good discrimination in data classification.

Density clustering algorithm is a data mining method. It mainly analyzes the dif-
ferences between the distance and dimensions between sample points, and then draws
conclusions. In this case, a density measurement function is needed to calculate it. After
the sample set is obtained by density clustering algorithm, a tree model is built according
to its attributes. The density clustering algorithm is used to estimate a data from the data
of the sample set. First, the sample set is clustered, and then all objects in each group
are divided into the same cluster according to the classification map obtained. Then use
different methods to calculate the distance between each cluster. Data compression tech-
nology mainly includes two processes. The first is to delete some invalid information
from the memory. The second is to estimate the effective signal.

The clustering algorithm based on object density and direction determines the cen-
tral object of the density attraction point chain according to the definition of density
accessibility [8]. In the algorithm, we use Gaussian function to formally simulate the
influence of each data point.

gguass(a, b) = f
c(a,b)2

2λ2 (1)
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represents the distance between object a and object ai.

density(ai) =
m∑

k=1

f
c(ai ,bk )2

2λ2 (2)

The maximum local data point of the global density function in the data space. The
neighborhood radius is as follows:

R = j(C)

mcoefR
(3)

where j (c) is the average distance of all objects. According to the cluster definition, the
characteristics of the object can be obtained at the class boundary. If the density value of
most data points is close to 1, increase the value of the density parameter. If most values
of the density parameter are close to m, the density parameter value must be reduced
[9, 10].

2.2 Data Quality Assessment

Data quality assessment model

Dataset

Evaluation indicators

Com
prehensive

evaluation
scoreof

indicatorsRule weight

Rule series

Rule

M
etadata

Fig. 1. Data Quality Assessment Model

The evaluation of data quality is the process of analyzing, processing and evaluating
the data used by users. In real life, because it is impossible for the system to customize
personalized needs for everyone, there are differences between different groups. There-
fore, in order to better serve people, it is necessary to sort out and utilize a large number
of individual characteristics information, and then establish a corresponding database to
collect relevant useful information resources. The quality of data is determined by many
factors, including acquisition methods, equipment and algorithms. This paper mainly
introduces the data quality evaluation model based on density clustering. The first mod-
ule is to classify randomly selected samples from different perspectives. The second
module is to determine the importance of the selected data type, and grade these vari-
ables according to their importance to show their advantages and disadvantages. Data
quality assessment is a dynamic process. It is to obtain data through analysis, collation
and statistics within a specific time interval. Data quality assessment refers to the estima-
tion, analysis and inspection of relevant information obtained by users using computer
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systems under specific application environments through certain methods. Data quality
evaluation is to evaluate and analyze the results of a test, and give reasonable sugges-
tions according to its advantages and disadvantages [11]. In order to ensure the reliability
of data, the original information obtained is analyzed to make correct decisions. Data
quality evaluation analyzes, calculates and gives corresponding results for each indica-
tor. The main influencing factors of data quality assessment are as follows. Different
users have different understanding of the same content. The impact of different types
of algorithms on the quality evaluation results is also very different. The data quality
assessment model is shown in Fig. 1:

Data quality assessment is a complex system with uncertainty and multi-objective
optimization problems. In the process of practical application, we need to evaluate these
indicators. The density clustering algorithm, as one of the unsupervised learning meth-
ods, can solve this kind of problem well. Density clustering can divide features into
different types when classifying massive data. This division method has high efficiency.
The application of density clustering algorithm in data quality evaluation is mainly to
calculate by establishing functions.

The traditional data quality assessment method is to quantify user behavior and per-
ceived information, and then transform it into a decision tree. However, in real life,
people often have large differences among different groups. The evaluation results can
not reflect the user’s problems in the use process as a whole, so it can not reflect the
different use of text information by everyone. Density clustering algorithm is a data
quality evaluation method. Its basic idea is to divide a global graph into several clus-
ters, and then measure the spatial distribution and similarity of each individual in these
clusters. Optimize the data for overlapping or missing problems. Then we will get more
accurate and reliable results as the test target. During the experiment, the data obtained
are statistically processed and conclusions are drawn, so as to improve the clustering
accuracy [12].

3 Comprehensive Evaluation of Data Quality

3.1 Test Process

This test record selects the fields of some tables in the database to be tested. The exami-
nation rules are determined by the interview and examination. Collect and synthesize the
information obtained from these two methods to obtain different series of rules required
by the system. The implementation of tests in this system depends on the rules and test
data of each rule set.

3.2 Single Factor Set Test Evaluation Set

Based on the precise evaluation model of data quality of single factor set, select the
precise evaluation management module of single factor set from the evaluation tools,
and evaluate the above eight item tables from the perspective of factor set 2 (context data
quality). The test data comes from the data of the company management system in the
database. This system is an enterprise management system based on B/S architecture of
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NET program language based on Windows Server and SQL Server database. The main
service of the system is to provide services for laboratory staff and manage the internal
workflow of the laboratory. Key functions include business process management, human
resource management, authority control and process control.

3.3 System Function Realization

The back-end code of the system is implemented in Java language. The front-end
is implemented in JavaScript language, and the front-end and back-end interact with
RESTful APIs. The system structure is shown in Fig. 2:

React

Read and write

database
Data cache

Interface callAbnormal processData converse

Controller

EchartsHtmlCss

Fig. 2. Structure of the System

Regarding the system architecture, the system uses MVC architecture. The “data
source” section considers the relational and non-relational data stored in the system.
Data layer (DAO) The framework used by the system is MyBatis. Add a cache layer to
the system according to the running speed of the system. Since the evaluation rules and
other information rarely change, the data from the evaluation rules will be cached when
the system starts to improve the system running speed.

4 Experimental Results

4.1 Evaluation Score Display

Go to the main module of data quality evaluation, select the quality evaluation module,
click the evaluation button, run the test, get the score of each evaluation series, get the
evaluation value according to theweight of the evaluation series, and save each evaluation
data in the database for future reference. The evaluation scores are shown in Table 1:

As shown in Fig. 3, in the accuracy evaluation, there are 40540 verified data sets,
of which 40520 are qualified and 20 are inconsistent. After reviewing and verifying
the enterprise management system database and data files, there are records indicating
the accuracy, integrity, consistency and credibility of data quality indicators. Does not
match. As shown in the sample results, the system allows full automatic testing in terms
of accuracy, integrity, consistency and credibility, with high accuracy and time saving.
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Table 1. Number of Data Evaluation

Total quantity Qualified quantity Unqualified quantity

1 40540 40520 20

2 36270 36250 20

3 30120 30108 12

4 10570 10560 10

5 45220 45205 15
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4.2 Visual Analysis of Test Results

When applying the accurate single-factor evaluation model, the 8 evaluation tables are
automatically evaluated. Click here to open the analysis result visualization module,
which will automatically fill in data. As shown in Fig. 4, we can see that the system
module can not only clearly see the results of each test item table and dynamically
display different indicators.

5 Conclusion

In this paper, we mainly use the density clustering algorithm to evaluate the data quality.
The data quality is studied based on the density clustering algorithm, which is mainly
aimed at the problems that may occur in different applications. Experiments have ver-
ified that the method has high accuracy and performance advantages. This method can
greatly reduce the time and cost required in the process of data quality assessment. The
density of the data is divided by clustering algorithm and divided into three categories,
namely, mean, standard deviation and extreme value. The density function fitting param-
eter estimation method is used to improve the clustering effect, and some statistics are
introduced in the data quality clustering process to reduce its computational complexity.
Do density clustering analysis on the original data, and compare the clustering results
with the original classification to obtain the optimal solution.
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Abstract. The relationship between the packet loss rate and queue length of the
main queuemanagement in the computer network connection process, through the
analysis of themain queuemanagement algorithm in the computer network packet
loss process unreasonable problems, in order to effectively solve this problem, this
paper through the construction of data information processing model, the use of
the newmodel of computer network transmission process packet loss rate analysis,
according to the quadratic function model. The new packet loss rate calculation
formula is composed, and this formula is used to upgrade and optimize the network
blocking process queueing management process packet loss algorithm, which can
ensure that the main queueing management algorithm is more reasonable for
packet loss management, which can make the fairness and stability of the system
in the application process improved and the stable operation of the system is
stabilized.

Keywords: Nonlinear Active Queue Management Algorithm · Packet Loss
Rate · Queue Length · Quadratic Function

1 Introduction

With the continuous progress of science and technology, the development of new indus-
tries such as computer Internet has gradually been widely used in people’s lives. People
enjoy the benefits brought by the development of computer networks at the same time,
but also is the many research scholars gradually focus on the problem of network routing
optimization, because the use of modern computer networks continue to expand the field
[1], in the process of network data transmission will appear delay, data packet loss and
bandwidth limitations and many other problems, serious impact on the normal operation
of computer networks [2]. Therefore, an optimization method needs to be proposed to
achieve network management and resource optimization. The optimization process of
computer network routing problem is actually a special kind of NP-hard combination
optimization [3]. This type of problem can be categorized as a hard-to-solve combina-
torial optimization problem, which has gained the attention of many research scholars
because of the relatively large range of problem usage involved [4, 5]. The traditional
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approach taken is based on statistical-mathematical principles, based on obtaining accu-
rate data or constructing a model before the optimization problem can be solved more
quickly, but in the actual field of application, the use of complex mathematical models
constructed in different fields [6], but it is generally difficult to obtain accurate data infor-
mation, especially in themore restrictive environment can effectively solve the computer
network connection enhancement optimization problems [7].

Based on the above analysis, this paper proposes to apply the nonlinear active queue
management algorithm to the computer network routing connection process, conducts
a detailed analysis of the data problem of routing optimization, and also proposes to
use the nonlinear active queue management algorithm to take enhancement measures
in the state transfer rules and data information model, which can well solve the slow
convergence speed of the computer network queue optimization process and easily fall
into the local The problem of minimal values. Finally, the experimental research results
show that the algorithm proposed in this paper has good practicality. It can effectively
solve the computer network optimization problem.

2 Nonlinear Active Queue Management Algorithm

The use of nonlinear active queue management algorithm in the computer network
connection enhancement optimization process can effectively analyze the packet loss
rate and queue length in detail, and can effectively solve the phenomenon of anomalies
at the maximum and minimum thresholds in the network packet loss process [8].

The computer network structure used in this paper, can be more than N connected
users in the computer network, can appear in the shared bandwidth using C as the
bottleneck link, then in the computer network connection enhancement optimizationwill
have the same characteristics of the user information loop delay using d to represent.
Then the computer network traffic model can be expressed as follows.

Translated with www.DeepL.com/Translator (free version)

ẋi(t) = 1

d2 − βxi(t)xi(t − d)p
(
λ(t − d), C̃(t − d)

)
(1)

xi(t) in the expression can be in the tmoment appear in the ith sender in the network stable

operation corresponding to the transmission rate; λ(t) =
N∑

j=1
xj(t) said in the computer

network routing optimization of the bottleneck queue appeared in the input rate; C̃(t)
said the virtual link bandwidth of the network; then using the function p(·) can be in the
computer network connection process, in t-d moment can calculate the network packet

marking probability; if in the β < 1 network environment, you can use
(
1
/
d
)√

3
/
2p∗

to represent the throughput according to the network in stable operation.
Translated with www.DeepL.com/Translator (free version)

3 Computer Network Connection Enhancement Optimization

The basic operating process of the nonlinear active queue management algorithm is
mainly based on the probabilistic lost parts, while marking them to reduce the time
of network queuing in order to effectively avoid the problem of computer network

http://www.DeepL.com/Translator
http://www.DeepL.com/Translator
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blockage. The non-linear active queue management algorithm used can be divided into
two processes, the first step is to calculate the mean value of the queue length, which
needs to be based on the packet loss rate of the computer network, the second step is to
set the packet loss rate, which will be based on the partially discarded data, which can
effectively reduce the length of the queue, in the optimization process of the computer
network connection enhancement, which can be based on the mean value of the queue
fast packet loss rate size value [9]. The weighted sliding mean square can be used to
calculate the expression as:

Translated with www.DeepL.com/Translator (free version)

avgL(tn+1) = (
1 − wq

) × avgL(tn) + wq × q(tn) (2)

In the expression, avgL(tn) represents the average queue length size value, wq repre-
sents the weighting factor, and q(tn) represents the actual length value of the real-time
queue in the network operation.

In the process of computer network operation, if the phenomenon of network con-
gestion occurs, for the occurrence of continuous packet loss or global synchronization
problem in the process of computer network operation, this paper usesmarker probability
expression as follows:

P = Pa

1 − count × Pa
(3)

In order to can effectively improve the nonlinear active queuemanagement algorithm
in the computer network operation process convergence problem, this paper uses the
data information update method, the method not only needs to consider the local impact
of data information factors, but also needs to update the global information problem.
In the process of computer network k need to pass through the path (i, j), but also
need to combine the expression (2) for data timely update; if in the computer network
connection enhancement optimization k to achieve from the starting point to the end of
the path selection, according to the expression (4) all the path data information element
for global timely update, the expression is as follows.

τij = (1 − ρ1) × τij + ρ1 × 1

Q
(4)

According to the data pheromone that does not appear on the path is updated in time
according to expression (5) expressed as:

τij = (1 − ρ1) × τij (5)

The expression ρ1 denotes the retention factor corresponding to the data pheromone,
Q=AQ1 +BQ2, Q1 denotes the path (i, j) of the computer network connection, the sum
of the delay and delay jitter corresponding to node i, Q2 denotes the energy consumed
corresponding to path i, and B denotes the total bandwidth of the network.

The computer network connection enhancement optimization process that can be
implemented according to the above analysis of the offender method is shown in Fig. 1.

http://www.DeepL.com/Translator
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Fig. 1. Computer network connection enhancement optimization process

4 Simulation Test and Analysis

In this paper, we use simulator ns-2 to verify the performance of the proposed nonlinear
active queue management algorithm, the computer network topology is shown in Fig. 2,
where si(i = 1, 2, · · · ,N ) indicates that the application transmitter D can be used as a
UDP application transmitter port, for the bottleneck link between nodes n1 and n2, the
propagation delay size between nodes n2 and n3 is d = 180 ms, and the propagation
propagation delay between other nodes The packet length of the computer network is
calculated as 500 Byte, and the capacity of any queue is 500 packet; not counting the
bottleneck link, then the other links queue management process uses the nonlinear active
queue management algorithm.

Setting the buffer space within the router to between 10–100 packets, then the mes-
sage size can use 1000 B. In such a computer network environment, a comparison of the
results of the three processing algorithms used is shown in Fig. 3.
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Fig. 2. Topology of a computer network

Fig. 3. Relationship between buffer space and packet loss rate

The test results in Fig. 3 show that the nonlinear active queue management algorithm
outperforms the RED and NRED algorithms if the buffered queue is larger than 20
packets, and the performance gap between the advantages is maintained between 20%
and 28%. Whether analyzed from the principle or from the experimental test results, the
nonlinear active queue management algorithm outperforms the traditional algorithm in
terms of packet loss rate on the computer network, and the algorithm has better stability
in the process of computer network connection.

5 Conclusions

With the continuous progress of science and technology, the scale of computer net-
work operation has been expanded by fast reading, which also leads to the problems
of delay and data packet loss that constantly appear during the transmission of network
data information. In order to effectively improve the stability of the computer network
data transmission process and reduce the energy consumed by network operation, the
computer network routing problem can also be solved. In this paper, we use the nonlin-
ear active queue management algorithm to analyze the problem of distributed parallel
characteristics, and improve the rules of node transfer and data information update in
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the queue management process to effectively improve the efficiency of traditional queue
management [10, 11]. Finally, the experimental results show that: the nonlinear active
queue management algorithm proposed in this paper can optimize the most suitable
routing data information according to the characteristics of the changing network envi-
ronment, the problem of too fast convergence of this algorithm reduces the problem of
computer networks falling into local extremes in the nonlinear active queuemanagement
process.
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Abstract. With the rapid development of modern information society, all types of
advertisements emerge in an endless flow, where ambient media that emphasizes
the multi-sensory experience of users rise as the times require. In this paper, based
on the price stepping algorithm, a new ambient media advertising model based on
O2O that integrates offline large-screen resources is proposed to further promote
the development of ambient media in modern society. The practice demonstrates
that the penetration of ambient media advertising into the living environment
allows consumers to remember them more quickly.

Keywords: Price Stepping · Ambient Media Advertising · Order Snatch System

1 Introduction

With the rapid development of modern information society, various advertisings are
emerging. Major brands use various methods to promote their products and compete
for eye-catching. In this environment, the influence of traditional outdoor advertising is
gradually declining, and ambient media that emphasizes the multi-sensory experience
of users emerges. In daily life, buses are frequently-used means of transportation. The
bus station advertising is not restricted by time and region. It faces a broad audience,
and its information spreads widely [1, 2]. Once the bus stop advertising is established,
it will be effective for a long time. Over time, people’s impressions will deepen, the
effect of communication will be better, and it will play a direct communication role
with consumers. Studies have shown that 74% of consumers go out to travel by buses,
the average frequency is 20 times a month, at least 16 h: waiting room advertisings are
divided into ordinary consumers with a 50% share of the market except for TV The most
exposed advertising media outside [3, 4]. At present, many brands are not satisfactory
in the promotion of advertisings. Many advertisings only focus on the visual and sound
and ignore the established fact that people have five senses [5]. However, there are still
many excellent ambient media advertising cases that not only stop at visual effects.
They combine multiple senses to offer users a refreshing feeling [6, 7]. The concept
of “ambient media” originated in Europe. Mark Austin and Jim Aitchison summarized
the definition of “ambient media” in the book “Is anyone out there”, i.e., something
suitable for spreading advertising information, which can be used for writing, coloring,
and hanging, and anything that can be used to convey brand connections [8, 9].

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. C. Hung et al. (Eds.): FC 2023, LNEE 1132, pp. 67–74, 2024.
https://doi.org/10.1007/978-981-99-9538-7_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9538-7_10&domain=pdf
https://doi.org/10.1007/978-981-99-9538-7_10


68 Y. Zhao

To exert the role of ambientmedia in lifemore effectively, based on the price stepping
algorithm, a new ambient media advertising model based on O2O that integrates offline
large-screen resources is proposed in this paper to further promote the development of
ambient media in modern society. The penetration of ambient media advertising into the
living environment allows consumers to remember them more quickly.

2 Price Stepping Algorithm

The ideal advertising budget of advertisers is directly proportional to the advertising
transaction volume, and the advertising transaction volume is closely related to the
advertising period and the advertising area. To predict the advertising transaction rate in
a certain period or a certain region, we established a linear regression model based on
historical data to fit the advertising transaction probability p(t) in each period and the
advertising transaction probability p(d) in each region.

h(x) =
n∑

i=0

p(t)ixi = p(t)x (1)

where x1, x2, · · · , xn is the total daily transaction volume, and h(x) represents the
transaction volume during the t period of the day.

g(x) =
n∑

i=0

p(d)ixi = p(d)x (2)

where x1, x2, · · · , xn is the daily transaction volume, and g(x) represents the transaction
volume in the d area of the day.

The fitted p(t) and p(d) are only used to predict the next day’s advertising order
transaction. When a new advertising transaction occurs, the advertising transaction rate
needs to be continuously adjusted in accordance with the new data to calculate the
continuous Ad transaction rate.

The value of advertising orders in different delivery periods is different, and adver-
tisers’ demand for delivery during prime time is higher than that of unpopular periods.
The system adopts a relatively high pricing strategy during prime timewhen competition
is high, which can better match the value of this time period and bring higher returns to
equipment owners. This paper defines that the competition degree measurement based
on the delivery period can reflect the gap between the delivery amount in this period and
the average delivery amount per unit period. The difference is shown in Eq. (3):

∂(t) = tv(t) − tv

tv
(3)

where tv(t) is the delivery volume of the period, and represents the average delivery
volume of the period. As the value of tv(t) is not available when the order is generated,
the transaction prediction probability p(t) at this time period needs to be used, as shown
in Eq. (4):

∂(t) = p(t) ∗ v − tv

tv
(4)
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where v represents the average daily delivery volume. At this point, ∂(t) represents the
change trend of the degree of competition with time. When the delivery volume of this
period is close to the average delivery volume of the period, the value is 0, the high
competition period value is greater than 0, and the low competition period value is less
than 0.

In the competitive relationship of the same delivery period, various delivery areas
also have different delivery volumes. Taking a relatively high pricing strategy in hot
areas with high competition can balance the market.

3 Overall Design of the Client

Through the demand analysis of ambient media advertiser clients, the functions of adver-
tiser clients are divided into the following five modules: advertising module, order man-
agement module, user management module, statistics module and setting module. To
realize the functions required by the user, the client also needs the support of the network
module and the storage module. The overall structure is shown in Fig. 1.

Fig. 1. Overall architecture of the ambient media advertiser client

The user management module provides account management functions such as reg-
istration, account password login, and third-party login. After the advertiser logs in, the
user management module can also be used to add or modify personal information and
modify the password.

The ad serving module provides users with an entrance to publish advertising orders,
including uploading advertising resources and publishing orders. Advertisers can choose
to upload image ads or upload video ads. Uploading image ads supports album selection
and instant shooting [10]. Multiple pictures can be uploaded simultaneously, and the
upload progress can be viewed. The upload of image ads also requires the settings of the
image rotation time, uploaded video ads support album selection, and recording, and it
can only upload a video during the upload process. Advertisers also need to fill in the
title, introduction, delivery time, delivery area, and other information of the advertising.
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The order management module displays the details of all orders, including order
information and advertising information. The order information includes order status,
order release time, etc. The advertising information includes the display of thumbnails
of the advertising resources, the advertising area, and the advertising period. The order
management module can also manage the delivery status of orders and the local storage
status of orders.

The statistics module is used to display the information collected by the set-top box,
such as the flow of people. The advertiser client uses a list to display the flow of people
for each successful order. It is convenient for advertisers to quantify the advertising
revenue.

The setting module can clear the cache, view the client version number, developer
information, and update the client function.

The storage module is used for the analysis and local cache of user information,
advertising information, order information, etc. It provides data interface support for the
functional modules.

The network module is responsible for communicating with the server, provid-
ing functions such as uploading advertising resources, uploading orders, and obtaining
statistical data.

Through the above analysis of the functional modules of the advertiser client, and
the analysis of the iOS architecture in the previous section, the overall framework of the
advertiser client can be obtained, as shown in Fig. 2.

Fig. 2. Four-layer framework diagram of ambient media advertiser client

As shown in Fig. 2, the advertiser client’s framework is divided into four layers, the
view layer implements the client’s UI presentation, and user interaction response, the
business logic control layer implements the logical processing of five business function
modules. The storage layer mainly performs data processing. Parse and encapsulate
different persistence methods for different data. The network layer is mainly responsible
for communication with the server and implements network status monitoring and data
encryption.
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4 Implementation of the Ambient Media Advertising Order Snatch
System

Advertisers place advertisements on the advertiser’s client. Advertisers can upload
images to the server by selecting or recording pictures or video resources, and enter
information such as the name of the advertising, the profile of the advertising, the area
where the advertising is served, and the time of delivery.

Applications can use cameras and photo libraries through image pickers. The image
picker interface is implemented by theUI Image PickerController controller class, which
inherits from the UI Navigation Controller class and can be used to select photos and
record videos.

The XSUpload Controller class is a control class for selecting or recording all adver-
tising resources. It must implement the UI Image Picker Controller Delegate protocol
and the UI Navigation Controller Delegate protocol. It connects the image picker, the XS
Upload View, XS Request Model, and XS Request Data Manager, the interactive model
of the ad delivery network, to control the entire process. This controller class creates an
instance of 5 songs, 8 £ 6, 1 ^ 11e 0, and 0111”, and specifies the commission. Based on
the user operation, the image source is specified, and at the same time, the user wants to
select whether the image or video is selected, and controls the image. The picker selects
or records, and saves to the album after recording.

The XS Upload View class is a view class for advertising. This class draws the UI
layout presented to the user, such as the button btn Choose Pic for uploading advertising
resources, the prompt information label, the text summary for the advertising introduc-
tion, the date picker, etc. Some methods of operating the control are designed, such as
the click event of the select time button design click trigger event show Date Picker (),
this method implements the click time button, the time selector pops up. When the time
is selected on the time picker, the date Picker Value Changed () method is triggered.
XS Upload Controller refers to the XS Upload View class to implement the methods
provided.

The XSRequestModel class is the data model for the entire advertising. Its attributes
include advertiser ID, ad Name, ad Abstract, delivery start time begin time, delivery end
time end time, delivery address Name, etc. The information entered by the advertiser
when the advertising is placed can be matched with the model object. The XS Upload
Controller class uses this data model as an attribute, processes the user input information
obtained from XS Upload View, and stores it in this attribute.

The XS Request Data Manager class is a network class that inherits AF Netwoking
and is responsible for the implementation of the server interface. This class designs a
method for uploading advertising orders to the server, which uses POST to communi-
cate with the server. The XS Upload Controller class implements the singleton of the
network class as an attribute, calls the method of the network class, and uses the value
in the attribute request based on the XS Request Model class as the parameter of the
interface method to perform network communication. If the network condition is poor,
an exception is thrown, and a pop-up window prompts the user.

When the advertiser needs to upload a large number of advertising resources, the
network interruption during the upload process needs to be considered. To improve
user experience and avoid unnecessary waste of network traffic, the client implements a



72 Y. Zhao

breakpoint resume function. When using the HTTP protocol for network requests, the
protocol will automatically upload large files in pieces, but if the network is interrupted
during the upload process, we cannot get a breakpoint. After the network connection,
you need to upload it again. Hence, when uploading locally, the large files are divided
into pieces, such as 1M/piece, and the pieces are divided and uploaded to the server in
sequence. After the server receives them, these small pieces are merged into the original
file. At this time, the upload status of each piece is recorded locally, andwhen the network
is interrupted and connected again, the local upload starts from the breakpoint to realize
the continued transmission of the breakpoint.

Use the UI Image Picker View to obtain files and save them in the XS Ad File class.
The attributes of this class include file type, file path, file name, file size, the total number
of slices, and thumbnails. Use the read Data With Chunk method to fragment the file,
and each fragment records the status of the upload, waiting means uploading, loading
means uploading, and end means uploading has been successful.

Table 1. Ambient media advertising on bus platforms
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The process of uploading to the server is as follows:

1) The client sends an upload request to the server. The request parameters include the
uploaded file name, file size, and other information.

2) After the server approves to upload, it generates an identifier to identify the upload
session and returns it to the client.

3) After the information is received, the client starts sharding and records the upload
status in the sharding. Information such as the identifier returned by the server, the
starting position of the fragment, and the size of the fragment are appended to the
upload information.

4) After the fragment is received, the server validates the fragment ID and size. If the
verification is passed, the server stores the fragments and returns the correct response
to the client. If the verification fails or the message is not received for a long time,
the error message is returned to the client.
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5) After the correct response is received, the client changes the upload status of the
shard to finish and repeats steps (c) and (d) to upload the remaining shards in multiple
threads. If you receive an error message from the server, an exception is thrown. Wait
for the next upload.

6) When upload again, the client skips the shard whose upload status is finish, and only
uploads the shards in thewait and load status to realize the resuming of the breakpoint.

7) After all the file fragments are received, the server merges the fragments in order,
restores the source file, encrypts the file, and calculates the verification code. The
server returns the message that the file upload was successful to the client. The client
clears the shards and completes the upload of large files. Table 1 shows the ambient
media advertisings are placed for bus platform order snatchs.

5 Conclusions

In this paper, based on the price stepping algorithm, we proposed a new ambient media
advertising model based on O2O that integrates the functional modules of advertising
master client and device master client. The frameworks of the two master clients are
designed respectively. At the same time, the ambient media advertising order snatch
system is constructed. Theoffline large-screen resources are integrated to further promote
the development of ambient media in modern society [11]. The penetration of ambient
media advertising into the living environment allows consumers to remember themmore
quickly.
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Abstract. Face recognition began in the 1960s, by virtue of its rapidity, it has
been widely used in various fields. However, face recognition technology still has
a large room for progress, at the same time, the exposed data security problem is
also one of the key defects concerned by the public. With the development and
application of face recognition technology, the problem of secure storage of face
data has been paid more and more attention. The leakage, tampering and damage
of facial information caused by system vulnerabilities will cause huge losses to
the personal and property security of users. Therefore, this paper proposes a face
recognition system which is based on data box security mechanism to realize the
secure storage of face information. At the same time, this paper also puts forward
a variety of face recognition algorithm fusion, can further reduce the error of face
recognition, improve the accuracy of face recognition.

Keywords: Face recognition system · Data security · Security mechanism

1 Introduction

Computer network and communication technology advances by leaps and bounds,as a
result of which, authentication is becoming increasingly significant. With its rapid and
accurate characteristics, face recognition quickly enters the service market and becomes
a commonway of identity verification in hotels, residential areas, dining places and other
places where a variety of personnel are concentrated [1]. At the same time, the derived
face payment, face check in and other functions have greatly improved the convenience
and sense of science and technology of life. But as a result of face recognition has
identification process, autonomy, personal relationship and risk prevention and control
complexity, imprecise information protection system is easy to crack, resulting in facial
information disclosure, tampering and destruction, box of security mechanisms in this
paper, based on the data of face recognition system, which can realize the secure storage
of the face information, help the healthy development of face recognition [2].
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2 Related Works

In the face recognition system development status, and the past face recognition technol-
ogy is different, now face recognition technology has been improved, but the compre-
hensive application has not reached the best state [3]. One deficiency of face recognition
is that the stability and dependability of this information is not high enough. Compared
with biometric features such as fingerprints and irises, faces contain less information
and lack of complexity. In the process of obtaining, the stability of face information is
affected by the light in the environment, the pose of the person, the expression of the
person, and whether there is occlusion [4]. The recognition errors and image quality
problems caused by the lack of samples are also inevitable [5]. How to better recognize
faces in different lights and angles? How to determine the identity clearly and accu-
rately is still a technical pain point that needs to be solved [6]. In addition, with the
further expansion of the application range of face recognition, the storage security of
facial information has become a key problem that needs to be solved urgently [7].The
commonly used data security protection methods in the early years can be divided into
the following categories [8]. Although the following methods can protect the security of
data in a large scope, they generally have the drawbacks of long backup cycle and high
construction cost [9]. As show in Table 1.

Table 1. Traditional data protection methods

type role

RAID
protection

Soft RAID is to use software to achieve RAID function, without any hardware
to achieve, this kind of program can run in the bottom of the operating system,
from the host SCSI or IDE controller submitted to the physical hard disk,
virtual into a variety of modes of virtual disk, and then submitted to the upper
layer of the program interface

Conventional
backup

Through this method, data is retained in specific way in order to be rebuilt after
system breach or other extreme cases

Copy Instantaneously transfer data from one place to another over a network
(LAN/WAN) to form one or more copies

Snapshot A rapid data protection technique in which a snapshot is a mirror image of a
data set at a specific time, also known as instant copy, and is a complete
available copy of the data set

CDP Continuous Data Protection (CDP) technology is a revolutionary breakthrough
to the traditional data backup technology. The system continuously monitors
and records the changes of source data, thus automatically protecting data.
When a disaster occurs, the system simply selects the point in time to recover
the data. In principle, data can be recovered to any point in time
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3 Methods

3.1 Face Recognition System Based on the Data Box Security Mechanism

Resolve to solve these problems of safe storage of face information. In this paper, a data
box security mechanism is proposed, which uses the data box model to encrypt the face
information, adopts the traditional key cryptography system in the copyright and privacy
protection of data in the data box, and incorporates the opt-in and opt-out technologies.
In this way, data can be stored securely.

The key is divided into two kinds: symmetric key and asymmetric secret. Symmetric
key encryption whice be called as private key encryption at the same time. In this way,
data only be encrypted and decrypted when the sender and the receiver of the infor-
mation use this key [10]. The significant preponderance of symmetric key encryption
is its efficient encryption and decryption, which can successfully encrypt a lot of data.
Asymmetric key encryption which be called as public key encryption at the same time.
It needs to use a pair of keys to perform data decryption and encryption. One is publicly
released, also be named as public key, is controlled by the sender to encrypt the data,
the other is private key which is controlled by the receiver to decrypt the date.

Opt-in refers to obtaining the consent of the data subject before sharing and exploiting
the face information [11]. Opt-out refers to when face data becomes outdated, irrelevant,
and out of scope, and can be forgotten. So as to ensure the security of face information.

3.2 Realization of Data Security Box Mechanism

3.2.1 Pipeline is Introduced

To improve the security of face recognition, a newmethod has been proposed, P2SGrad.
This method calculates the gradient length just utilize \theta_{i, j} in the training face
recognition model. θi,jθi,j Formally, the gradient length work out by P2SGrad is per-
parametric, independent of the number of C classes, and also independent of the specific
definition of logit Fi, yi f_{i, yi}Fi, yi. P2SGrad don’t use a stipulated formula for the
loss deviation, which is not only concise but also rigorous. When j =yi, , the length of
the proposed gradient is positively related to} \theta_{i, j}}, and when j!θi,jθi,j=yi, , they
are inverse relationship. More ingenious, the gradient length in P2SGrad depends only
on} \theta_{i, j}} so it is conforms to the test metrics of face recognition arithmetic.
θi,jθi,j It can effectively improve the security of face recognition system.

3.2.2 SoftMax Passenger

Softmax Passenger method is introduced to improve the accuracy of face recognition.
In the operation of face recognition,the cosine Softmax cross-entropy loss has two part
formula, Cross-entropy loss and Softmax function. Apply the following formula.

Assume the facial features are denoted by vector_xi and then let’s substitute logit
Fi,j f_{i,j}fi,j into the softmax function:

fi,j = s ·
〈�xi, �wj

〉

‖�xi‖2
∥∥∥∥

⇀

W
j

∥∥∥∥
2

= s ·
〈

�
xi,

�

Wj

〉
= s · cosθi,j (1)
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In the formula above, s is the hyperparameter and is the classification score (logit)
that class j is assigned by xi which is the weight vector of class j. fi,j

−→
W j

−→x i and;
−→
W j

Normalized vectors of the respective.−→x i
−→
W jθi,j Is the Angle between the feature and the

class weights. −→x i
−→
W j. The probabilities fi,j is given by entering logits into the following

formula:

Pij = Softmax() = fi,j
efi,j

∑C
k=1 e

fi,j
(2)

In the formula above, C is used to represent the number of this classes and the result
Pi,j is the probability of

−→x i which is substituted into class j.If j = yi,Pij is the probability
that −→x i is assigned to the corresponding yi.

3.2.3 Introducing Face Recognition Metric Graph

In the face recognition algorithm, the most widely applied metric learning method is
triplet loss function, which was first applied into face recognition. Triplet loss can sep-
arate the distance between positive and negative example pairs with a certain margin.
Mathematically speaking, each triplet i should meet the following formula:

‖f (xa) − f (xP)‖22 + α < ‖f (xa) − f (xn)‖22 (3)

The case of binary classification using SoftMax loss

||x||(||W1||cosθ1 − ||W2||cosθ2) = 0 (4)

In the above formula, x represents the feature vector.W1 andW2 is the weight to each
class. θ1 and θ2 represent the angles x forms with respect to W1 and W2, respectively.
As show in Fig. 1 and Fig. 2, these two decision bounds can be made more stringent by
adding a multiplicative margin into the above formula:

||x||(||W1||cosmθ1 − ||W2||cosθ2) = 0forclass1 (5)

||x||(||W1||cosθ1 − ||W2||cosmθ2) = 0forclass2 (6)

This way can greatly improve the degree of differentiation between categories and
the compactness within each category.

4 Experimental Process

4.1 Step 1

Get the set S which containing M face images. During the presentation, we have 25 face
images, as shown in the following figure. As show in Fig. 3, every image can be transform
into an n-dimensional vector, next, we put the M vectors into a set S, as follows:

S = {�1, �2, �3, . . . . . . , �M} (7)
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Fig. 1. Algorithm diagram of face recognition
process (1)

Fig. 2. Algorithm diagram of face
recognition process (2)

Fig. 3. 25 face images

4.2 Step 2

We can calculate the average image ψ when we get the face vector set S.As to how to
calculate the average image, the formula is in the following. We add them up and then
average them. Finally, we get the result ψ which is an n-dimensional vector. If we bring
it into the image form, you get the following result which is called “average face”.

ψ = 1

M

∑M

n=1
�n (8)
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4.3 Step 3

Subtracting the average value obtained in Step 2 from each factor in set S,and then we
can get the difference value between the normal image and the average image.

�i = �i − ψ (9)

4.4 Step 4

Find M orthogonal unit vectors un which is used to depict the distribution of �.
k (k = 1,2,3…) in un are computed by the following equation:

λk = 1

M

∑M

n=1
(uTk �n)

2
(10)

uk can only be determined when λk is minimum. By the way, uk also satisfies the
following equation:

uTl uk = δlk =
{

1 if l = k
0 otherwise

(11)

uk is a unit orthogonal vector in the formula above. Calculating uk above is essentially
calculating the eigenvectors of the following covariance matrix:

C = 1

M

∑M

n=1
�n�

T
n = AAT (12)

Among them

A = {
�1,�2,�3,...,�n

}
(13)

In an N × N (for example, 100 × 100) dimensional image, it is too large to directly
calculate its eigenvectors (covariance matrix can reach 10000 × 10000), so we have the
following simple calculation.

If the amount of the dimension of the image is more than training images, such as
(N > M^2). Under this circumstances, feature vectors which play a role, are only M-1
instead of N^2.So we can solve the feature vectors only by calculating an N × Nmatrix.
Setting this matrix as L, and we can use the following equation to represent the elements
in the m row and n column of L:

Lmn = �T
m�n (14)

The eigenvectors ul of the covariance matrix can be described as follows when we
have found the M eigenvectors vl of the L matrix.

ul =
∑M

k=1
vlk�k l = 1, ...,M (15)

These eigenvectors, if reduced to a pixel arrangement, are called eigenfaces (see
Fig. 4). There are 25 feature faces in the picture.
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Fig. 4. 25 features

5 Results and Discussion

After furthermodification and improvement of the data security box and face recognition,
we carried out experiments on the system.Our experiment found that the face recognition
system based on data box security mechanism can improve the detection speed by about
30% compared with other systems. At the same time, the security of the data box storage
mechanism is checked. It is found that the data security box can resist the external attacks
to the maximum extent to ensure the safe storage of information. The combination of
scientific algorithms and tight protection mechanisms magnifies the advantages of face
recognition technology and makes it easier to gain public trust. In the future, first of
all, we plan to further innovate the algorithm, improve the accuracy of face recognition,
and ensure that the face data is not infringed in the process of storing the data security
box. Secondly, we will expand the capacity of the face database to ensure that the system
can meet the large-scale application conditions.

6 Conclusion

On the basis of analyzing face recognition algorithm and exploring data security protec-
tion method, this paper proposes a face recognition algorithm based on data box security
mechanism. The fusion of multiple face recognition algorithms can not only ensure the
accuracy of recognition, but also improve the speed of recognition. At the same time, the
data box security mechanism can maximize the security of face information. In general,
the face recognition system based on the data box security mechanism from the point of
view of security, for the user to consider all aspects. In the most efficient way, it meets
the requirements of users in the aspect of personal information protection, and has a
good development prospect.
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Abstract. The rapid development of technologies such as big data, cloud com-
puting and AI has laid the foundation for solving contemporary urban governance
problems, and at the same time, has enabled the development of “smart cities”
in a deeper way. The “wisdom” of a smart city is mainly expressed in the inter-
connection of various factors within the city, making the city an organic whole
and enabling more accurate and intelligent decision-making. In today’s informa-
tion age, smart cities are seen as a new way of thinking about urban governance
and the future direction of urban construction. The aim of this paper is to inves-
tigate smart city development strategies based on artificial intelligence. From a
“people-centred” perspective, the development strategy of smart cities and arti-
ficial intelligence technologies are analysed. The project’s practical results show
the effectiveness of the platform design and implementation.

Keywords: Artificial Intelligence · Smart City · Development Strategy · Video
Surveillance

1 Introduction

Smart city will bring the evolution and update of management mode to the development
of modern industrial city, and also bring unexpected changes to the living and produc-
tion mode of urban residents. Smart city is a new form of urban development that has
continued since the industrial revolution. It is established by utilizing the achievements
of human civilization. Relying on technological media such as big data and artificial
intelligence, smart city can effectively integrate the information of urban life and urban
development, and promote the informatization and wisdom of human society through
the city. It is also an important option to solve problems in urban development [1, 2].
At the same time, systematically applying smart city to specific cases in theory, defin-
ing its concept and grasping the specific forms of smart city application are conducive
to strengthening the understanding of smart city development mechanism, enriching
urban construction theories and smart city development models, and promoting relevant
theoretical research of smart city [3, 4].

Given the increasing global population, the construction of smart cities has become
critical, aiming to improve urban flow management with efficient information and com-
munication technologies (ICTs) [5]. Vehicle-mounted sensor networks (VSNS) play a
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crucial role in keeping smart cities running efficiently. Of course, there are a number
of challenges that need to be addressed before virtual storage networks can be intro-
duced on a large scale, including the concept of accurate topological analysis methods
and beneficial collaborative mechanisms in the city-wide information sharing process.
Hedi Haddad constructed a VSN-assisted smart city model and evaluated a range of
smart applications in public services and urban flow management. Then, the informa-
tion source selection algorithm of complex network and the city information sharing
mechanism based on reinforcement learning are considered, supplemented by a series
of open challenges [6]. With the rise and development of the Internet of Things as a
new form of sustainable development, the concept of a “smart city” has gained consider-
able development. Smart cities are based on autonomous and distributed infrastructure,
including heterogeneous network infrastructure for intelligent information processing
and control systems, as well as ubiquitous sensing involving millions of information
sources. However, due to the continuous growth in the amount of data and the number of
Internet-of-Things devices, high latency, bandwidth bottlenecks, security and privacy,
and scalability appear in the current smart city network architecture [7]. To address
the limitations of today’s smart city networks, an efficient, secure and scalable dis-
tributed architecture needs to be designed by bringing computing and storage resources
close to endpoints. Siddhant Jain has proposed a new hybrid network architecture for
smart cities, taking advantage of emerging software-defined networking and blockchain
technologies. To achieve efficiency and address current limitations, their architecture is
divided into two parts: the core network and the edge network. By designing a hybrid
architecture, they propose an architecture that inherits the advantages of both centralized
and distributed network architectures. They also proposed a proof of work scheme in the
model to ensure security and privacy. In order to evaluate the feasibility and performance
of the proposed model, they evaluated it based on various performance indicators. The
evaluation results show the validity of their proposed model [8].

At present, scholars at home and abroad have conducted a large number of researches
on smart cities, but most of the achievements focus on the “wisdom” level and pay insuf-
ficient attention to the human factor. In contrast, this paper explores and analyzes the
development principles and strategies of smart city construction from a new perspec-
tive of “people-oriented”, and proposes a video and image application platform for the
construction of a new smart city in M County.

2 Artificial Intelligence Technology and Smart City Development
Strategy

2.1 People-Oriented Development Principle

The understanding of the connotation of “people-oriented” should start from “people”
and “this”. Only by fully understanding themeaning of “people” and “this” canwe better
understand the meaning of “people-oriented” [9].

The “people-oriented” mentioned in this paper refers to the “people” living in the
urban ecosystem. Smart city provides all-round services for “people”, so that urban
residents can enjoy efficient, convenient, safe and green urban life. This requires that
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the construction of new smart cities must take the actual needs of “people” as the main
body to increase their happiness and satisfaction. Through the innovative application of
modern information technology, urban information exchange and business cooperation
canbe realized, so that citizens canbetter understand the city and improve the comfort and
efficiency of urban life. To be specific, urban development should be achieved through
public participation, and attention should be paid to meeting the needs of citizens both
materially and spiritually, paying attention to the personality and characteristics of cities.

2.2 Development Strategies of Smart Cities

(1) Strengthen data resource management and promote data sharing and openness
By establishing a data resource management platform, we can promote the storage

and sharing of massive data in cities, and realize the convergence, governance, analysis
and opening of data. Relying on the underlying big data platform to provide hierarchical
storage space for data, the data is unified and aggregated to guide people within the
scope of system management [10, 11]. Analyze data quality indicators according to the
transportation industry data standard system, and provide data cleaning tools, views and
other data governance tools to continuously improve data quality. By comparing and
analyzing the data stored, associated and collected, the system of data consanguinity
and data relationship is established. Finally, data permission management is used to
orderly open the data. Combined with intelligent transportation storage data resources,
expand the range of data collection, exchange and sharing [12, 13].

(2) Develop innovative technologies such as digital retina to effectively extract key
data

The intelligent level is improved through video parsing pre-processing and end-to-
end cloud collaborative transformation. Different from the way that traditional cameras
process video at the back end, digital retina identifies the feature images of “people,
cars, non-images” obtained from video data stream based onmulti-service requirements.
Then, the encoded video stream is stored locally and uploaded to the cloud on demand,
and all compact feature streams are synchronized to the cloud in real time [14]. In
this way, not only can the retrieval and storage capabilities of the system be improved,
manpower input in the later stage be saved, but also the delay caused by system response
in emergency events can be greatly shortened [15].

2.3 Artificial Intelligence Technology

(1) Video management platform
In intelligent video surveillance, it is based on network and centered on image pro-

cessing. The construction of video surveillance systemgreatly depends on the integration
and upgrading of management platform, especially in the large system, the role of plat-
form is increasingly prominent. And video surveillance system also gradually from the
scope of security surveillance, extended to other fields.

(2) AR technology
AugmentedReality (AR) is an emerging technology that integrates image acquisition

and processingwith human-computer interaction. Its realization process is to enhance the
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real environment by effectivelymatching the virtual information generated by computers
with the real environment.

One of the key processes of the augmented reality system to achieve information
enhancement is the recognition andmatching of the target image, one of the key processes
of the augmented reality system to achieve information enhancement is the recognition
and matching of the target image, SIFT algorithm for the rotation of the image has a
good adaptability, for the outside light changes and radiation also has a high stability.

If I(x, y) is an initial given image and G(x, y, δ) is a Gaussian function that can
change accordingly in the scale space, then the scale space of the initial given image can
be expressed as:

L(x, y, δ) = G(x, y, δ) × I(x, y) (1)

In the above Eq. (1), δ represents the size of the scale space, and the value of δ is
inversely proportional to the blur degree of the image. The larger the value of δ, the
general appearance of the image; The smaller the value of delta, the clearer the detail of
the image. The Gaussian function G(x, y, δ) is:

G(x, y, δ) = 1

2πδ2
e−

(x2+y2)

2δ2 (2)

After a series of scale space transformation steps and a series of operations such as
double downsampling, the final Gaussian pyramid can be obtained. Gaussian difference
(DOG) can find a series of stable and invariant extremum point σ in the scale space.
Gaussian difference (DOG) function function is generally defined as:

G(x, y, δ) = L(x, y, kδ) − L(x, y, δ) (3)

where, kδ and δ represent the smooth scale of two consecutive images. Feature points
are generally composed of some local extreme points in DOG space.

3 The Realization of Smart City Development Strategy

3.1 Operating Environment Design

The running environment of the central system platform should first be built on a server
with a well configured environment. If you choose IE8 or above, you can realize the
operation of the system platform. In addition to Oracle, Tomcat and Java Jdk need to be
installed and configured. These software are used to support the operation of the system
platform.

3.2 Video Image Application Platform Design

Video and image application platform is a unified entrance, which can provide various
government departments and units with video intelligent application services based on
video, pictures, face, humanbody, vehicle structured data andmodel data, including basic
video application, query and retrieval application, distribution and alarm application, etc.
The functional architecture of the video image application platform is shown in Fig. 1.
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Application function

Basic Video Applications

Query Search Application

Control alarm application

Vehicle Data Application

Face data application

Application of statistical analysis

Fig. 1. Functional architecture diagram of video image application platform

3.3 Functional Architecture Design of Video Image Information Database

Data acquisition is mainly to provide a standard interface for the video surveillance
system of each functional unit to synchronize the collection of image data. By using
mature cloud computing technology, a large number of valuable data is stored and
shared, and it is divided into subject libraries to provide support for related commercial
applications. Data management is the classification, data processing, file sharing, data
seriation processing of the data stored in the image database. In the aspect of system data
query, rapid query of the data in the system using advanced full-text retrieval technology,
in the aspect of system management, including user management, log management,
dictionary management, and status monitoring of the system.

4 Practice Verification

4.1 Background

In 2022, M County was listed as the pilot county for the innovation and reform of
grassroots social governance mechanism. Driven by AI deep learning, the project com-
pleted the integration of comprehensive governance information network, public safety
video surveillance network, comprehensive governance visual network, people hotline
integration and comprehensive emergency response in Tonglu smart governance Infor-
mation Center in accordance with the construction and management norms of compre-
hensive governance center. To build a people-oriented smart city center system featuring
“integration of civil air defense + technical defense, and online + offline linkage”.

4.2 AR Live Command

The panoramic camera and AR/VR video map command combat platform are adopted.
Based on the 4K video images of the real road, various traffic information such as video
surveillance and bayonet are superimposed to realize the functions of AR panoramic
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real-time video, AR panoramic video linkage and joint control, and visual management
of distribution control and alarm, so as to build a new experience of three-dimensional
and precise command and combat system.

The functions of cloud image AR real scene command include multi-picture layered
display, real-time preview of panoramic video, linkage and joint control of panoramic
video, real-time display of alarm data, joint linkage of GIS map, automatic patrol of
AR scene, high-low linkage of AR scene, high-altitude linkage of AR scene, automatic
target tracking and other functions. The effect of panoramic video linkage control is
shown in Fig. 2.

Fig. 2. Schematic diagram of panoramic video linkage and joint control effect

4.3 Urban Traffic Operation Monitoring

Through the study of this project, the intercity transport system such as passenger sta-
tion, toll station, airport and so on can be comprehensively monitored. Urban traffic
operation monitoring can be the urban traffic high-speed toll station, passenger station,
train station, airport location, and it with passenger flow, traffic flow, video and other rel-
evant information displayed on the map. By analyzing the data, the annual and monthly
passenger data of urban traffic can be displayed, and the changes of monthly traffic trips
can be studied. The monitoring of urban traffic operation is shown in Table 1.

Table 1. Monthly Passenger Traffic Volume (Unit: 10000 person times)

Time Civil aviation High speed Highway Railway

January 57 89 104 65

February 44 88 101 52

March 46 80 94 50

April 41 79 80 44

May 58 92 112 60
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5 Conclusions

In the process of smart city construction, video surveillance system is an essential core
part. This paper aims to analyze the existing problems of smart city construction in
M County from a new perspective of “people-oriented”, and put forward correspond-
ing countermeasures and suggestions for implementing the “people-oriented” concept
and improving the new smart city. The establishment of video surveillance system is
inseparable from the development and accumulation of computer technology, network
technology, storage technology and chip technology. IT is because of the development
and accumulation of these basic IT technologies step by step, to ensure the upgrading
of video surveillance system supporting equipment, so as to promote the upgrade of the
whole video surveillance system. Similar to the application of traditional communica-
tion products, the wireless transmission of video surveillance system is conducive to the
wider and more flexible application of the system. The wireless transmission technology
based on ordinary SIM and UIM cards can further promote the wireless penetration of
video surveillance system.
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Abstract. Imbalancemodeling of financial risk control refers to a situation where
the sample in the data set is unbalanced due to various factors, such as the credit
level and repayment ability of different financial customers. In order to evaluate
and control risks more accurately, it is necessary to model unbalanced data. This
articlemainly designsmodels for unbalanced data sets of financial risk control, and
uses different algorithms to compare and analyze the computational capabilities
of the algorithms. It studies the financial risk control of benchmarking manage-
ment optimization algorithms. Experimental data show that the maximum AUC
value and accuracy value obtained by the benchmarkingmanagement optimization
algorithm in the risk control of different financial enterprises exceed 0.85. When
creating a model, it is necessary to consider the characteristics of unbalanced data
and apply appropriate algorithms and techniques to ensure the reliability and sta-
bility of the model. At the same time, it is necessary to continuously optimize and
improve the model to adapt to different risk scenarios and customer needs.

Keywords: Benchmarking Management · Optimization Algorithms · Financial
Risk Control · Balanced Dataset

1 Introduction

The continuous development of data mining technology, as well as the rapid updating of
data acquisition equipment and processing software, have promoted the research of risk
control algorithms in the financial industry. Financial risk control technology is based
on data sources by analyzing, processing, and controlling collected data. Data mining
technology is an important branch of information processing, occupying an increas-
ingly high position in the financial field. The imbalance in financial risk control is an
important issue in the allocation of data resources. Based on benchmarking manage-
ment optimization algorithms, this paper studies the modeling of benchmark databases,
the construction of risk early warning models, and the design and implementation of
decision support systems in the financial industry.
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The application of data mining technology in the financial field has become increas-
ingly common. Financial benchmarking can help companies identify risks. Many schol-
ars have conducted relevant research on benchmarking management optimization and
financial risk control. For example, some scholars introduced the modeling principles
of financial risk control issues, and combined with data mining related theories, stud-
ied and analyzed a new technology for optimizing models based on multiple attribute
decision-making methods [1, 2]. Some scholars have proposed an optimization model
for solving the problem of large data volumes and severe redundancy [3, 4]. In addi-
tion, some scholars have introduced the concept of financial risk control and analyzed
dataset modeling from both theoretical and practical perspectives [5, 6]. Financial risk
control imbalance dataset identification refers to the collection, screening, and analysis
of data with different attributes to detect anomalies or deviations from true values, and
to classify them to achieve optimal control.

This paper first studies the benchmarking management optimization algorithm,
expounds its basic theory, and analyzes its advantages and disadvantages. Secondly,
it analyzes the concept and control elements of financial risk control. Then, the process
of modeling unbalanced data sets is discussed. Finally, through empirical analysis of
benchmarking management optimization algorithms, the AUC values and accuracy of
different algorithms are obtained.

2 Financial Risk Control of Benchmarking Management
Optimization Algorithm

2.1 Benchmarking Management Optimization Algorithm

Benchmarking Management Optimization (BMO) is an algorithm used to solve unbal-
anced dataset problems. Unbalanced datasets are classification issues where the number
of samples varies by category. For example, in the field of financial risk control, the
number of debt customers is often far lower than the number of good customers.

The BMO algorithm is based on a new idea of extracting reference samples from
the original dataset, and then generating a new training set by resampling the reference
samples [7]. The steps are as follows: Reference Sample Selection: Select some positive
and negative samples from the original dataset as reference samples. Generally, the
selected reference sample must be a sample that can represent both positive and negative
examples of the original dataset. Resample: Resample the basic sample to generate a
new training set. During the resampling process, certain strategies are used to balance
the number of positive and negative samples, such as oversampling, undersampling, and
SMOTE. Training Model: Use the new training set to train the classification model. Test
Model: Use a set of tests to evaluate the performance of the model [8].

The advantage of the BMO algorithm is that it ensures that the newly sampled driver
set better represents the original dataset, thereby improving the performance of the clas-
sifier. In addition, the BMO algorithm effectively avoids the problem of over fitting and
under fitting because the newly sampled learning set is more balanced, allowing the clas-
sifier to learn functions that better represent the dataset [9]. However, BMO algorithms
also have some drawbacks, such as the need to select appropriate reference samples,
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resampling strategies, and classifiers, which can lead to excessive or insufficient match-
ing issues. At the same time, the BMO algorithm also has certain computational com-
plexity, and it is necessary to consider the requirements of actual application scenarios
[10].

2.2 Financial Risk Control

Financial risk control refers to the process of identifying, evaluating, managing, and
monitoring financial sector risks through the use of various management techniques and
methods. Its purpose is to ensure the normal operation of financial institutions and the
legitimate interests of their customers.

The main elements of financial risk control are: risk assessment: determining the
customer’s risk level by assessing the customer’s credit status, repayability, historical
behavior, etc., and providing a basis for subsequent risk control [11]. Risk control: Take
a series of measures, such as setting credit limits, adjusting interest rates, and increasing
collateral, to control andmanage risks and reduce the risk of loss for financial institutions.
Riskmonitoring:Monitor the activities andbehaviors of financial institution customers in
real time, quickly detect abnormal situations, and take appropriate measures to correct
abnormal situations to ensure the safety of financial institution operations [12]. Anti
fraud: Use various technical means, such asmanual auditing, automatic auditing, and big
data analysis, to verify and compare customer information to prevent fraud. Compliance
management: Comply with relevant laws, regulations, and industry standards to ensure
that the operations of financial institutions meet the legitimate interests of customers.
Financial risk control typically uses data analysis and artificial intelligence to improve
the accuracy and effectiveness of risk assessment and control [13].

Establish a sound risk management framework, clarify risk management respon-
sibilities and processes, and clarify risk control measures for each link. Evaluate the
customer’s credit history, transaction history, and other relevant information, predict the
likelihood of customer failure, and minimize losses and risks [14]. Monitor and analyze
customer behavior, trading patterns, and capital flows, early identify potential fraud and
risks, and take measures to avoid losses. Create and optimize risk models using data
mining, machine learning, and other technologies to predict and identify potential risks.
Verify customer identity and transaction information to prevent illegal transactions and
money laundering [15]. Use encryption technology, network security technology, and
other means to ensure the security and privacy of financial data. Develop a compre-
hensive emergency plan, respond to and manage emergencies in a timely manner, and
reduce losses and risks. Financial risk control technology includes various methods and
technologies that need to be widely applied to improve the efficiency and accuracy of
risk control. At the same time, with the development of financial technology, financial
risks will continue to evolve, requiring continuous updating and optimization of risk
control technologies.

2.3 Modeling Unbalanced Datasets

Unbalanced data sets are common in financial risk control. The number of debt cus-
tomers is often far lower than the number of good customers. In this case, traditional
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classification models may encounter errors or computational errors. Therefore, unbal-
anced data modeling is an important issue in financial risk control. The experimental
process for modeling unbalanced data is shown in Fig. 1:

Data preparation

Model evaluation

Model training

Resampling

Model algorithm

Feature selection

Fig. 1. Experimental Flow of Unbalanced Data Modeling

Data Preparation: Select an unbalanced record, such as a credit default record, from
the financial risk control records. The data set is divided into training sets and test sets.
Feature engineering: feature extraction and dataset preprocessing. Some classic feature
selection methods, such as correlation analysis, information collection, and chi-square
testing, can be used to select features that are highly relevant to the classification target
to be modeled. Model selection: Select classification algorithms suitable for modeling
unbalanced data, such as decision trees, logical regression, support vector machines, and
random forests. Methods such as cross validation can be used to compare the perfor-
mance of different models. Resampling: Due to data set imbalance, some resampling
methods can be used to balance data sets, such as oversampling, undersampling, and
remote. It should be noted that resampling may lead to model distortion or fitting prob-
lems, which need to be adapted to actual situations. Model training: Use training sets
to train models and perform operations such as hyperparametric adjustment to improve
model performance. Model evaluation: Use a set of tests to evaluate model performance,
such as accuracy, recall, F1 value, and other indicators. You can drawROCcurves and PR
curves to evaluate the classification effect of the model. In practical applications, unbal-
anced data modeling must also consider the specificity of business scenarios, such as
identifying and controlling debtor customers when controlling financial risks. Therefore,
it is necessary to adjust and optimize it according to the actual situation.
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3 Empirical Analysis of Benchmarking Management Optimization
Algorithms

3.1 Experimental Design

Determine comparative objects and research objectives, and determine evaluation indi-
cators and data sources. Collect and organize data needed for the experiment, including
sample data, reference data, and scoring index data. The quality and reliability of data
must be ensured. Design an experimental plan, including selecting comparative algo-
rithms or models, experimental procedures, and experimental parameters. The repro-
ducibility of the experiment and the interpretability of the results must be considered.
Conduct experiments according to the experimental design, and record the experimental
process and results. The control of test conditions and the accuracy of data collec-
tion must be observed. Conduct statistical analysis and visual representation of exper-
imental results, compare the performance of different algorithms or models, and draw
conclusions and recommendations. Analyze the advantages and disadvantages of each
algorithm or model, and propose suggestions for improvement and optimization. Based
on experimental results, the best algorithm or model is selected and applied to actual
scenarios to improve management efficiency and decision-making quality.

3.2 Identification of Financial Risk Control Imbalance Dataset

The unbalanced dataset in financial risk control refers to a situation where the number
of negative samples in the dataset is significantly greater than the number of positive
samples. This uneven data distribution may cause machine learning algorithms to focus
too much on negative samples and ignore positive samples during training, thereby
reducing the prediction accuracy and reliability of the model.

Some methods for identifying unbalanced financial risk control datasets:
Oversamplingmethod:Compensates for the number of positive and negative samples

by replicating positive samples or generating new positive samples. Under sampling
method: Balance the number of positive and negative samples by randomly discarding
some negative samples. Threshold adjustment method: By adjusting the classification
threshold, themodel paysmore attention to positive samples. Integrated learningmethod:
Improve the prediction accuracy and robustness of models by integrating the prediction
results of multiple models. Sample weighting method: By setting different weights for
different samples, the model pays more attention to positive samples.

Identifying unbalanced data sets used to control financial risk requires extensive
use of various methods and techniques to improve the accuracy and reliability of model
predictions. At the same time, it is necessary to select themost suitablemethod according
to the actual situation, and optimize and adjust the model to adapt to different data
distributions and different application scenarios.

3.3 Experimental Environment and Data

Experimental environment: Windows 11, 8GB RAM, 2.80GHz processor, Python 3.7.3
based algorithm. The experiment used a Pythonmachine learning tool, sicikt learn, using
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default settings. The dataset selected for the experiment is from the credit default records
of five different financial companies (F1, F2, F3, F4, F5). The sample ratio is the ratio
between the majority of samples and the minority of samples, which can indicate the
degree of imbalance in a dataset. In order to ensure the accuracy of the experimental
results, the cross validation method was used in the experiment. The obtained dataset
information is shown in Table 1:

Table 1. Data Set Information

Sample number Number of attributes Sample ratio

F1 460 20 1.1

F2 390 14 1.3

F3 210 40 1.2

F4 760 10 1.9

F5 360 30 2.0

In order to verify the effectiveness of benchmarking optimization algorithm, decision
tree algorithm structure and the compatibility between logistic regression algorithm
and random forest algorithm, the benchmarking optimization algorithm is compared
with decision tree algorithm, logistic regression algorithm and random forest algorithm.
Decision trees are easy to implement and efficient, so they are selected empirically
selected as classifiers. These three algorithms were tested on multiple datasets. Using
AUC as an indicator to evaluate the performance of the classification algorithm, the
following formula:

AUG = 1+ Srate − Erate

2
(1)

Erate is the rate misclassified in most classes, with the formula:

Erate = E

E + D
(2)

Drate is the correctly classified ratio in most classes, expressed as:

Drate = D

D + E
(3)

4 Comparative Analysis of the Experimental Results

4.1 The AUC Results of the Algorithm

As shown in Fig. 2, we can find that the AUC value of BMO algorithm is the highest
compared with other algorithms. The AUC value of BMO algorithm can reach 0.88,
and the AUC value of decision tree algorithm is the lowest, both below 0.7. However,
the AUC value of the random forest algorithm is above 0.7 in the classification of the
unbalanced data set.
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Fig. 2. The AUC Results of the Algorithm

4.2 Accuracy Results of the Algorithm
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Fig. 3. Accuracy Results of the Algorithm

As shown in Fig. 3, we can find from the figure that the accuracy of the BMO
algorithm is above 0.7 in the unbalanced data sets of 5 different financial companies,
among which the highest accuracy can reach 0.85. The logistic regression algorithm had
low accuracy in the cases and the lowest accuracy among the four algorithms.
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5 Conclusion

In the experiment, we used credit default records as unbalanced records. First, we
designed the features of the dataset and selected the features related to the classification
target to bemodeled.Then,weused a classifier basedon theBMOoptimization algorithm
to train and test the dataset and compare it with other classification algorithms. Finally,
we used the AUC values and accuracy of the ROC to evaluate the model performance.
The results show that the classifier based on the BMOoptimization algorithmworks well
in modeling the unbalanced data. This algorithm has the highest accuracy with AUC val-
ues compared with other classification algorithms. Meanwhile, the proposed algorithm
can be effectively applied in the field of financial risk control. In conclusion, the mod-
eling of financial risk control imbalance data based on BMO optimization algorithm is
an effective classification algorithm that can improve the accuracy and effectiveness of
financial risk control classification. In the future, we will further optimize the algorithm
to cope with more complex financial risk control scenarios.
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Abstract. Green consumption is a key development strategy outlined in China’s
“14th Five-Year Plan” and the 2035 Vision Outline. Research reports indicate that
80% of consumers are in favor of sustainable consumption practices. Despite this,
several studies suggest that there exists a noticeable gap between intention and
behavior in consumers’ eco-friendly consumption patterns. Utilizing web crawler
technology, this study collected data on 8,020 home appliances that were energy-
efficient and screened 1.481million customer opinions associatedwith these prod-
ucts on Jingdong platform. The study measured consumer energy-saving atten-
tion through word frequency statistics. The research concluded that consumers’
attention towards energy-saving behaviors when utilizing energy-efficient home
appliances was low, accounting for merely 4.279% of their energy consumption.
This outcome highlights the observed gap between consumers’ environmental
intentions and their actual energy-saving behaviors. Besides, based on descriptive
analysis and Kruskal-Wallis test results, the study discovered significant differ-
ences in consumers’ levels of energy-saving attention towards various categories
and energy efficiency levels of eco-friendly home appliances. As a solution, the
study recommends that businesses can guide customers to improve their energy-
saving attention through effective customer service guidance, offers such as gift
coupons, augmented yet meaningful experience cards, or even through setting up
a dedicated energy-saving comment section. The proposal aims to amplify other
consumers’ comprehension of energy-saving information and usage experience
of ecological products.

Keywords: Energy-Saving Attention · Green Consumption · Energy-Saving
Home Appliances · Online Comments

1 Introduction

In China, as the economy rapidly grows, the concepts of green environmental protec-
tion and low-carbon development have been widely disseminated among the citizens,
leading to greater recognition of green consumption. The “Survey Report on the Present
Status of Public Green Consumption in China” revealed that 83.34% of respondents
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supported green consumption behavior, with 46.75% expressing a strong inclination
towards it. Studies carried out by Alibaba’s New Service Research Center indicated
that over 60% of participants were conscious of green consumption, with post-90s and
post-2000s generations exhibiting considerably greater awareness than their older coun-
terparts, amounting to 70%and 79%, correspondingly. “Developing green consumption”
was included as one of the critical strategies for China’s future development in the 14th
Five-Year Plan and the 2035 Vision Goal Outline, indicating the significance of green
consumption in the country’s prospects.

Ajzen proposed the TPB model in 1985, based on the TRA theory, which suggests
that behavioral attitudes influence behavioral intentions that further reflect in the behav-
ior, a viewpoint substantiated by a substantial corpus of empirical studies. Despite the
model’s popularity, there exists abundant research indicating that the impact of atti-
tudes or intentions on behavior is nonlinear and can differ, leading to the “gap between
intention and behavior” or “inconsistency between words and deeds.“ Consequently,
even though 80% of customers endorse green consumption, research suggests that their
attitudes towards this practice may be affected by variables such as purchasing power
and information transparency, creating a discrepancy between their attitudes and actual
green consumption behavior.

One of the crucial green consumption behaviors is consumers buying and being
mindful of energy-saving home appliances that they can recognize in their daily con-
sumption; furthermore, online comments provide consumers’ subjective assessment of
their experience after buying the product. Therefore, the research on energy-saving
home appliances analyzes the frequency of keywords associated with energy-saving
consumption in online comments about energy-efficient home appliances to understand
how customers perceive them, and proposes measures to promote such behavior from
the perspective of online comments.

2 Correlational Research

Presently, research on green consumption focuses on exploring driving forces, foster-
ing green consumption values, and examining relevant institutional mechanisms. Var-
ious approaches, including the TPB model, regression analysis, and SEM, have been
employed by scholars to investigate the factors that influence eco-friendly behavior.
Studies contend that numerous variables, such as age, education, income level, occupa-
tion [1, 2], green awareness and environmental consciousness [3, 4], media promotion
[5, 6], gamification and intelligence [7, 8], and packaging design, have an impact on
eco-friendly behavior, according to individual consumer characteristics.

Nonetheless, a linear relationship between driving factors and eco-friendly behavior
does not exist. Scholars have found that a hole exists between factors that drive ecolog-
ical behavior, consumer attitudes towards eco-friendly behavior, and their willingness
to act on such attitudes. As an illustration, William et al. discovered that 30% of UK
consumers expressed significant concerns about environmental matters, yet they strug-
gled to translate it into their purchasing behavior. Similarly, according to Essiz Oguzhan
[9] et al., although consumers have positive perspectives towards green consumption,
they usually find it challenging to transform these values into green purchasing behav-
ior, known as the “Green Gap.“ Several scholars have explored the causes that underlie
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this gap. According to Chen Kai et al. [10], the gap arises from various factors such as
perceived efficacy and expectations of others’ consumption behavior, group, and indi-
vidual past consumption behavior, balancing green and non-green product attributes,
green product prices, availability factors, and situational factors of green consumption
behavior. Li Chuang et al. [11] also found that trust and information reduce this gap,
while behavioral costs such as extra expenses, time, and energy increase it. In a similar
vein, Li Pengxiang [12] research identified several causes behind this gap, including
self-control, purchasing behavior inertia, social reference group norms, balancing green
and non-green product attributes, high prices and low availability of green products, and
a lack of information, transparency, and trust.

In summary, extensive research has shown that there is a fundamental discordance
between consumers’ attitudes and intentions towards green consumption practices and
their actual behavior. This discrepancy highlights the need for more in-depth research
into how to bridge this gap. Unfortunately, several studies rely too heavily on the TPB
model, and their investigation methods are restricted by SEM tools. As a result, we must
expand our research beyond the traditionally limited methods. Therefore, this article
(“this study” can be more specific) advocates for analyzing consumer usage comments
on products, seeing as they could accurately reflect their actual consumption patterns,
including their perception of energy-saving protocols. By examining customers’ online
reviews of energy-saving products, we have a more natural avenue to better comprehend
their energy-saving proclivities and investigate whether this gap exists.

3 Data Collection and Pre-processing

3.1 Data Collection

The data utilized for this study originates from JD.com, the largest home appliance
e-commerce platform in China. This study selected four of the most commonly pur-
chased household appliances from this platform - refrigerators, air conditioners, washing
machines, and televisions. A web crawler program was employed to gather a total of
8,916 products and 1.842 million corresponding comments in regards to the designated
four household appliances. The data retrieved includes essential product attributes such
as the product ID, product title, and product parameters. Moreover, this data includes
factors such as the total number of comments, hot review tags, comment content, and
score for each product. Furthermore, the product parameters include energy efficiency
levels that conform to the “Management Measures for Energy Efficiency Labeling” in
China.

3.2 Data Pre-processing

Initially, this study utilized regular expressions to extract the energy efficiency levels
of the 8,916 products from their respective product parameters. The results identified
that 896 items did not indicate their energy consumption level, although 8,020 products
possessed a relevant energy consumption rating. Following this, the comments related to
those 8,020 products were subject to a screening process. Comments with a text length



Research on Consumer Energy-Saving Awareness 103

of fewer than five words or default replies like “This user did not fill in the evaluation
content” were eliminated. Consequently, this process yielded 8,020 products and their
1.481 million associated, valid online reviews.

4 Data Empirical Analysis

4.1 Measurement of Consumer Energy Efficiency Concerns

Consumer online reviews provide subjective evaluations of the consumer’s experience
of a product after actual use. From these reviews, it can be inferred that if consumers are
mindful of saving energy, they will express this in their comments. As such, a method
to quantify consumers’ energy conservation concerns can be achieved by analyzing the
frequency of energy conservation keywords in their reviews. The frequency with which
these keywords appear can be used to determine the level of consumers’ attention towards
energy conservation information.

Additionally, this study has identified nine relevant energy conservation keywords.
These keywords include energy consumption, energy efficiency, energy conservation,
power-saving, low carbon, green consumption, green lifestyle, environmental protection,
eco-friendliness, as well as trade-in.

4.2 Overall Energy Conservation Concern Analysis

The general level of energy conservation concern is calculated as the ratio of comments
that contain energy conservation keywords to the total number of “relevant” comments.
That is, comments that contain one or more energy conservation keywords. According
to our statistics, amongst the 1.481 million reviews analyzed, 63,377 showcased energy
conservation keywords, and thus the overall level of energy conservation concern was
established at 4.279%. Among the reviews that contain energy conservation keywords,
they are distributed as shown in table 1:

Table 1. The distribution of all energy-saving keywords with a frequency greater than 0

count mean std min 25% 50% 75% max

63377 1.574 0.893 1.0 1.0 1.0 2.0 11.0

It is apparent that consumers display limited awareness of energy-saving efforts, with
only 4.279% showcasing concern. Even within the consumers focusing on promoting
energy-saving efforts, the average value is just 1.574. This study aims to delve deeper
into consumers’ energy-saving awareness in different product categories and energy effi-
ciency levels, and thus utilized differential analysis via ANOVA, t-tests, non-parametric
testing, and descriptive analysis. Typically, ANOVA necessitates normality data to yield
accurate outcomes. To this end, this study performed normality tests on both frequency
data of all energy-saving words and frequency data of energy-saving words greater
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than zero separately, employing tools such as histograms, Q-Q plots, and Kolmogorov-
Smirnov tests. However, the results showed non-normal distribution data. Therefore,
this study utilized descriptive analysis and the non-parametric Kruskal-Wallis test to
conduct differential analysis on energy-saving awareness in different product categories
and energy efficiency levels.

4.3 Analysis of Differences in Energy-Saving Attention Among Different Product
Categories

Table 2 provides differential analysis of energy-saving attention for different product
categories based on descriptive analysis methods.

Table 2. The distribution of energy-saving attention and energy-saving keywords (with a
frequency greater than 0) for different product categories

energy-saving
attention

count mean std min 25% 50% 75% max

Refrigerator 4.028% 18169 1.335 0.619 1 1 1 2 8

Air condition 8.111% 26715 2.039 1.055 1 1 2 3 11

Washing
machine

1.406% 6254 1.236 0.528 1 1 1 1 6

Television 4.787% 12239 1.088 0.371 1 1 1 1 7

Additionally, this paper employed the Kruskal-Wallis test to examine the frequency
data of energy-saving keywords for different product categories,with andwithout restric-
tions of frequency greater than zero. Results demonstrated that the Kruskal-Wallis statis-
tics and p-values were 21,642.563, 0, and 9,086.129, 0, respectively. Since the p-values
were both less than 0, the null hypothesis was rejected, indicating significant differ-
ences among different product categories. As per descriptive analysis, consumers exhibit
the highest energy-saving awareness for air conditioners and the lowest for washing
machines.

4.4 Analysis of Differences in Energy Efficiency Level and Energy Efficiency
Concern

Table 3 showcases the differences in energy efficiency concerns for different energy
efficiency levels, based on descriptive analysis methods.

The Kruskal-Wallis test was also conducted on the frequency data of all energy-
saving keywords and frequency data of energy-saving keywords with frequency greater
than zero for different energy efficiency levels. The Kruskal-Wallis statistics and p-
values were 2,984.956, 0 and 1,720.614, 0, respectively. As all p-values were less than
0, the null hypothesis was rejected, signifying significant differences between different
energy efficiency levels. As per descriptive analysis, consumers showcase increased
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Table 3. Distribution of Energy Efficiency Concern and Keyword Frequency (greater than 0) for
Different Energy Efficiency Levels

Energy
Efficiency
Concern

count mean std min 25% 50% 75% max

Level One
Energy
Efficiency

5.037% 35055 1.711 0.975 1 1 1 2 11

Level Two
Energy
Efficiency

2.753% 6181 1.337 0.659 1 1 1 2 6

Level Three
Energy
Efficiency

3.646% 14316 1.433 0.794 1 1 1 2 9

Level Four
Energy
Efficiency

4.203% 4765 1.115 0.429 1 1 1 1 6

Level Five
Energy
Efficiency

5.609% 3060 1.867 0.834 1 1 2 2 9

energy efficiency concerns when energy-saving appliances are rated level one or five.
Moreover, amongst the five energy efficiency levels, ratings one and three are more
preferred by consumers.

5 Conclusion

This study focuses on analyzing online reviews of energy-efficient appliances to exam-
ine the energy-saving awareness of consumers. To this end, we obtained a dataset
of 8,020 energy-efficient appliance products and 1.481 million corresponding online
reviews using web crawling technology. By conducting statistical analysis on the occur-
rence frequency of nine energy-saving keywords in the online reviews, we measured the
level of energy-saving awareness among consumers. The data was further subjected to
descriptive analysis and Kruskal-Wallis test to examine the differences in energy-saving
awareness across different product categories and different levels of energy efficiency.
The findings of our study indicate that:

(1) Despite the fact that various surveys suggest that 80% of consumers support
environmentally-friendly consumption, the actual energy-saving awareness exhibited
by consumers when utilizing energy-efficient appliances is meager, at 4.279%. This
outcome is indicative of the “intention-behavior” gap that exists among consumers when
purchasing energy-efficient appliances.

(2)Results from the statistical tests demonstrate noteworthy disparities in consumers’
energy-saving awareness levels that vary according to the energy efficiency level and
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appliance category. Consumer awareness is at its highest when using air conditioners,
whereaswashingmachines have the lowest awareness levels. Additionally, when energy-
efficient appliances are classified into either level 1 or level 5 efficiency categories,
consumers exhibit a greater level of energy-saving awareness.

A multitude of research studies suggest that online reviews have a substantial impact
on consumers’ behavior regarding consumption. Hence, directing consumers towards
eco-friendly consumption through online reviews is currently a challenging issue that
scholars are investigating. In the context of online reviews of energy-efficient appliances,
boosting users’ knowledge of energy conservation, and motivating them to actively
offer feedback and comments on energy-saving information while utilizing the products,
can foster the promotion of energy-efficient appliances among other consumers and
encourage green consumption. As such, companies can use various methods such as
customer service guidance, offering coupons or attaching experience description cards
to the product to encourage users to share their energy-saving perceptions during actual
usage. Furthermore, establishing a specific area for energy-saving experience reviews
can invite consumers to provide feedback on energy-saving perceptions, increase their
awareness of energy conservation, and make the product’s energy-saving information
and user experience easier for others to comprehend.
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Abstract. Traditional shallow learning radar target image recognition ways usu-
ally depend on complex artificial feature extraction process, which needs a lot
of human expertise. to effectively extract the characteristic information of enemy
combat units, and realize the type recognition of the UAV radar, which is very
important to ensure the UAV’s combat capability and combat victory. Aiming
at the problem that the shallow learning method of radar target image recogni-
tion is difficult to extract advanced features and the small number of enemy unit
radar image samples available in practical engineering has a great effect on the
diagnosis accuracy of the deep neural network model, this paper uses the transfer
method in deep learning. The learning way is to fine-tune the pre-trained hotspot
deep CNN convolutional network (GoogleNet) respectively, which are used for
the recognition and classification of radar target images. The noise reduction radar
target figure is used as input to train a constructed model, Then, the trained model
can realize radar target image recognition and classification. The model are vali-
dated using theMSTAR dataset gived byDARPA/AFRL, and the results show that
model achieve high diagnostic accuracy, proving the effectiveness of the proposed
way in radar image recognition of enemy combat units.

Keywords: UAV · Radar Image · Target Recognition · Deep Learning · Transfer
Learning

1 Introduction

With the rapid iteration about artificial intelligence, deep learning, as a hot pattern
recognition method, has been applied in various fields on a large scale. Zhang Xiaohong
et al. [1] explained how deep learning is applied in the field of vehicle navigation,
and expounded the latest trend of vehicle motion constraints based on deep learning.
Zhang Linlin et al. [2] applied deep learning to the field of language recognition to
effectively improve the recognition accuracy of short texts in similar languages. Peng
Tongxin et al. [3] applied deep learning to the field of vehicle flow prediction to enhance
the overall prediction performance of the model and enhance the stability of the model.
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Because of the high efficiency, plasticity and universality of deep learning, scholars have
used a variety of deep neural network models to the field of UAV radar target image
recognition. Yan Yuan [4] proposed a set of comprehensive solutions to the problem
of radar small-sample target recognition by uniting meta-learning and transfer learning,
aiming to put forward appropriate model learning and classification ways according to
different practical application scenarios, so as to enhance the efficiency and accuracy of
radar small-sample target recognition.

Transfer learning is a study to solve the domain adaptation direction, that is, for the
source domain with a large amount of label data and available parameter Settings, the
target domain with a small quantity of labels is processed by transferring the learned
knowledge [5]. In transfer learning, the pre-trained model can be applied to different
tasks by fine-tuning it and training it with a small quantity of samples.Moreover, transfer
learning can be realized on ordinary personal computer, which does not require toomuch
hardware, and it usually takes only a short time to complete themodel training. Therefore,
scholars have great interest in transfer learning, and it has beenwidely used inUAV small
target detection [6], emotion recognition [7], image classification [8] and other fields.
There are also some researches on UAV radar target recognition. Wang Guoshuai [9]
introduced the Deep adaptation network (DAN) method into HRRP target recognition,
and added an adaptive layer to the original CNN model. Experimental consequences
show that contrasted with the conventional transfer learning way and DAN method,
the proposed method can improve the recognition rate of target domain data by about
15% under the influence of sea clutter, which significantly enhances the generalization
performance and robustness of the model.

Experiments are performed in this paper depended on the MSTAR dataset gived by
DARPA/AFRL. This dataset was collected by an X-band synthetic aperture radar (SAR)
sensor used by Sandia National Laboratory [10–12].

2 Google Net Model

In a general way, the most direct method to enhance network performance is to add the
depth and width of the network, but perpetually adding will bring a lot of trouble: a sea
of parameters, if the training data set is restricted, it is prone to overfit.

The larger the network, the more parameters, the greater the computational com-
plexity, hard to apply; The deeper the network is, the gradient dispersion trouble is easy
to occur, and it is hard to optimize the model. Researchers want to lower parameters
while adding network depth and width. To lower parameters, it is natural to turn full
connections into sparse connections. Nevertheless, in implementation aspect, the actual
computation quantity will not be improved qualitatively after full connection turns into
sparse connection, because most of the hardware is optimized for dense matrix compu-
tation. Although sparse matrix has less data, it is hard to lower the computation time
consumed. In this need and situation, GoogLeNet (see Fig. 2) believes that the most
basic approach is to use sparse joins instead of full joins and convolution operations.
For the sake of keeping the sparsity of neural network structure and making full use of
the high computational performance of dense matrices, GoogleNet proposed a modu-
lar structure named Inception to finish this purpose. Inception is a network-in-network
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structure. Based on this structure, the width and depth of the entire Network can be
enlarged, and the performance can be improved by 2 to 3 times. A typical Google Net
deep learning Network is mainly composed of Inception modules.

Fig. 1. Inception structure diagram

Inception is a net within-networks (see Fig. 1), which contains a total of 4 subnets.
This structure stacks the convolution (1× 1, 3× 3, 5× 5) and pooling operations (3× 3)
generally applied in CNN (the dimensions of convolution and pooling are the identical,
and the channels are increased together). On the one hand, the width of the network is
increased. On the other hand, it also adds the adaptability of the network to the size.

2.1 1 × 1conv Branch

1× 1conv branch is the leftmost branch in the figure above. The network is widened by
1 × 1 convolution for BatchNorm final activation.

2.2 1 × 1conv → 3 × 3conv Branch

In this step, the convolution kernel is 3 × 3 in size, but before 3 × 3 convolution, the
feature map will first go through 1 × 1 convolution layer parameter reduction (1 × 1
convolution will significantly reduce network parameters, see Fig. 1).

Similarly, input a set of 192 features with 32× 32 size and output 256 sets of feature
data. The first figure is directly realized by 3× 3 convolution, which needs 192× 256×
3× 3× 32× 32= 452984832 multiplication. In the second picture, 1× 1 convolution
was used to reduce to 96 features, and then 3 × 3 convolution was used to recover 256
groups of features, which required 192× 96× 1× 1× 32× 32+ 96× 256× 3× 3×
3× 32× 32 = 245366784 multiplications. The method of dimension reduction by 1×
1 convolution saved half of the computation. Some people may ask, isn’t the number of
features reduced when 1 × 1 convolution is reduced to 96 features, which will affect
the effect of the final training? The answer is no. As long as the quantity of features in
the final output remains the identical (256 groups), the dimensionality reduction in the
middle is analogous to the impact of compression and does not affect the final training
consequence.
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2.3 1 × 1conv → 5 × 5conv Branch

In InceptionV1, a convolution kernel with kernel = 5 is used for feature extraction. In
V2, 5 × 5 is replaced by two 3 × 3 convolution kernels, because the two are equivalent
and the number of convolution parameters of 3 × 3 is about 1/3 of the convolution
operation of 5× 5. So the two 3× 3 convolution operations in this code are actually the
5 × 5 convolution operations on the right.

2.4 3 × 3pooling → 1 × 1conv

Use a pooled kernel here, but it’s more like convolution. The previous pooling operation
stride is the same size as the convolution kernel, and it is not filled, so the size of H ×
W feature map becomes H/s ×W/s after the pooling layer. Here, the pooling operation
stride = 1, padding = 1, kernel = 3, in fact, the size of feature map will not change
after the pooling operation, only the pooling layer is used to extract feature expression
different from the convolution operation.

Fig. 2. Google Net network model

Since the purpose of this experiment is to identify the target ofUAV radar gray image,
the last three layers of Google Net are substituted by the fully connected layer, Softmax
layer and classification output layer with the same number of nodes as the number of
image categories, and the process is shown in Fig. 3.

The parameters in the pre-training network Google Net have also been fully trained
on ImageNet applying millions of figures to extract a large number of features required
for image classification and recognition. Therefore, the target recognition of radar gray
image can be realized by training its replacement layer with a small dataset.
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Fig. 3. Migration Learning on Google Net

SLICY SLICY 2S1 2S1 SLICY

ZIL131 2S1 ZIL131 SLICY SLICY

BRDM2 SLICY T62 ZIL131 ZSU234

SLICY SLICY 2S1 2S1 SLICY

Sample training images

Fig. 4. Target recognition results of partial radar grayscale images by Google Net

3 Experimental Results and Analysis

The last three layers of GoogleNet were substituted with a fully connected layer with
eight neurons, a Softmax layer, and a categorical output layer. The sample set constructed
in front was imported into MATLAB as the input of the GoogleNet transfer learning
model constructed, and the minimum batch size was set as 30, the maximum training
times as 15, the learning rate of the retention layer as 0.0001, and the learning rate of
the replacement layer as 20. With the progress of training, the recognition results of the
GoogleNet transfer learningmodel on some radar gray image targets are shown in Fig. 4.

The same group of experiments were repeated for 10 times, and the final results were
shown in Table 1.

As shown in Table 1, the trained GoogleNet transfer learning model achieves an
average recognition accuracy of 98.06%. The network instance confusion matrix was
shown at Table 2, the recognition rate is 99.45%.
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Table 1. 10 test results

1 2 3 4 5 6 7 8 9 10 Average

Accuracy(%) 97.63 98.21 98.32 98.17 98.66 97.33 98.68 98.01 97.61 98.01 98.06

Training
time/s

2004 2021 2033 2000 1986 1978 2032 2025 2027 1998 2010.4

Table 2. Network instance confusion matrix (recognition rate 99.45%)

Class SLICY BTR60 2S1 BRDM2 D7 T62 ZIL131 ZSU23/4

SLICY 99.30 0.00 0.60 0.00 0.10 0.00 0.00 0.00

BTR60 0.40 97.10 1.00 0.20 0.00 1.10 0.20 0.00

2S1 0.00 0.00 99.90 0.00 0.00 0.00 0.10 0.00

BRDM2 0.00 0.00 0.00 100.00 0.00 0.00 0.00 0.00

D7 0.00 0.00 0.00 0.00 100.00 0.00 0.00 0.00

T62 0.00 0.00 0.00 0.00 0.00 100.00 0.00 0.00

ZIL131 0.00 0.00 0.00 0.00 0.00 0.00 100.00 0.00

ZSU23/4 0.00 0.00 0.20 0.00 0.00 0.50 0.00 99.30

4 Conclusion

In this paper, a way of UAV radar image target recognition based on CNN and transfer
learning is proposed, which solves the difficulty of deep feature extraction in the shal-
low learning method of radar target recognition and the problem that the accuracy of
recognition is greatly impacted by the small number of available radar image samples in
practical engineering. A new model is constructed by fine-tuning the pre-trained CNN
model GoogleNet, which is used for target radar image recognition. The model was
verified by using the MSTAR dataset gived by DARPA/AFRL. In view of the difficulty
in obtaining samples in reality, the identification accuracy of each armored vehicle was
98.06% with a small sample of 100.
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Abstract. WithChina’s scientific and technological level continuously improving
in recent years, computer digital technology has become widely used in a variety
of industries. People’s lives are enriched by textile art. Using computer digital
technology can make textile art patterns and patterns more novel and diverse,
laying a solid foundation for the advancement of textile art design level. When
compared to traditional textile art, the use of computer digital technology can
increase work efficiency, save time, and improve the overall benefits of businesses.
The application of computer digital technology has had a significant impact on
textile art design, resulting in a significant change in the textile art design process.
It has challenged people’s preconceived notions and ways of thinking, infusing
new life into the design community.

Keywords: Computer digital technology · Textile art design · Use strategy ·
Analyses

1 Introduction

It has become popular in all aspects of society due to the rapid development of computer
technology. Computers use numbers as the basis for information processing, so they can
also be used as computer digital technology. Computer digital technology is widely used
in a variety of industries and has had a significant impact on people’s daily lives. The
use of computer digital technology in textile art design primarily employs computers
for color separation, color matching, ink jet and wax spraying, which diversifies textile
product styles and meets people’s aesthetic needs [1, 2].

2 The Relationship Between Computer Digital Technology
and Textile Art Design

Nomatter what kind of art design is not an independent individual, the latest technology
from other disciplines will be fully absorbed in the process of art design to improve
their own development level [3, 4]. Because of the advancement of electronic informa-
tion technology, the use of computer digital technology in textile art design provides
technical support for the development of textile art while also innovating traditional
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design concepts and design ideas (As show in Fig. 1). Science and technology, as one
of China’s main productive forces, can only form a new type of productive force by
combining textile art design with computer digital technology, thereby promoting the
rapid development of social economy [5, 6].

The continuous advancement of computer digital technology has a positive impact
on society, economy, and other aspects, as well as improving people’s lifestyle and
aesthetic concept, and people have higher expectations for textile art design. Computer
digital technology is integrated into textile art design, allowing the two to be organically
combined to fully meet people’s aesthetic needs while also giving textile art design more
creativity and vitality [7, 8]. It is also an effective measure to promote the development
of computer digital technology in order to make it live and artistic. The application of
computer digital technology to textile art design will have a positive impact on people’s
daily lives and provide people with quality services in an artistic form, which is also the
main future development trend of computer digital technology [9, 10].

Fig. 1. Computer digital technology promotes innovative development of textile art design

3 The Influence of Computer Digital Technology on Textile Art
Design

The rational application of computer digital technology in textile art design overcomes
the limitations of traditional design methods, making textile art design more concise
and flexible while saving textile production enterprises a significant amount of time,
energy, and money. The use of computer digital technology in textile art design has a
far-reaching and positive impact on textile art, and it is also a significant innovation
in the textile development process, completely changing people’s traditional design
concepts and ideas and injecting new life and motivation into the textile art design
industry [11–13].



Research on the Application of Computer Digital Technology in Textile Art Design 117

3.1 Innovation of Pattern Drawing Methods

If the traditional pattern design method is used, such as drawing regular patterns and
straight lines, traditional tools such as compasses and rulers must be used, which is
difficult and complicated. The use of computer digital technology can make drawing
textile patterns easier. For example, when drawing free-form curves, the radian of the
curve can be adjusted to a proper range using computer digital technology, and the curves
will be smoother andmore natural, providing people with a refreshing visual experience.
To accomplish this, we can employ software such as Photo Shop, Free Hand, and others.

Fig. 2. Innovative development of computer digital technology in pattern design

These softwares can draw the figures and lines in the pattern precisely. It is simple
to draw according to the pattern that the designer wishes to express during the drawing
process. If there are any errors or parts that need to be adjusted, the Undo function
in the software can be used to return and redraw and optimize the pattern. Another
example is that when designing patterns with computer digital technology, designers
can use computer digital technology to fill the patterns into set size pictures, which is
also impossible in traditional textile art design (As show in Fig. 2).

In contrast to the traditional method of textile pattern design, the process of return-
ing and splicing requires using the cutting mode as the basis and splicing the design
manuscript by cutting, resulting in the phenomenon of splicing dislocation. After the
application of computer digital technology in textile art design, seamless splicing can
be easily completed, and the pattern can be endlessly circulated by using the continu-
ous drying function, resulting in a more reasonable pattern layout and the prevention of
waterway. When scanning the pattern, computer digital technology can perform useful
operations like returning, cutting, and splicing.

3.2 Color Transformation is More Convenient

If the textile pattern is designed using the traditional design method, the design draft
must be copied again, and the color area is used as the basis for color filling again. It
must be redrawn five times if there are five color drafts. This method will waste a lot
of drawing materials as well as a lot of valuable time and energy. Furthermore, the use
of computer digital technology for textile pattern art design, as well as related software,
can easily complete color transformation (As show in Fig. 3).
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Fig. 3. Computer digital technology makes color transformation more convenient

To effectively replace colors, for example, you can use vector software that includes
straws and paint bucket tools. Another example is that the brightness, color satura-
tion, and contrast of the pattern can be effectively adjusted using the image software’s
tone adjustment and color balance functions, resulting in a variety of finished patterns.
Designers can also easily change colors by using the color matching function in design
software and the computer’s automatic configuration function.

3.3 Faster Pattern Circulation

The main channels of pattern circulation in the process of designing textile patterns
by traditional methods are books, photos, pattern drawing manuscripts, copying, and
so on, and their transmission methods are also relatively traditional, and the speed of
transmission cannot be guaranteed. The use of computer digital technology in textile art
design can hasten pattern circulation.

The channels and methods of pattern circulation are becoming more diverse as net-
work technology advances, and rapid pattern circulation can be realized by using web-
sites, information exchange platforms, and other means. When users require patterns,
they can download them quickly via the network, greatly reducing pattern circulation
time. Designers are more convenient and faster in the process of design exchange due to
the accelerated circulation of patterns, and provide diversified access channels for textile
production enterprises to obtain samples. Time is money, and this can save a lot of time
while also increasing the economic benefits for businesses.

4 Computer Digital Technology in Textile Art Design Application
Strategy

The use of computer digital technology in the art design of preventive products has over-
come the limitation of pattern color in traditional design methods, allowing the design
connotation to be presented more intuitively and completely. The combination of com-
puter digital technology and textile art design can reflect the design theme that designers
want to express, sublimate the design content theme, and fully meet the consumption
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needs and aesthetics of consumers. Following that, we will examine the design strategy
of textile wall-hanging decoration and bedding.

4.1 Decorative Wall-Hung Textiles Art Design and Application Strategy

Decorative wall-hung textiles are typically hung on interior walls with strong ornamental
and decorative properties. Designers should first thoroughly investigate the needs of
consumers and the market in order to design textile works of art that are more in line
with consumers’ aesthetic needs during the artistic design process of this textile using
computer digital technology (As show in Fig. 4).

For example, in the wall-hung decorative textile “Above the Starry Sky,” the designer
first used computer digital technology to print Van Gogh’s famous painting “Starry Sky”
on the wool fabric, and then, based on the artistic conception of the painting, the wool
felt material with similar colors was printed on the wool fabric by needle punching,
which enhanced the overall unevenness and artistic sense of the wall-hung decorative
textile. The designer also fully integrates the composition characteristics and uses wool
felt to create the shape of a windmill on it, making the overall content of the artwork
more substantial and complete.

Fig. 4. Computer digital technology promotes the development of decorativewall hanging textiles

4.2 Bedding Textile Art Design and Application Strategy

Bedding textiles are necessities in people’s daily lives, anddesigners should use computer
digital technology to consider the practical needs of consumers during the artistic design
process. Bed sheets, pillows, bedding, and other bedding products, for example, are
closely related to the overall interior decoration style. Designers should therefore unify
the overall design style of bed products so that some rows of bed products have the
same textile art style, forming a good visual aesthetic feeling indoors and creating a
comfortable rest environment for people (As show in Fig. 5).
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Fig. 5. Computer digital technology promotes the development of home textile design

5 Conclusion

Using computer digital technology to carry out artistic textile design can overcome all
of the drawbacks of traditional design methods and save a significant amount of time,
energy, and design materials. Designers should consider the practicality and aesthetics
of textiles during the design process in order to fully meet the needs of consumers and
create massive overall benefits for textile production enterprises.
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Abstract. With the development of the times, information technology is gradu-
ally becoming popular, andmultimodal information technology is gradually being
used in intelligent construction. Through multimodal information technology, the
quality and efficiency of building management can be improved, and the cost
of building intelligence can be saved, thus saving resource utilization efficiency.
However, there are still some shortcomings in the use of multimodal information
technology in intelligent construction. This article studied the application of mul-
timodal information technology based on Building Information Modeling (BIM)
technology in intelligent construction, aiming to continue improving the quality
of intelligent construction through BIM technology. This article tested the cost
reduction of intelligent construction using multimodal information technology
after using BIM technology through experiments. The data showed a minimum
reduction of 10% and a maximum reduction of 19%. This proved that BIM tech-
nology had good results in intelligent construction of multimodal information
technology.

Keywords: Intelligent Construction ·Multimodal · Building Information
Modeling Technology · Information Technology

1 Introduction

With the rapid development of the economy, building informatization has become an
inevitable trend. There are so many construction projects nowadays. If information tech-
nology is not used for management, it would bring a great burden to management per-
sonnel, so studying how to improve the quality of information intelligent construction
is of great significance.

Many scholars are studying architecture, and Ingle P V believed that high-rise con-
struction sites, especially those located in urban areas with limited space, faced difficul-
ties in timely delivery of materials. Management technology could further benefit from
state-of-the-art equipment such as radio frequency identification tags and ubiquitous sen-
sor networks, which achieved significant results in automated logistics management of
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construction sites [1]. Alaloul W S believed that engineering and architecture were lag-
ging behind the trend in implementing artificial intelligence solutions. However, through
applications and algorithms, it could help bridge the technological gap [2]. Khanzadi M
believed that there were problems in research on building technology in the context of
construction projects, and research on the synergistic effects and environmental impacts
of new technologies should be strengthened to initiate the process of successfully enter-
ing the fourth industrial revolution [3]. Although scholars conducted a lot of research
on architecture, there were still many shortcomings.

The development and application of multimodal information technology have
brought good news to intelligent construction. Through the intelligent management of
multimodal information technology, buildings can be built according to people’s needs,
which can greatly improve people’s satisfaction with buildings. This article studied the
application of multimodal information technology based on BIM technology in intelli-
gent construction. This article experimentally tested the reduction in construction costs
of multimodal information technology using BIM technology after intelligent construc-
tion, and found that the reduction was still significant. This proved that BIM technology
could play a good role in multimodal information technology intelligent construction.

2 Use of Multimodal Information Technology in Intelligent
Construction Using BIM Technology

2.1 Basic Concepts of Intelligent Construction

Generally speaking, intelligent construction refers to optimizing the system, service
internal structure, management content, and structure of a building according to the
needs of users during the process of building design, so as to meet their various needs
and provide users with a more comfortable and safe living and working environment
[4, 5]. In an intelligent building environment, users can choose intelligent tools based
on their actual needs, so as to achieve good operation of intelligent building functions.
Intelligent buildings utilize advanced scientific and technological advancements, such as
communication technology, information technology, and control technology. The core
content of intelligent buildings is low-carbon environmental protection, energy conser-
vation and emission reduction, thus further creating a good living environment for users
[6, 7]. Intelligent buildings have numerous advantages, such as environmental friend-
liness, energy efficiency, and practicality. It can better achieve peaceful development
of the environment and humanity, which is consistent with the concept of sustainable
development. It belongs to the focus of energy structure adjustment and is also a hot
project in the current construction industry [8, 9].

2.2 Problems in Intelligent Construction

Theoretical research is still relatively lacking: Currently, there are still many problems
in intelligent buildings, mainly manifested in the research on the design theory of intel-
ligent buildings. The current design theory of intelligent buildings cannot match the
relevant technical application requirements of intelligent building design, and the cor-
responding theoretical structure is also incomplete. Therefore, in the actual design and
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development process of intelligent buildings, it is necessary to conduct in-depth research
on the corresponding architectural design theories [10, 11].

Imperfect intelligent product system: There is currently no dedicated intelligent
construction product system in the construction market. From this, it can be seen that
there are still significant shortcomings in the intelligent design of buildings. To change
this situation, it is necessary to increase the design and research of intelligent application
systems in building design management to ensure the smooth development of building
intelligence. At the same time, in the process of building intelligence development, it is
also necessary to increase the development of products related to intelligent buildings
to meet market needs and accelerate the development of the industry [12, 13].

2.3 Application Advantages of Multimodal Information Technology in the Field
of Architecture

Advantages in architectural design: Compared with traditional architectural design, the
application of multimodal information technology frees architectural designers from
the inconvenience and low design efficiency caused by manual drawing. The use of
computer-aided design software based on multimodal information technology can assist
designers in online design and modification. In this software, relevant graphics, images,
text and other information can be edited in real-time, thus greatly reducing the workload
of designers and improving work efficiency [14, 15]. With the continuous development
of big data technology, the application of multimodal information technology in the
field of architectural design is becoming increasingly intelligent. Design software can
provide targeted design solutions to designers according to their requirements, thus using
database comparison methods to identify problems and provide correction suggestions.

Advantages in construction management: Construction management is a complex
task that involvesmany tasks. Therefore, it is necessary to use project managementmeth-
ods to supervise andmanage the construction process,which is also a necessary condition
to ensure the smooth progress of construction projects [16, 17]. In the past, construc-
tion project management work mainly relied on a large amount of manpower to collect,
organize, classify, and query information, which not only restricted the management
efficiency of construction projects, but also caused an increase in construction costs.
With the application of multimodal information technology, paperless network office
has been achieved. By utilizing the 0A system, the sharing of construction management
information can be achieved, and previously complex management work can also be
carried out on network platforms, thus greatly improving the efficiency of construction
management. For example, in the process of building construction management, ware-
house managers can record the usage of relevant materials online, so as to timely grasp
the changes in material costs and achieve effective control of building construction costs
[18, 19].

2.4 Key Technologies of Multimodal Information Technology

To achieve intelligent management of buildings, it is necessary to rely on advanced
information technology and combine it with the needs of intelligent construction man-
agement to carry out comprehensive design, so as to meet specific building intelligent
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management goals. When designing an intelligent integrated system for buildings, the
key technologies of multimodal information technology are shown in Fig. 1:

Computer technology Image recognition technology

Data communication technology Automatic control technology

Fig. 1. The key technology of multimodal information technology

The specific analysis is as follows:

(1) Computer technology: The software of any system needs to operate on computers as
media. Therefore, in order to improve the application effect of building intelligent
integrated systems, advanced computermanagement technology needs to be adopted
to improve the performance of computer media, including stability, security, service
sustainability, fault tolerance, and efficiency.

(2) Image recognition technology:When integrating various subsystems, the integration
objects include image acquisition subsystems such as vehicle access monitoring
systems and video capture monitoring systems. Therefore, in order to convert the
collected data into readable digital data, effective image recognition techniquesmust
be used to complete the recognition, collection, and storage of input image data,
thereby achieving the conversion of target data.

(3) Data communication technology: When designing an intelligent integrated system
for buildings, it uses a centralized data storage management mode. It is produced
in real-time by various subsystems based on the operation of their own equipment.
However, if the centralized and aggregated storage of these data is to be achieved,
specialized data communication technologies need to be used to ensure that the data
produced by each subsystem can be continuously, stably, reliably, and accurately
reported to the integrated system data center, thereby achieving data storage.

(4) Automation control technology: The building intelligent integrated system, named
“intelligence”, is able to automatically analyze the collected and reported data based
on pre-set rules. It makes corresponding processing based on the analysis results,
without the need formanual intervention, thus improving themanagement efficiency
and quality of the building. Therefore, in order to make the system more valuable,
it is necessary to carry out comprehensive automation control.

2.5 Development Trends of Intelligent Construction

With the rapid development of intelligent buildings, the corresponding equipment level
would also improve, thereby promoting the development of related industries and bring-
ing greater opportunities to them. To meet the requirements of intelligent buildings,
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related equipment must constantly undergo innovation in order to form a trend of com-
mon development. Generally speaking, in order for intelligent buildings to achieve better
development, various advanced equipment must be applied to the building. In order for
related enterprises to stand out amongmany enterprises, theymust continuously carry out
reform and innovation, thereby promoting the better development of intelligent buildings
[20].

Intelligent comprehensive buildings can utilize modern information technology to
unify the connection and management of building clusters, thereby fully realizing sys-
tematic management of building functions. In urban complexes, information technology
has been used to achieve automatic management of modern complexes; system con-
catenation and comprehensive management should be implemented. This starts with
the construction of a smart city and aims to build a smart city cluster. By doing so,
various resources can be reasonably utilized, thus improving the effectiveness of social
governance and reducing governance costs.

2.6 Overview of BIM Technology

BIM technology, as a way of expressing information based on building 3D models,
provides new ideas for information sharing in various stages of the construction process.
Based on technology, design results can be directly utilized. Based onmodels, documents
or charts can be automatically generated, and data results can be visually observed
and analyzed. Effective cooperation with various parties involved in the project can be
achieved, thus achieving refined management of engineering projects. The method used
in BIM technology mainly utilizes design models to automatically generate acceptance
plans, thus enabling every construction quality inspector to understand the distribution of
acceptance plans in advance; non destructive handover was carried out for each testing
unit; By comparing and analyzing the acceptance results, erroneous acceptance was
avoided. The characteristics of BIM technology are shown in Fig. 2:

Completeness of information

Consistency of informationRelevance of information

Fast running speed

Fig. 2. Characteristics of BIM technology
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2.7 Significance of BIM Technology in Intelligent Construction

The application of BIM technology can effectively solve the “bottleneck” problem in the
current intelligent building information management: At present, there are many prob-
lems in the intelligent building informationmanagement. The root cause is that each con-
struction unit has established their own independent information system, and informa-
tion sharing between each unit is impossible, thus forming a “information silo”. Through
BIM technology, a single source of engineering data can be established. In engineering,
all participants can use BIM as the same source of information, thus enabling precise
information exchange and sharing among all participants, and ensuring the correctness
and consistency of project information.

In the design of various specialties, information sharing has been achieved: in the
project information management system of various specialties in construction engineer-
ing, the required project parameters and related information can be directly obtained
from the BIM information model without the need for repeated input of data. In a spe-
cific field, when some parameters or information in a certain field change, the parameters
or information in other fields in that fieldwould also change, thus achieving collaborative
design in multiple fields.

BIM technology is used to achieve information management throughout the enter-
prise lifecycle: BIM technology is built on top of the entire lifecycle of construction
projects. It can carry out project design, construction, on-site management, and oper-
ational management, thereby achieving dynamic, integrated, and visual project infor-
mation management throughout the entire process, thus meeting the management and
monitoring of construction quality, safety, cost, and progress of engineering projects.

2.8 Specific Use of BIM Technology in Intelligent Construction

BIM technology can help calculate the construction period of intelligent construction.
When using BIM technology in intelligent construction, the first step is to establish an
objective function, and the calculation method of the objective function is shown in
Formula 1:

A = B+ C (1)

In Formula 1,A represents the total cost, B represents the direct cost, andC represents
the indirect cost. The relationship between direct costs and duration costs under normal
construction period is shown in Formula 2:

T =
∑n

i=1
B (2)

In Formula 2, T represents the duration cost, and the relationship between indirect
cost and duration cost is shown in Formula 3:

T = C

A
∑n

i=1 B
(3)
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3 Simulation Experiment of BIM Technology and Multimodal
Information Technology in Intelligent Construction

This article investigated ten intelligent buildings using multimodal information technol-
ogy under BIM technology, and investigated people’s satisfaction with these buildings.
If there was a high level of satisfaction, it indicated that the use of multimodal infor-
mation technology in intelligent construction under BIM technology was successful.
The satisfaction of ten buildings constructed using multimodal information technology
under BIM technology is shown in Fig. 3:

Fig. 3. Satisfaction with intelligently constructed buildings

From the experimental results in Fig. 3, it could be seen that people’s satisfactionwith
intelligent construction usingmultimodal information technologyunderBIM technology
was the lowest at 88 points and the highest at 98 points. This indicated that people
highly recognized the intelligent construction of buildings usingmultimodal information
technology under BIM technology, proving that multimodal information technology
under BIM technology had good results in intelligent construction.

This article also tested how the intelligent construction of multimodal information
technologyunderBIM technology could reduce construction costs. The construction cost
reduction of intelligent construction using multimodal information technology under
BIM technology is shown in Fig. 4:

From the experimental results in Fig. 4, it could be seen that the cost reduction of
intelligent construction usingmultimodal information technology usingBIM technology
was at least 10% and up to 19%. The cost reduction was still quite significant. Through
experimental data, it could be known that the intelligent construction of multimodal
information technology under BIM technology could play a role in reducing construction
costs. Therefore, it proved that BIM technology and multimodal information technology
had a high degree of compatibility for intelligent construction.
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Fig. 4. Construction cost reduction of intelligent construction using multi-modal information
technology under BIM technology

4 Conclusions

Intelligent construction is a hot topic nowadays. Good intelligent construction has the
function of reducing construction costs andmeeting people’s various construction needs.
The combination of intelligent construction and multimodal information technology can
achieve good results. This is because information technology can optimize the accuracy
of building construction, and improve efficiency, so as to reduce errors. Combining BIM
technology is also a good choice. Nowadays, the use of BIM technology in building
construction is also gradually increasing. This article studied the application of BIM
technology and multimodal information technology in intelligent construction, which
aimed to combine intelligent construction and BIM technology with multimodal infor-
mation technology. The experimental test showed that the cost required for construction
decreased after using two technologies, indicating that multimodal information technol-
ogy and BIM technology achieved good results in intelligent construction. Due to space
limitations, the experiments conducted in this article were still insufficient. It would be
improved in the future. In the end, it is hoped that intelligent constructionwould continue
to do better.
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Abstract. Since the 1980s, world economic integration, the financial industry has
become the core of social development, and the accompanying financial risks have
become a relatively difficult problem for countries. The complexity and diversity
of financial business and the rapid increase of uncertainty factors have led to a
significant increase in risks and may lead to financial crisis when accumulated to
a certain extent. Once a financial crisis breaks out, it will lead to social and even
political crisis in addition to economic recession. Its main purpose is to provide
investors with timely information about financial market risks, so that they can
make better decisions and thus increase profits.
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1 Introduction

As an emerging developing country, China’s economy has been basically geared towards
good development, and all industries have shown a vigorous and upward trend. However,
there are still potential financial risks that cannot be ignored: imperfect financial laws and
regulations, lack of strong supervision and management, and market access mechanisms
that need to be discussed. After China’s entry into WTO, the financial supervision has
been gradually relaxed, and the competition among global industries has led to the further
expansion of the scope of China’s implied financial risks [1]. In addition, due to the large
scale growth of China’s shadow banks at this stage, and there is a foam in the real estate
industry, various signs show that China’s finance is facing financial risks that cannot be
underestimated. Therefore, it is urgent for China suitable for its own situation, so as to
monitor various financial risks in a timely manner.

The existing domestic and foreign literature on financial risk focuses more on some
developed countries and countries that have had financial crises.Most of the financial risk
prevention strategies are proposed for countries that have experienced financial crisis.
The research conclusions have their own shortcomings: the subjectivity is too strong
in the empowerment of the indicators of the analytic hierarchy process. so we can not
directly use foreign pre-warning models when using financial risk pre-warning models
for China. The some of them are still introducing foreign theories and models [2]. The
detection process is shown in Fig. 1 below.
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Fig. 1. Detection Process

Chinese scholars still rely on foreign indicator selection systems, and have not con-
ducted research based on China’s specific national conditions. In different periods and
countries, the influencing factors of financial risks have different characteristics. In recent
years, China is an emerging market that has been in the process of reform. Financial risk
has its unique characteristics and representativeness. The theoretical analysis of financial
risk in China will further enrich the theoretical system of financial risk.

2 Related Work

2.1 Overview of Domestic Research

There were few empirical studies. Most of the methods used were signal methods, sup-
plemented by multivariate statistics and information systems. Chen Songlin (1997y24)
combined the internal and external generation mechanism of financial risk, analyzed
the systematic risk factors and non systematic risk factors respectively, and built a more
perfect financial risk monitoring indicator system. He believed that because some finan-
cial risk played a catalytic role, it promoted the continuous spread of financial risk, and
finally led to the financial crisis. Based on this, he added other risks that might trigger
the crisis to the model, and built A relatively complete risk measurement model [3]. Cao
Wenlian and Xu Xiaobo drew on the achievements of foreign research, combined with
the actual domestic conditions, and theoretically combined with macro, meso and micro
level research, analyzed and constructed the early warning indicator system of financial
risk in China. Liu Zhiqiang re established a set of early warning indicator system after
learning from foreign research methods on early warning indicators. The system is com-
posed of two parts: one is about the asset quality, profitability, credit growth level and
interest rate of domestic financial institutions; Second, indicators such as foreign debt
investment and exchange rate [4]. At the same time, he proposed that this set, but there
is no necessary explanation on the determination of indicator threshold in his research.
The service supply chain is shown in Fig. 2.

He Xiaobo and Zhang Yuhong used KLR signal light display method to build input,
calculation and output modules, cluster analysis method, subjective analysis method
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Fig. 2. Service supply chain

(analytic hierarchy process) and objective analysis method (entropy method) to build a
risk early warning system for commercial banks, and conducted empirical analysis. This
method intuitively shows the risk status of banking and financial institutions. Feng Yun
and Wu Chongfeng proposed a multi time scale early warning process. By classifying
and supplementing the early warning process, they classified it into three levels: long-
term, medium-term and short-term. They proposed a method to add multi time scale and
supplement indicator sets with changes in financial risk. This method makes the system
sensitive to changes in market insight. Zhang Ying sorted out the early warning methods
for the currency crisis, predicted the financial crisis in six aspects, and established an
early warning indicator system.

Whose research objects are mostly developed countries, does not conform to the
special situation of China. However, domestic research on it has just begun, and most
of the existing research methods and models abroad are used to study the economic
situation of a certain period in China. The existing early warning model research is
slightly outdated, and it is urgent to build a risk earlywarningmodel suitable for domestic
situations.

2.2 Concept Analysis of “Artificial Intelligence”

Since the birth of the name “artificial intelligence”, until now, the field of artificial
intelligence has become a hot field of extensive research. Researchers still have not
formed a clear and unified view on what is “artificial intelligence”. As for the definition
and connotation ofAI,Russell’s representative view is thatAI is divided into four types of
systems: “thinking rationally acting rationally like human beings”. These four definitions
point to two dimensions respectively. One is the internal standard of AI, which focuses
on thinking or behavior, The second is the realization of artificial intelligence, which is
to imitate human beings or to learn independently.
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Searle classified AI in terms of the extent to which the development of AI can be
achieved, namely weak AI and strong AI. Weak AI means that no matter how intelligent
AI is, its essence is still the simulation of human behavior. AI itself does not have the
ability to think about behavior and act accordingly; Strong AI means that AI can think
and act independently, and its behavior is no different from human behavior. We can
think of it as a universal intelligent AI with human intelligence level or even beyond
human intelligence level. Searle believes that people can create weak AI, but opposes
strong AI. The different dimensions and approaches make the development of AI form
different schools and research directions.

3 The Fragility of the Financial System Itself

The financial institutions and the internal fragility caused by the irrational economic
activities.

➀ The fragility of financial markets.
The formation, accumulation and gradual extreme deterioration of financial system

risks caused by the sharp fluctuation of asset prices in financial markets (capital markets
and foreign exchange markets, etc.). For example, when the interest rate of a country’s
money market rises, the inflow of foreign funds will probably lead to the rise of asset
prices in the market, which will lead to foam. The influx of capital will also lead to
the rise of the value of the local currency. If the funds are withdrawn, the asset quality
will shrink rapidly and substantially, leading to hidden risks and financial crisis. In addi-
tion, more and more homogeneous financial markets will also lead to financial risks.
Homogeneous risk refers to the financial risk generated when the financial market grad-
ually moves towards comprehensive operation and internationalization, which makes
the thinking mode, professional technology and financial supervision standards among
financial markets tend to be the same, and ultimately leads to the consistency of expec-
tations and behaviors. Consistent actions have the same direction of action and cannot
offset each other, resulting in sharp fluctuations in asset prices and rising financial risks.
➁ The Lending Characteristics of Financial Institutions and the Internal Vulnerability
of Their Structures

The vulnerability of financial institutions due to their high leverage characteristics,
coupled with the problem of principal-agent of financial institutions, has strengthened
the risk of financial system. On the one hand, due to the excessive debt scale and the
high leverage ratio of the balance sheet of financial institutions, a small decline in asset
prices is likely to cause cost losses of financial institutions. On the other hand, the
asymmetry between its earnings and the risks and responsibilities it bears, the lack of
supervision and the government’s assistance have caused financial institutions to ignore
the interests of shareholders and depositors, leading them to pursue high profits in high-
risk businesses and increasing the risk of investors. Based on the “Financial Vulnerability
Hypothesis” put forward byMins in 1997, he divided enterprises into three types, namely,
risk aversion, investment and Ponzi enterprises, according to their increasing risks, and
analyzed that commercial banks must experience cyclical crisis and bankruptcy wave
due to their inherent characteristics. The risk of a single bank will spread to the entire
banking system, and eventually the financial crisis will break out.
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➂ Irrational Behavior of Financial Market Subjects
In most cases, financial market economic entities are rational in their activities, but a

largenumber of irrational behaviorswill eventually lead to theoutbreakoffinancial crisis.
The irrational behavior in the financial crisis is divided into three stages: craziness, fear
and collapse, describing the different psychological processes of investors. However,
there are widespread irrational behaviors. Investors’ common irrational expectations
have led to “irrational prosperity” and the existence of asset price foam. In the case of
relatively flat supply and demand, asset prices must decline sharply after the surge.

4 Model Building

In the 1970s, the American scholar Sadi (a professor at the University of Pittsburgh
in the United States) proposed the AHP method. According to the nature of different
problems and the overall goal to be achieved, the method decomposed the problem into
multiple influencing factors according to the complexity of the problem, and arranged
them hierarchically according to the subordination relationship between the factors, thus
forming a multi-level structural model, Finally, the comparison method is used to estab-
lish the importance order and corresponding weight value of each level and each factor.
Since the 1980s, the Analytic Hierarchy Process (AHP) has been introduced into China.
Because of its characteristics of combining qualitative and quantitative methods to solve
different decision-making factors, it has been widely used in many fields of economic
activities in China, such as scientific research evaluation and economic management.

Centering on the overall status of financial risk of AI technology, the hierarchy
diagram, as shown in Fig. 3.

Fig. 3. Hierarchy Chart of Financial Risk Early Warning Indicators
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Regression analysis is an effective method to establish risk early warning models.
However, because there is usually a linear relationship between economic variables,
when using regressionmethods to establish early warningmodels, multiple collinearities
are usually encountered. Therefore, using the principal component method to solve the
collinearity between independent variables becomes a means to deal with the problem
of collinearity. This paper constructs the principal component regression model. When
collinearity occurs, the regression model constructed by the least squares method will
increase the variance of parameters, making the regression equation very unstable, and
the regression equation and regression coefficient will not pass the significance test. This
paper selects the principal component regression method when studying the risk early
warning model, uses the 14 indicators of the signal display model to take the logarithmic
variable as the independent variable, and uses the CVaR of the logarithmic return rate
of the Shanghai Stock Exchange Index as the substitute variable of financial risk to
establish the principal component regression model.

5 Conclusion

At the present stage, China’s financial industry has a low level of development and
its regulatory system needs to be improved urgently. Therefore, maintaining financial
stability and preventing financial risks have become an urgent task. Especially today,
when the global economy is gradually becoming synchronized, we should effectively
control our own financial risks to prevent the spread of international financial risks.
In order to prevent and control financial risks in China, we need to further understand
financial risks and their supervision, and strengthen the prediction and control of financial
risks in the financial system. On the other hand, on the basis of building a complete and
effective early warning indicator system, it is urgent to build the measures that match
it. The measures should include efficient laws and regulations, reasonable operation
mechanism, complete organizational, we should comprehensively consider the impact
of political, cultural and social non economic factors on China’s finance.
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Abstract. The charge point design based on the rectangular self convolution
window algorithm data measurement is to use the rectangular self convolution
window to measure the electric field strength in a certain area. This method can
simultaneously measure electric field strength, voltage and current. The main
advantage of thismethod is that it can be applied to any type of charging equipment
at any location without changing its form or structure. In addition, the method has
no effect on the charging system itself; Therefore, it can be used to test different
types of charging systems. In this paper, the main circuit units of electric vehicle
charging pile are designed, including rectifier unit, power conversion unit and
human-computer interaction unit, and the rectifier unit and power conversion unit
aremodeled. For the rectifier unit, VIENNA rectifier is used to replace the common
power frequency rectifier to provide DC with good power quality. Then DC-DC
full bridge power conversion is performed on the output DC current, and the output
is adjusted by phase shifting control. Finally, the human-computer interaction unit
is designed, and the work flow chart of the human-computer interaction system is
given.

Keywords: Data measurement · Rectangle self convolution window algorithm ·
Charging pile design

1 Introduction

In recent years, the global carbon emissions have experienced a certain degree of control,
but also a trend of gradual rebound. The resulting air pollution problems need to be solved
urgently. Environmental protection and energy conservation have gradually become the
focus of the world. The emission of pollutants from automobiles has always accounted
for about 50%of the total urban air pollution emissions. Pollution gases, including carbon
monoxide, hydrocarbons, nitrogen oxides, etc., not only pollute the air around us, pose a
threat to our physical health, but also cause irreparable damage to the atmosphere. This
urgent problem needs our attention [1].

In order to deal with this global problem, the automobile manufacturing industry
and automobile related industries are constantly transforming to green, focusing on
the low pollution pollution of automobiles, and looking for clean and low pollution
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energy as a substitute for oil. Therefore, new energy vehicles have emerged, which are
characterized by low energy consumption and low pollutant emissions [2]. They are of
great significance in alleviating ecological pollution and energy shortage.

Major countries in the world have their own long-term development plans for electric
vehicles. For example, the French government once spent 2 billion francs to replace 10%
of the internal combustion engine vehicles of domestic government departments with
pure electric vehicles, and improve the charging stations and infrastructure in Paris.
The British government invested a total of 230 million pounds in the construction and
development of electric vehicles between 2011 and 2014. Compared with developed
countries, China’s electric vehicles started late, but the country put the development of
electric vehicles in an important position.

2 Related Work

2.1 Development Status of Electric Vehicles and Their Charging Systems

As pure electric vehicles still have considerable shortcomings in their own technology,
hybrid vehicles can promote low-carbon travel, and at the same time, they have solved
the problems of insufficient endurance and long waiting time for charging. Although
they also have high costs, they have solved the problem of empty window. In developed
countries, This type of vehicle has a greater probability of taking the lead in replacing
the internal combustion engine vehicle.

In the process of electric vehicle research, three representative technologies are
developing vigorously [2]. One is the motor drive technology. The motor and its driving
technology have always been the core technology of the entire systemof electric vehicles.
The control mode of this motor is very different from the old motor control. It requires
efficient and reliable control of new motors, such as switched reluctance motor, DC
brushless permanent magnet motor and other control technologies. Second, it is the
intelligent system of electric vehicles -- the on-board energy regulation system. This
systemmodels a certain type of electric vehicle and its battery, and then collects relevant
data during the operation and charging of the vehicle. Finally, through strong analysis and
processing capabilities, it makes reasonable configuration in many aspects for electric
vehicles, and keeps all components on the vehicle in the best working state [3]. Third,
it is the vehicle battery improvement technology. The capacity of the vehicle battery
pack limits the endurance of the electric vehicle. The high weight of the vehicle body
also makes this problem more prominent, and there may be potential safety hazards.
Therefore, it is necessary to reduce the battery volume, increase the battery capacity,
improve the safety and stability of the battery, reduce the cost of the battery, and improve
the battery’s ability to use in harsh environments based on the increasingly changing
weather environment. The key is to improve the energy density of the battery in order
to improve the vehicle’s endurance. Therefore, lithium-ion batteries are gradually being
applied to automobiles. The theoretical value of their battery energy density is higher than
that of lithium iron phosphate batteries and lithium manganate batteries currently used.
However, the technology is not mature and is still in the process of gradual experiments
[4].
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Electric vehicles are developing andmaking progress in the continuous research, and
their supporting charging equipment is also making continuous progress. In the course
of the development of charging equipment, a lot of research has been carried out on
charging piles, such as research on charging technology, research on charging planning
of charging piles, research on improving battery equipment, etc.

2.2 Current Status of Design and Development of Charging Piles in China

Due to the late start of the research on electric vehicles in China, the construction and
deployment of charging facilities in China are also relatively late, In order to improve
the competitiveness of the state-owned automobile industry, break through the level of
automobile research and development, China has invested a large amount of research
and development funds, launched major state-owned projects such as the “863 Plan”,
the special research plan for electric vehicles, energy conservation and electric vehicles,
and has made relatively rich achievements. China has made significant research on
automotive batteries, improving the stability and durability of power cells and fuel cells,
and reducing the manufacturing cost of batteries; The vehicle mounted motor has been
improved to improve the energy efficiency of the motor, which has reached more than
94%.

The development time of domestic electric vehicle charging facilities is only ten
years, but it has also made great progress [7]. At the moment when the national gov-
ernment continues to strengthen policy support, and the country promotes charging
facilities and clean energy, the development of charging facilities has sprung up all over
the country.

At present, charging pile and charging station are still the focus of domestic pro-
motion, and charging pile is one of the most vigorously promoted. By the end of 2016,
China has built more than 80000 public charging piles and more than 50000 private
charging piles, and the number of charging piles is growing at a rapid growth rate. The
charging pile has small floor area and flexible application. The charging station can meet
multiple different charging demands of a variety of vehicles, and its charging efficiency
is higher than that of the charging pile. Slow charging is still the mainstream of charging
pile, which is easy to realize, easy to maintain and relatively safe. Combined with two
different charging modes, the charging station mode is adopted in places with dense
charging, which can meet the requirements of both charging speed and charging types.
In areas with relatively less charging demand, flexible charging piles should be set to
meet the regional demand for electric vehicle charging.

At the moment of low-carbon development, in combination with China’s economic
situation and the automobile industry, China has implemented policies on the one hand,
and on the other hand, promoted the operation of charging piles to be economical and
reasonable. However, the operation mode and charging pile itself still have huge devel-
opment space and potential, and the urban construction planning of charging pile and
charging station can be further studied. Therefore, there is still a long way to go to bring
electric vehicles and charging facilities to the market and consumer groups.
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3 Analysis and Design of Charging Pile System Research Scheme

3.1 Research on Charging Technology

Charging technology generally refers towireless charging and conductive charging (con-
tact charging). Wireless charging generally requires three core technologies: radio wave,
electromagnetic induction and magnetic resonance. Foreign technologies for wireless
charging are at a mature stage, while the core of domestic research on wireless charging
technology is to realize wireless charging by induction. This charging method uses high-
frequency coils. A charging device is installed at the primary side, and a receiving device
is installed at the secondary side. When the charging device is working, high-frequency
AC power is generated and transmitted to the secondary side. Then, it is rectified by
the vehicle mounted charger at the secondary side, and DC power is transmitted to the
battery.

Conductive charging (contact charging) is to connect the charging equipment and
the receiving equipment directly through the conductor to form a loop. In actual places,
contact plugs are usually used to connect the charging equipment of charging piles
with the vehicle power battery, and conduct electricity through metal contact to provide
electric energy. This charging mode is widely used in real life, and the technology is
very mature, simple and easy to implement. However, direct charging by plugging and
unplugging the connector for many times will gradually cause loss to the interface over
time. The charging equipment will need more complex maintenance work, and many
safety protection measures need to be designed for the loss. Therefore, compared with
wireless charging, it has certain disadvantages.

The charging process of fast charging technology is generally short, which can
quickly increase the battery charge to about 80% in a short time. High current is selected
for charging, and the charging power is 15 KW–100 KW. Such high power and high
current require very high hardware, and more comprehensive protection measures are
also required.

Fast charging technology is relatively widely used in charging stations. Generally,
three-phase four wire power grid voltage is used for power supply. In order to obtain
better grid power, hardware should be reasonably designed to suppress the harmonic
component of the grid, and also prevent the harmonic generated by the charging device
from feeding back to the grid, which also has great requirements on the cost of hardware.
In addition, the battery to be considered will generate higher temperature when charged
under high current. Therefore, in order to prolong the battery life and prevent battery
damage, reasonable control strategies and protection circuits should be designed.

3.2 Design Requirements of Charging Pile

The popularization of electric vehicles is accelerating year by year, and the in-depth
development of its related charging facilities is gradually in progress. When the popu-
larization of charging piles as the mainstream charging facilities of electric vehicles is
in full swing, in order to achieve the application of charging piles.

The design requirements of charging devices are as follows:
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(1) The charging pile shall be able to charge reliably, complete its main charging
functions, and ensure personal safety during charging.

(2) The charging pile shall be provided with relatively complete protective measures
and a stable and safe charging working environment.

(3) The interactive system of the charging pile shall be complete and convenient, and
the user can conduct charging related operations intuitively and reliably according
to the preset operation information.

(4) After the charging process is completed, the user should be able to query the relevant
information of the charging process and receive the print slip from the printer.

(5) The charging pile shall have the ability to save and display data. During the charg-
ing process, it shall display and save data such as temperature, electric energy
and quantity, and user amount, so as to facilitate users to query relevant historical
information.

(6) The charging pile shall communicate reliably with the system background to ensure
that the staff can control the charging pile system at any time, adjust the system and
correct system errors in time.

(7) Reasonable pricing method shall be adopted for pricing and charging according to
the national electricity price standard.

4 Design of Charging Pile Based on Data Measurement
of Rectangular Self Convolution Window Algorithm

4.1 Rectangular Self Convolution Window Algorithm

The stronger the ability of window function to suppress spectrum leakage, the higher the
accuracy of harmonic detection using FFT in asynchronous sampling. Cosine combined
window is widely used inwindowed interpolation FFT power harmonic analysis because
of its superior sidelobe performance and strong ability to suppress spectrum leakage. The
frequency domain performance of the cosine window is closely related to the number
of cosine combination terms and coefficients.

Because the signals in the power grid are characterized by large noise and strong
fluctuation, and the detection accuracy of amplitude and phase is required to be high,
this chapter focuses on the construction of a fast window function with low side lobe
peak value and side lobe attenuation. Based on the understanding, its construction char-
acteristics are analyzed. Combined with the self convolution function, the cosine self
convolution window function is constructed. Taking the two term, three term, four term
and five term cosine composite window as an example, the first to third order self convo-
lution windows of common cosine windows are constructed through time-domain self
convolution, and the main lobe and side lobe characteristics of cosine self convolution
windows are analyzed. Compare the sidelobe performance of various cosine windows,
and select the four fifth order Nuttall windowswith the best sidelobe performance among
the four cosine windows and the five fastest sidelobe decay (MSD) windows with the
best sidelobe performance among the five cosine windows to respectively construct their
cosine self convolution windows to perform weighted FFT operations on signals.

KeyScore(Si) =
∑n

i=1 tfi
log(|length(Si)|) (1)
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4.2 Structural Framework of Charging Pile

The charging pile designed in this paper selects the following technical parameters
according to the national technical standards to directly charge the electric vehicle.

Because of the design limitations, the power of the charging pile is set lower to make
the designmore complete and feasible. Here, themaximumoutput power is 15kW,which
can quickly complete the task of DC charging the electric vehicle.

According to the design requirements of the charging pile described above, this paper
chooses the staged constant current charging mode. The overall system framework of
the DC charging pile should include the main charging system, printer, data acquisition
module, alarm module, etc. Its main framework is shown in Fig. 1.

Fig. 1. Overall framework of charging pile system

According to the information provided in the figure, the three-phase alternating cur-
rent provided by the power grid is connected with the electric energy meter through
the AC contactor, and then enters the main charging circuit. After rectification, high-
frequency inverter and secondary rectification, the lithium iron phosphate battery pack
is charged regularly under the control of the main control module. The electricity meter
is connected with the AC contactor for charging. Once the system is abnormal, it can
directly feed back to the alarm locking module, so that the system is locked for process-
ing by the staff. Card readers and printers are devices that provide convenient means
for consumers to use. Card readers and IC cards constitute a means for consumers to
swipe their cards. Printers enable consumers to print vouchers after consumption, so that
consumers have consumption history as a basis.
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5 Conclusion

The circuit parameters involved in this paper are used in the simulation design to ensure
that the experimental circuit is true and feasible, and can be used in the future. This
design has a certain reference value for the actual construction of the circuit, and puts
forward a more advanced idea for the development direction of the electric vehicle
charging pile. It is hoped that this charging system can be applied in the future work,
and on the basis of improving efficiency, the cost of the circuit will be greatly reduced
to ensure the commercial operation of the charging pile. The circuit designed in this
paper has many shortcomings. For example, the design is more complex, there are many
parameters to be controlled, the system is more difficult to achieve, and more switching
devices are used, which will increase the cost, and the process of controlling switching
devices is also more complex. Therefore, there is still much work to be done in the
system simplification and practical trial. I hope that we can make efforts by ourselves
and others in the future, The charging system is further optimized to make it practical.
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Abstract. The role of system design in university management is very important,
but there is a problem with the unreasonable design. The B/C structure does not
solve the security problems in universitymanagement, and the data integrity rate is
low. Therefore, this paper proposes anNFC technology to construct amanagement
system model. First, the information management knowledge is used to classify
the management data, design according to the system development standards, and
realize the standardized processing of the system data. Then, NFC technology
is used to form an information management set and optimize the system design.
MATLAB simulation shows that under specific management requirements, the
management data analysis accuracy and system design time of NFC technology
are better than those of the B/C structure.

Keywords: managing data knowledge · system design · NFC technology ·
Authoring results

1 Introduction

System design is a crucial evaluation content in university management, which is of
great significance to university management [1]. However, in the actual development
process, there are little problems in the system design, which has a certain impact on the
management of universities [2]. Some scholars believe that the application of intelligent
algorithms to university management can effectively carry out design and safety data
analysis and provide corresponding support for development [3]. On this basis, this
paper proposes NFC technology to optimize the system design process and verify the
effectiveness of the model.

2 Related Concepts

2.1 Mathematical Description of NFC Technology

NFC technology usesmanagement data knowledge to optimize the design and according
to themulti-dimensional indicators in universitymanagement [4], discover the dangerous
information in university management and integrate the case data to finally judge the
feasibility of the system design [5]. NFC technology combines informationmanagement
knowledge, uses system mining and intelligent algorithms, optimizes system design
results, and can improve the intelligent system design rate.
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Hypothesis 1: The system design is
∑

xi, the design set is xi, the design is yi, and
the judicial function of the system design is f (xi) as shown in Eq. (1).

f (xi) =
∑

xi|yi ∅ξ (1)

2.2 Selection of System Architecture

Hypothesis 2: The system design function is F(xi) and the design weight coefficient is
qi, then the university management method selection is shown in Eq. (2).

F(xi)=yi
∏

qi · ξ

zi
(2)

2.3 Handling of System Design Schemes

Before NFC technical analysis, it is necessary to conduct a standard analysis of the
design in the system design and map the design to the development table to determine
the abnormal semantic design. First, the design is comprehensively selected, and the
threshold and weight of the design are set to ensure the accuracy of NFC technology.
The design is a semantic transformation design that needs to be standardized. If the
design is in a non-standard distribution, the accuracy of the overall development is
reduced. In order to improve the accuracy of NFC technology and improve the level of
system design, the NFC technology analysis should be selected, and the specific method
selection is shown in Fig. 1.

Fig. 1. Structure of NFC technology
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The design results show that the NFC technical analysis shows a diversified distri-
bution, which is in line with the objective facts. The manual analysis method showed
significant jitter, indicating that NFC technical analysis has strong accuracy, so it is used
to develop and research university management systems. The manual analysis method
meets the mapping requirements, mainly by adjusting the manual analysis method and
revising the safety data, so the whole design is highly developed.

3 Depth of System Development

NFC technology adopts accuracy judgment for system design and adjusts the corre-
sponding design relationship to optimize university management methods. NFC tech-
nology divides university management into different data volumes and randomly selects
different methods. In the iterative process, the management data standards of different
data volumes are matched with manual analysis methods. After the matching process is
completed, different methods are compared for university management, and the system
design results with the highest accuracy are recorded.

4 Development Cases of University Management

4.1 Management of Universities

In order to facilitate financial analysis, the design data in this paper is the research
object, the test data is 1G, and the specific system design of physical education is shown
in Table 1.

Table 1. Characteristic of university management data

Analyze the content Amount of data Dispersion

Student status information 100M 0.75

Instructional information 100M 0.65

Further education information 100M 0.25

The system design in Table 1 shows the safety data processing process shown in
Fig. 2.

As can be seen from Table 1, the system design of NFC technology is closer to the
actual system design than the B/C structure. Regarding university management security
data development rate, accuracy, etc., NFC technology B/C structure. The changes in
the safety data in Fig. 4 show that NFC technology is more accurate and faster to
judge. Therefore, NFC technology’s system design speed andmanagement data analysis
accuracy are better.
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Fig. 2. Security data processing

4.2 Hazard Information Identification Rate of a University Management System

The university management system contains a core list, auxiliary ports, and compatible
software.After the standard threshold screening ofNFC technology [21], the preliminary
design results of the university management system were obtained, and the feasibility
of the system design results was analyzed. In order to verify the effect more accurately,
the above indicators are analyzed, as shown in Table 2.

Table 2. Overall status of auxiliary ports

Amount of data Design requirements Design recognition rate

Compatible software 89.35 82.14

Auxiliary port 32.36 80.71

Core list 83.85 94.64

mean 92.23 92.11

X2 4.213 7.317

4.3 University Design System Design Time and Accuracy

To verify the accuracy of the NFC technology, compare the auxiliary port with the B/C
structure, which is shown in Fig. 3.

It can be seen from Fig. 4 that the design system time of NFC technology is higher
than that of B/C structure, but the error rate is lower, indicating that the development of



148 L. Xuanyi

Fig. 3. Processing stability of NFC technology

NFC technology is relatively stable, while the accuracy of design data analysis of B/C
structure is uneven. The accuracy of the above algorithm is shown in Table 3.

Table 3. Comparison of design data analysis accuracy of different methods

algorithm System design time Adjustment amplitude error

NFC technology 92.13 98.13 3.86

B/C structure 83.93 83.27 6.71

P 0.014 0.024 0.039

It can be seen from Table 3 that the B/C structure has shortcomings in the time and
accuracy of the university design system, and the accuracy of the university design sys-
tem has changed significantly, and the error rate is high.The comprehensive results of
NFC technology are higher in the design system time of colleges and universities, which
is better than the B/C structure. At the same time, the design time of NFC technology
university design system is greater than 90%, and the accuracy has not changed signifi-
cantly. To further verify the advantages of NFC technology. In order to further verify the
sustainability of the method, the NFC technology was comprehensively analyzed using
different methods, as shown in Result 4.

Than the B/C structure, and the reason is that NFC technology increases the adjust-
ment coefficient of the university design system and sets the corresponding threshold to
determine the auxiliary port that does not meet the requirements.
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Fig.4. Comprehensive evaluation results of NFC technology

5 Conclusion

Under the condition that the system design level is constantly improving, this paper
proposes NFC technology given the design problems of universities and combines the
knowledge of design data to improve the design system of universities. At the same time,
the departments and threshold standards of the university design system are analyzed in
depth, and the auxiliary port collection of the university design system is constructed.
Research shows that NFC technology can improve system design accuracy and carry out
comprehensive system design. However, in the process of NFC technology, too much
attention is paid to the unilateral analysis of indicators, and the rationality analysis of
design is ignored.

References

1. Alshammari, M.H., Alshammari, S.H.: Examining students’ readiness to use a learning man-
agement system at the University of Ha’il: an approach using structural equation modelling.
Sustainability 14 (2022)

2. Li, J., Sun, H.: Designing a student homework management system for private colleges and
universities based on computer software technology. Math. Probl. Eng. 2022 (2022)

3. Meschini, S., et al.: Towards cognitive digital twins using a BIM-GIS assetmanagement system
for a diffuse university. Front. Built Environ. 8 (2022)

4. Qiao, D.M., Yang, H., Liu, Y.: Geographic Information System (GIS) and WIFI-based student
management method for private colleges and universities. Adv. Multimedia 2022 (2022)

5. Vasiliev, A.: Designing a university competitiveness management system: functions, levels,
and objects. Int. J. Instr. 15, 1053–1070 (2022)



Research on Financial Sharing Construction
Based on Blockchain Technology in 5G Era

Liujuan Liang(B)

Guangxi City Vocational University, Chongzuo 532200, Guangxi, China
woshiyaya1261006@163.com

Abstract. Financial sharing is a phenomenon that people share unused resources
in order to reduce financial burden. Financial sharing has been widely used by
students, housewives, the elderly and others. Many researchers have investigated
this human behavior, such as Yang (2012). Yang’s research shows that there are
three factors that affect the frequency of financial sharing: personal characteris-
tics, social relations and economic conditions. In addition, Huang et al. (2018)
provided a new perspective on financial sharing from the perspective of tech-
nological evolution and its impact on human life in the 5G era. And its peak
theoretical transmission speed can reach tens of gigabits per second, providing
full support for innovative applications of blockchain technology. Starting from
the characteristics of blockchain technology in the 5G network background, this
paper expounds the influence of blockchain technology on financial sharing in the
5G network background, and further analyzes the application in financial sharing
in the 5G network background.

Keywords: Blockchain technology · 5G · Financial sharing

1 Introduction

In the process of domestic enterprises have grown rapidly, the industrial structure has
gradually diversified, and the branches of large enterprises have spread nationwide, even
across the country. Under the new situation of such rapid development, many large and
medium-sized enterprises in China have followed the trend of the times and started
to gradually understand and use financial sharing services. In recent years, more and
more large andmedium-sized enterprises have implemented the financial sharing service
model, which mainly aims to reduce operating costs, share data information and ratio-
nalize profits by collecting relevant financial information of branches and subsidiaries
[1].

Although the current financial sharing service model has brought many benefits to
enterprises, there are still problems such as information asymmetry, low information
security, and low enthusiasm of employees in the implementation process. From the
perspective of technical advantages, the traditional financial management model has
been reformed and innovated through the financial sharing service model, making it
more reasonable [2]. However, from the economic perspective, the financial sharing
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service model has defects in resource mobility, information transparency and fairness,
which will affect the effect of financial sharing services. The construction of the financial
sharing service center has brought certain operating benefits to enterprises, but there are
also some problems mentioned above. Therefore, if we want to fundamentally solve the
problems of financial shared services, we must update and transform them.

From the perspective of the accounting field, the application of blockchain technol-
ogy to the financial sharing service model can rely on its decentralized characteristics to
store various electronic bookkeeping vouchers in the financial system, while avoiding
the existence of the general ledger, breaking the centralized position of the enterprise’s
internal finance, further increasing the integration of enterprise finance and business,
and ensuring the authenticity and correctness of financial data [3]. It can be seen that
the application of blockchain technology to the accounting field in the future can bring
certain advantages to the sustainable development of enterprises.

2 Related Work

2.1 Research on Financial Shared Services

FordCompany of theUnited Stateswas the first to propose the concept of financial shared
services. Comparedwith domestic research, foreign research on financial shared services
developed earlier. Later, with the continuous change of the economic environment, more
and more scholars joined the research team of financial sharing services after Robert W.
Gunn (1993) proposed that financial sharing services are the innovation of enterprise
management model. For example, Moller (1997) regarded the shared service center as
a single organizational structure, serving only the complex business departments of the
enterprise. These early studies provide a basis for the theoretical research on financial
shared services [4]. Financial shared service is not only a service model, but also a
management strategy. Jassen and Rothwell proposed that the financial sharing service is
mainly to reorganize and redistribute the resources of the enterprise to make it a whole,
thus enhancing the competitiveness of the company. Similarly, Dave Ulrich (2014) also
believes that financial sharing services are businesses with economies of scale that can
be centrally processed through certain operational means to promote the operation and
development of the company [5].

According to the current big data survey in China, the foreign theoretical system on
financial sharing has been relatively mature, which provides basic guidance for domes-
tic theoretical research on financial sharing. Although the in-depth research on financial
shared services by Chinese enterprises is later than that of western developed countries,
and the regional scope of the research is also relatively narrow, due to the continuous
development and expansion of Chinese enterprises, many large companies have success-
fully learned from the successful experience of foreign countries in developing financial
shared services and made improvements [6].

There will inevitably be some problems in the process of operation. Just as Sui
Yuming (2014) mentioned that the financial sharing service center implements central-
ized financialmanagement, which has led to the gradual separation of financial personnel
from the specific business of each branch, making it difficult to track the group’s business
activities [7]; Zeng Hua (2018) proposed to establish a financial sharing service center



152 L. Liang

to achieve centralized management of financial data, but problems such as information
transmission congestion and delay are prone to occur, affecting the normal operation of
daily work; Liu Fang (2020) also felt that the “financial sharing” model separated the
company’s business and accounting, making the work boring. Employees are easy to
make mistakes but difficult to find. In the long run, it will reduce the enthusiasm and
enthusiasm of employees and cause a large number of staff loss. The financial sharing
mode is shown in Fig. 1.

Fig. 1. Financial sharing mode

2.2 Research on the Impact of Blockchain on Financial Shared Services

Lazanis (2015) believed that blockchain technology ensured the authenticity of account-
ing data to a large extent by realizing point-to-point transactions, automatic settlement
and updating accounts; SUN (2016) believes that financial sharing services based on
blockchain technology can break through people’s distrust, establish a three-dimensional
relationship model of people, technology and organizations, and achieve enterprise
automation; Zhong Wei (2016) believes that according to the characteristics of the
blockchain, each node will back up information, so it is better than the error correction
mechanism in the lending method, while ensuring the accuracy of accounting; He Ying
(2020) discussed the role of blockchain technology in accounting information confirma-
tion from two aspects: timestamp characteristics and distributed accounting technology,
and believed that blockchain technology ensures the authenticity of information.
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Lazanis (2015) believes that through blockchain technology, both parties can directly
conduct transactions without third-party authentication, reducing transaction costs, sim-
plifying the financial transaction process, and reducing operating costs; Tan Qing (2017)
believes that if blockchain technology is adopted, thus reducing shareholder investment
losses and easing the principal-agent conflict; FanBin andLiYin (2018) believed that dis-
tributed blockchain bookkeeping technology has the characteristics of algorithm support
and reducing trust costs, and nodes aremonitored by all parties, thus reducing accounting
fraud and accounting errors.

As a new technology, blockchain has been deeply studied by domestic and foreign
scholars in different fields in recent years. However, the current research on blockchain
technology mostly stays at the macro level, rarely involving a specific application in the
accounting field.At the same time, its research is relatively lacking in comprehensiveness
and systematicness. Now it is still necessary to dig deeply into a specific case.

3 Application of Blockchain Technology in Financial Sharing
Under 5G Background

3.1 Substructure

From the perspective of 5G sharing economy, “right of use rather than property right” is
the premise for the application of blockchain technology in financial sharing. It has the
characteristics of platform, openness, efficiency and point-to-point, which can provide
sufficient driving force for resource flow and promote the cost of resource acquisition.
we can attract investment from resources (introduce investment through open interests),
match resources (achieve supply and demand matching among multiple parties in a
multi center way based on the alliance chain network, and trust the financial information
and status of 5G resources) Resource leasing (form a cooperation mechanism for the
application and approval of required financial data, and simplify the cumbersome leasing
process into a traceable and tamper proof process based on smart contracts), service eval-
uation (introduce security and evaluation channels, and build a service supervision and
feedback mechanism), statistical settlement (eliminate the inconsistency of the coun-
terparty’s accounting information in the statistics and settlement stages, and provide
support for data statistics, reconciliation and settlement) Start with several aspects of
financial sharing, and build a layered scenario. Hierarchical scenarios mainly include
infrastructure layer, settlement&data circulation layer and end user layer, which can
also be simply described as physical layer, scenario layer and user layer. The physi-
cal layer (infrastructure layer) includes computing, storage, network resources and the
alliance chain infrastructure provided on this basis; The scenario layer (settlement&data
circulation) can achieve the business operation requirements such as financial resource
matching, financial resource evaluation, and financial resource leasing through smart
contracts under the 5G network; The user layer (end user) refers to financial sharing
objects, including but limited to resource owners, service providers, financial investors
and end users, as shown in Fig. 2.

From the perspective of previous blockchain application scenarios, most of them are
multi party participation scenarios of third parties lacking credibility, which are essen-
tially multi center solutions and are limited by smart contracts under the same business
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Fig. 2. Blockchain Sharing Framework

goal. Each organization in the blockchain network can build distributed nodes, and carry
out sorting, CA and other service sharing according to the pre agreed endorsement strat-
egy (conditions for endorsement of transactions specified by deploy transactions during
chain code installation) and smart contracts. Due to the application of 5G reliable tech-
nology and the existence of process constraints, it can solve the uncontrollable crisis
of each party’s self-interest motive in the process of financial sharing, and ensure the
consistency of financial sharing data among multiple parties.

3.2 Functional Design

Strategic support is mainly aimed at the overall strategic level. It provides support for
high-end financial decision-makers and other practitioners to make decisions according
to financial system process formulation, comprehensive budget management, capital
management, tax management, investment and financing and other needs. In essence,
the strategic support function module is mainly for some process management activities
or fund operation activities. By writing smart contracts that can automatically execute
logic, it provides technical support for strategic financial blocks such as forecasting,
data analysis, risk early warning, etc. on the basis of continuing to implement business
activities such as financial audit, financial decision-making, and financial reporting. The
whole process can effectively improve the efficiency of strategic financial operation and
reduce business security risks.

Business support is mainly to provide strong support for the development of various
businesses of the enterprise from the aspects of internal control, financial budget, finan-
cial analysis, etc., and guide practitioners to supervise and provide support for different
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types of businesses by using professional communication and management capabilities,
according to the requirements of enterprise management accounting responsibilities and
capabilities. The business support blockchain needs to provide relevant business support
and internal control reference automatically and sequentially under the support of smart
contracts to eliminate the adverse impact of human factors on financial budget and finan-
cial analysis. The whole process can not only ensure the efficiency of communication
between the financial department and the business department, but also give play to the
financial support advantages and the business to financial feedback function.

Financial sharing is mainly aimed at the basic financial work of the entire enterprise,
such as file management, financial accounting, and financial statement issuance. It opti-
mizes and adjusts the relevant content in combination with the blockchain technology
features in the 5G context. Financial sharing is the coremodule of blockchain technology
application in financial sharing under 5G background. As the operation mechanism of
blockchain in the 5G context is a consensusmechanism, it is the basis of decentralization.

The overall financial activities are based on the blockchain technology under 5G.
Therefore, when the bookkeeping rules are pre-determined in advance, it is necessary to
provide most node approvals for bookkeeping applications, so that new account pages
can be automatically generated without manual approval. At the same time, accord-
ing to whether the legal transactions on the blockchain occur or not, the data will be
automatically imported from the external information system to the internal informa-
tion system to achieve complete independent protection, accounting, and bookkeeping,
freeing financial workers from a large number of complicated work.

4 Conclusion

To sum up, the birth of 5G network technology will further accelerate the application of
blockchain technology. As the underlying infrastructure of the blockchain network of the
telecom operator based on 5G network adopts higher security protection measures and
authorization authentication layer, the risk of malicious tampering of the ledger caused
by malicious control of its blockchain nodes is far less than the probability of malicious
control of the public chain, which can provide a secure environment for financial sharing.
Therefore, blockchain technology can be introduced according to the characteristics of
5G network to help operators solve security challenges from the perspective of sharing
economy. In the future, combined with 5G network technology, blockchain technology
will also have a subversive impact on financial sharing in the Internet finance field and
the Internet of Things field.
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Abstract. Since the reform and opening up, with the modernization of our coun-
try’s socialist market economy, the development of science and technology has
also changed rapidly. Under the current international situation, competition among
countries has becomemore intense, and various industries are vying for hegemony.
In order to obtain more economic benefits, it is necessary to reduce the necessary
working hours in society and improve work efficiency. The experimental results
can be drawn that the pso algorithmwith initialization function not only converges
quickly, but they can also maintain the diversification of ant colony data in a small
range, making it similar to or even better than the zn-pso algorithm.

Keywords: Artificial Intelligence · Automatic Control · System Design ·
Integrated Research

1 Introduction

Designing an automated control system is a task that requires high stability, accuracy and
safety. Only a set of control systems with high sensitivity and accuracy can guarantee
the quality and safety in the industrial production process [1, 2]. Artificial intelligence
technology combines the essence of multiple disciplines. It is a profound expansion of
traditional computer functions. This is an innovative technology that combines machine
language, mathematical logic, semantic analysis and other knowledge [3, 4]. It is char-
acterized by the ability to simulate and directly absorb human thinking and behavior,
and users can automatically perform specific corresponding operations through in-depth
calculations. This emerging technology product has many advantages [5, 6], such as
independent learning and strengthening autonomy. The expansion of the learning and
control system can accurately adapt to the needs of users [7]. To a certain extent, it
is necessary to establish a set of industrial automation control system to make up for
and improve various possible advantages in the previous system, and these systems can
scientifically and effectively realize the ideal industrial automation control.

Some researchers have introduced fuzzy control theory methods to improve and
optimize the computer’s pid control algorithm to achieve high precision and optimization
of the control system, but there are still many shortcomings, such as the large control
error of the automatic computer control system, and the automatic computer control the
optimization of the system lasts a long time and the computer can not automatically
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optimize the computer control system, these are what we can not really do, these are in
line with the actual situation of the automatic computer control system. Neural network
technology is a kind of artificial intelligence technology. It has good non-linear mapping
and customization functions, and it can also improve the computer automatic control
system by optimizing the application of the PID control algorithm.

First, use literature research methods to summarize the application of artificial intel-
ligence automation control systems and the integration design principles of automation
control systems, and then conduct experiments on the algorithms of the automation con-
trol system. Detect the performance of artificial intelligence automation control system
algorithms.

2 Automatic Control System Design and Integration Research

2.1 Application in Artificial Intelligence Automation Control System

(1) Effective data collection and processing

It is also an important basis for checking the abnormal conditions in the operation and
providing effective solutions for it. The widespread application of artificial intelligence
technology can enable enterprises to achieve comprehensive and efficient collection
of various types of business data, and can also help ensure that various dynamic data
information that is easy to be lost is captured, and can help ensure data security Instead
of being automatically lost, it further ensures safe operation and its quality.

(2) Monitoring and warning system operation

The automatic control system is mainly an automatic equipment that strictly implements
the pre-defined design model, operates the equipment and controls the calculation logic
under the control of the computer programmer and software, so as to realize the automatic
management of the product production process. However, if there are abnormalities and
failures in the application or computer, it will directly lead to chaos and failures in
the entire computer automation monitoring and control system. Artificial intelligence
technology can monitor data and operate the system in real time, and users can analyze
and judge them through independent learningmethods, and providewarnings that special
serious situations may occur, so that they can be used in the enterprise. Give full play to
production safety and troubleshooting. The key to the importance of research is to make
it easier for managers to control and manage risks in a timely manner.

(3) Perform automatic operation function

Simplicity and convenience in the actual operation process. Fundamentally speaking, the
overall control and detailed knowledge of the entire operating system can be achieved
through the operation of the computer keys,which effectively ensures that the automation
functions are consistent with reality. Thereby Analyze the system on the basis of massive
data and experience, andmeet the needs of automation design to a large extent, realize the
automation of automatic operation, improvemanagement efficiency, reduce the previous
system conflict problems, solve the command operation, and reduce the frequency of
system failures.
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(4) Implement professional control system

The expert automatic control system is a real-time control system based on artificial and
machine learning. It mainly uses robots and intelligent technology to organically com-
bine the professional knowledge and professional experience of experts and scientific
researchers in various automatic control systems. In order to achieve better control goals.
And complete the control of its related products and equipment and their reliability by
using a calculation formula. Therefore, when we design and research such a system that
can be controlled, the application of professional knowledge becomes the most critical
component. The developer of the controller must conduct a detailed control effect analy-
sis of the entire system, and write a set of corresponding source codes during the design
process to make it more accurate to recognize and understand their correctness and the
technical science of the controller. And use the content of the database and its control
model as a tool.

2.2 Integrated Design Principles of Automation Control Systems

(1) Practicality and advancement:

The use of mature computer automatic control technology, computer management
technology, safety management technology and electronic computer communication
technology makes the automation system more practical.

(2) Reliability and safety

Because the operating environment of industrial control systems is usually relatively
harsh, the independent operation of the integrated system itself will emphasize its reli-
ability and safety, and the integration will definitely be more complicated. Whether the
embedded system can adapt to this environment is an inevitable test of the system. Sec-
ondly, computer monitoring systems often undertake important tasks. Once it fails, it
will cause serious damage to the entire controlled process and cause serious problems.

u(t) = Kp[e(t) + 1

Ti

∫
e(t) + Td

d
dt
e(t)] (1)

In the formula: K p ---proportional coefficient; Ti ---integral time constant; Td ---
differential time constant
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The consequence of this event is that the financial losses caused are usually far
greater than the cost of the computer monitoring and control system itself. Therefore,
whether to ensure long-term and reliable operation becomes the primary consideration
of the computer monitoring system. Especially for monitoring some important high-
impact application systems, systems with high failure rates are not allowed. To avoid
such problems, high-reliability control and transmission equipment and measures such
as setting system user tables and password restrictions can be used.
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(3) Economy and scalability

Integrated system and control is a comprehensive and horizontal technical application
field. It integrates computer and network technology, automatic control, information pro-
cessing and wireless communication, detection technology and equipment, production
process and quality management knowledge, and technology. Mainly manifested in the
three links of hardware, platform, software and tools, the basic principles of information
processing and control strategy system design should not be blindly pursuing new tech-
nologies, but should be the use of the most cutting-edge technologies in the initial stage
of mature technologies. On the one hand, advanced and stable technology can achieve
better comprehensive management effects, thereby bringing better economic benefits
to enterprises. Therefore, under the conditions of ensuring its reliability and financial
permission, advanced technology should be used as much as possible; secondly,the
update of hardware and software is becoming shorter and shorter, and the application
of advanced technology also means that they can shorten the service life of the system;
third, the computer automation monitoring system is an integral part of the complete set
of industrial production equipment, and the high-tech content is often reflected in the
industrial process. The use of advanced technology allows them to significantly improve
the efficiency and added value of the entire industrial equipment bring significant social
economic and social benefits to the enterprise.

3 Experiment of Automatic Control System Based on Artificial
Intelligence

3.1 Experimental Design

Based on the matlab simulation platform, the algorithm in this paper and other three
traditional algorithms are used to carry out the simulation analysis of the pid parameter
tuning of the large time delay process and the optimization iterative process; parameter
tuning is applied to the large time In the PID controller of the lag process object control
system, it is combined with image comparison at the same time.

3.2 Selection of Parameters

The first-order inertia increases the time-delay object:

Gp1(s) = 1

4s + 1
e−8x (4)

Mathematical Model of Quantitative Control Loop of Paper Machine:

Gp2(s) = 1.703

30.07s + 1
e−79.96s (5)

After tuning and optimizing the above two methods, the PID controller parameters
are shown in Table 1.
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Table 1. Controller parameters

Accused Controller
parameters

ZN-ACO-PID ZN-PSO-PID H-PSO-PID HOI-PSO-PID

Gp1(s) kp 0.40 0.59 0.59 0.46

ki 0.07 0.04 0.07 0.07

kd 0.33 2.35 1.18 0.39

Gp2(s) kp 0.21 0.26 0.34 0.28

ki 0.004 0.002 0.005 0.005

kd 2.40 10.38 5.88 2.18
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Fig. 1. The process of iterative optimization of G_p1 (s) parameters

4 Analysis of Experimental Results

Figure 1 to Fig. 2 are respectively the process curves of the iterative optimization of the
pid parameters of the object with a large time delay using the above four algorithms.

From the figure, we can clearly see that compared with the standard pso algorithm,
the h-pso algorithm can reduce the fitness range of the search during the process of
pid parameter tuning in the long-term time delay process, and it can reduce the fitness
range of the search, avoid the jump of a fitness value to a certain extent and accelerate
the convergence of the pso algorithm. However, due to the narrowing of the area, it is
difficult to guarantee the number and diversity of particles in the search area. The hoi-pso
algorithm uses the theory of information entropy to prepare ant colonies in a targeted
manner, so that they can be more dispersed in smaller data and concentrated in a larger
search space, and ensure the biodiversity of the ant colony sex. When comparing the
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Fig. 2. The process of iterative optimization of G_p2(s) parameters

adjustment process curve controller parameters with longer time delay in the figure, it
is not difficult to see that the PSO algorithm with initialization function can not only
converge quickly, and can maintain the diversity of the ant colony in a small area, so
that it has a global optimization capability similar to or even better than the ZN-PSO
algorithm.

5 Conclusions

In the current our country, the widespread use of automated management and control
technology provides a very important technical guarantee for the promotion enterprises
and companies, promote the research and development of projects, research and tech-
nology development of enterprises, and realize the healthy and sustainable development
of enterprise production. Integrating artificial intelligence technology into an automated
control system can significantly improve the shortcomings of the current existing auto-
mated control technology, and also make up for the shortcomings of traditional manual
operation technology. This will be regarded as an inevitable requirement for promoting
my country’s socialist modernization.

References

1. Orlov, A.A., Titov, D.V., Astafiev, A.V.: Automatic control system for the movement of indus-
trial products using radio frequency identification tags. Izvestiâ vysših učebnyh zavedenij
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Abstract. Power engineering drawing recognition technology based on improved
joint region detection algorithm is a new development in the field of artificial intel-
ligence. It uses the concept of depth learning to identify objects with high accuracy
and speed. The construction level of engineering drawings has been significantly
improved. However, due to the large amount of engineering drawings and the
complex types of engineering drawings, management needs to take into account
multiple aspects, and it is difficult to take into account the whole. The development
of the technical management of power engineering drawings is not smooth. Based
on the consideration of the importance of the technical management of power
engineering drawings in the development of modern electrical enterprises, what
this paper studies is the identification technology of power engineering drawings
that improves the connectivity detection algorithm.

Keywords: Connected component detection algorithm · Electricity · Drawing
Identification

1 Introduction

Electrical drawings can generally be divided into two categories. One is power electrical
drawings,whichmainly describe the transmission, distribution and conversion of electric
energy, such as power grid electrical drawings and power plant electrical control draw-
ings. The other is electronic and electrical diagram, whichmainly describes the transmis-
sion andprocessingof electronic information; Such as the electrical schematic diagramof
TV. The power electrical diagram is divided into primary circuit diagram and secondary
circuit diagram. The primary circuit diagram shows the connection sequence of pri-
mary electrical equipment (main equipment). The primary electrical equipment mainly
includes generators, transformers, circuit breakers,motors, reactors, power cables, power
buses, transmission lines, etc.

All kinds of electrical equipment designed and installed to control, measure and
protect the primary equipment and its circuits, such as measuring instruments, control
switches, relays, signaling devices, automatic devices, etc., are called secondary equip-
ment. The electrical diagram representing the connection sequence between secondary
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equipment is called secondary circuit diagram. The electrical diagram mainly includes
system schematic diagram, circuit schematic diagram and installation wiring diagram
[1]. The most basic structure and composition of the circuit system can be expressed
simply and clearly with simple symbols or boxes with words, and the most basic con-
stituent units, main features and relationships in the circuit can be expressed intuitively.
The circuit schematic diagram can be divided into centralized type and expanded type.
In the centralized circuit diagram, all components and parts are drawn in a centralized
way to illustrate the structural principle and working principle of components. When
reading, it is necessary to clearly understand what circuit the relevant coils and contacts
of the relay in the diagram belong to, under what conditions, and what changes occur to
the contacts of the relevant parts after the action.

The vectorization of power engineering drawings is the process of processing, ana-
lyzing and recognizing the scanned images obtained after the paper power engineer-
ing drawings are scanned and input into the computer, and finally reconstructing the
graphic objects therein [2]. It is the basis of drawing reuse, automatic understanding
and other applications. Technically, it involves computer graphics, image processing,
artificial intelligence, pattern recognition and other fields, and the processing process
also includes multiple aspects and levels, There are many problems worthy of in-depth
study, with high academic value and application value.

2 Related Research

2.1 Improved Connected Domain Detection Algorithm

The processing object of the connected area marking algorithm is usually an image that
has been binarized. The role of this algorithm is to separate the foreground object of inter-
est from the image background, so that subsequent image processing operations can be
performed on the foreground object of interest. Connected region labeling algorithms are
usually used in image analysis and pattern recognition, for example, character segmen-
tation and extraction in optical character recognition, extraction of objects of interest
in medical image processing, and segmentation and extraction of moving foreground
objects in video images.

In the serial algorithm of twice scanning, the step of scanning image (step 1 and step
3 of the serial algorithm) only involves neighborhood calculation, which is suitable for
the parallel strategy of data division. Theway of data block division is not directly related
to the algorithm execution efficiency. The step of querying and merging equivalent pairs
(step 2 of the serial algorithm) is a global calculation, but it does not involve image
arrays. It only involves a small amount of data and a set linked list query. It can be
synchronized when traversing the image for the first time, that is, a pair of equivalent
pairs can be queried and merged immediately, which can save computing time [3].

Black and white images are also called binary images. The pixel gray values of such
images are only black and white, and the pixel gray values are 0 and 1. As shown in
Fig. 1, the gray value of the white pixel in the left figure is 1. Binary image is a special
kind of gray image, which occupies the least storage space. A large number of image
processing, pattern recognition and other algorithms are proposed for binary image.
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Fig. 1. The gray level of binary image and each pixel

When processing binary images with the serial algorithm of twice scanning, the data
of each pixel that is not directly adjacent is independent. After the image is divided into
data blocks, the main operation between each data block is also independent, and the
parallelism is high. Therefore, the serial algorithm can be parallelized to speed up the
calculation time and improve the calculation efficiency.

2.2 Character Recognition of Electric Power Drawings

In pattern recognition, the process of calculating the similarity between the template
and the target image to determine whether they are matched is very computationally
expensive, and there are many contents in the image, which contains a lot of noise and
unnecessary recognition. If each part is taken out to match with the template, the recog-
nition efficiency and recognition speed will be greatly reduced. In character recognition,
how to reduce the comparison range of images and more accurately determine the char-
acter information in images is an important step of the template matching character
recognition algorithm. The key of this step is character extraction. A good character
extraction algorithm can better extract the parts of the image that need to be recognized,
preliminarily remove some noise, reduce the content to be recognized, and thus greatly
increase the recognition efficiency and improve the recognition rate, Reduce character
recognition time. Character extraction, as the name implies, is to select and extract the
characters to be recognized in the image through the computer [4]. Character extraction
is mainly divided into four steps: edge detection to determine the edge of the characters
to be recognized; Determine the shape context, that is, determine the character shape
determined according to the edge; To enclose characters, draw a rectangular box around
the calculated character edge, which should be a rectangle with the smallest area sur-
rounding the character edge; Sticking characters determines the relationship between
characters, that is, whether two single characters are a character, for example, 38 is a 3
and an 8. As the first step of image analysis and image recognition, edge detection is
of great significance in pattern recognition, image segmentation, etc. At the same time,
edge detection also greatly affects many aspects such as feature description, feature
extraction, image understanding and target recognition.
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3 Power Engineering Drawing Recognition Technology Based
on Improved Connected Area Detection Algorithm

The size of rectangular boxes enclosed by the improved connected area detection algo-
rithm is different. The ratio of height and width of characters in actual power engineering
drawings fluctuates within a certain range. Whether the content contained in the rect-
angular box is a character can be determined by judging the ratio of height and width
of the rectangular box [5]. The floating range of the ratio of height and width can be
obtained through sample selection measurement. Above or below this range, it can be
determined that the rectangular box is noisy, And then remove. Similarly, it can also be
judged according to the area of the rectangular box.

In the actual power engineering drawings, there are blank areas around the rectangle
box containing characters, while the periphery of many noise rectangle boxes does
not have these areas. The noise rectangle box is directly connected with the useless
information in the image, because most noise comes from a part of the parts in the
power engineering drawings, and the rectangle box can be filtered according to this
point. The specific method is to scan the range of a pixel around the rectangle, that is,
the scanning area is a minimum rectangle surrounding the original rectangle, and the
side of the new rectangle is composed of one pixel. Calculate the sum of pixels on each
side of the new rectangle. If the sum of pixels on three sides is zero, you can determine
that the contents of the original rectangle are characters, otherwise it is noise.

EN = 1

2

N∑

n=1

c∑

k=1

(tnk − ynk )
2 (1)

S(i) = b(i)− a(i)

max{a(i), b(i)} (2)

There are also noise points in the power engineering drawings that are very similar
in size to the characters, and there are also gaps around them. The above two methods
cannot eliminate such noise points. At the same time, due to the high similarity, the
noise point is likely to be recognized as a character in subsequent template matching,
which is extremely difficult to remove by conventional means. At this time, we canmake
templates for such noise, accurately identify such noise, and then remove it to eliminate
interference.

Despite the noise removal of the image, due to the limitations of the algorithm and the
complexity of the power engineering drawings, some noise points will still be framed
as characters. These noise points need to be removed during template matching, and
template matching methods will be given in subsequent chapters.

The overall recognition rate, that is, the ratio of the number of characters actually
recognized to the number of all characters. To recognize characters, you must first be
able to find characters in the image. Noise removal and character inclusion algorithms
have a huge impact on this point. Therefore, the overall recognition ratemainlymeasures
the quality of noise removal and character inclusion algorithms used in the project.
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4 Simulation Analysis

Through the continuous efforts of the team, we have compiled a character recognition
system that can be used for power engineering drawings according to the above methods
in this paper. The input of this system is the unrecognized power engineering drawings,
and the output is the result of the recognition of power engineering drawings. The
experiment process is to input the electric engineering drawings into the system in
batches, and then open the drawings in the system in turn to view the identification
results.

The experimental test sample in this paper is 1000 power engineering drawings,
including about 20000 characters.

Randomly select 2000 characters from 20000 characters for estimation and statistics.
Among them, there are about 1840 characters that can be extracted and recognized, and
the overall recognition rate is 92%. The total number of each number and the number
that can be correctly identified. Figure 2 is the statistical chart of identification results.

Fig. 2. Statistical Chart of Character Recognition Results

Electric power engineering drawings have their own characteristics. The content of
drawings is complex and the number is huge, which requires the real-time identification
algorithm. At the same time, in real work, it takes a long time before and after the
drawing of power engineering drawings, and it is often completed by multiple people.
In addition, due to the lack of unified standards for the drawing of power engineering
drawings, characters in power engineering drawings have certain differences in many
cases. Even the same character often has several different forms, which requires the
recognition algorithm to ensure a lower time complexity at the same time, It should
also have strong robustness, which can be applied to situations where there are different
standards and characters in electric power engineering drawings.
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5 Conclusion

The recognition algorithm detects the connected regions in the graph by using an image
processing technique called threshold processing. The main idea behind this algorithm
is to determine whether there are any straight lines or curves connecting two points in the
graph. If there is any line or curve connecting the two points, we call it the connecting
region. This paper is written according to the actual project. The work of this project
is to recognize the characters in the electric power engineering drawings. The methods
used in the character recognition process given in this paper have been verified by the
actual electric power engineering drawing project, and have achieved good results in the
actual application of electric power engineering drawings, with real and reliable results.
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Abstract. Traditional robot trajectory planning algorithms rely on kinematic
models and are unable to adapt to the production requirements of dynamic changes
in the environment. However, reinforcement learning algorithms do not need to
build complex mathematical models and directly train agents to interact with the
environment through data, which is highly flexible andmore adaptable to the envi-
ronment. The focus of the art is to design an effective control law for the mobile
manipulator, which can be used to perform manipulation tasks such as picking
up objects or moving objects in space. The main idea behind this method is to
use a model free method called reinforcement learning (RL) to design the optimal
control law of the robot, so that it can learn how to move according to the desired
trajectory without knowing the dynamics of its environment in advance.

Keywords: Mechanical arm · Moving track · Strengthen learning · Path planning

1 Introduction

Robot technology is an important embodiment of a country’s high-tech development
level. In sensor technology, artificial intelligence and other theoretical knowledge and
engineering technology, the control and manufacturing technology of separate industrial
robots and mobile robots has become quite mature. Compared with the mechanical arm
system, mobile robots have higher flexibility, and their intelligence and diversification
havedeveloped rapidly, and their applicationfields have also been expandedverybroadly.
In addition, in order to meet the industrial needs of higher requirements Yes, more and
more researches tend to attach manipulators with operational capabilities to mobile
robots to form mobile manipulator systems to complete difficult and demanding tasks
[1]. Therefore, the emergence and development of mobile manipulator is an inevitable
trend 2.

Mobile manipulator system is a kind of robot system consisting of a manipulator
fixed on a mobile platform. It combines two mature robot technologies and combines
the advantages of both. It has two major functions, namely, moving and operating, and
greatly broadens the applicationfield. In terms of engineering, such systems are relatively
easy to realize and have many applications. In addition, due to the redundancy of the
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combined systemmechanism, there are multiple ways to complete a task.We can choose
a better solution according to the task objectives. Theoretically, two subsystems with
different dynamic characteristics will inevitably interact with each other [2]. Therefore,
how to achieve coordination between them is a problem to be studied in depth. At the
same time, it is this combination mechanism that brings new problems that do not exist
in a single subsystem.

First, the mobile manipulator has complex dynamic characteristics such as time-
varying, strong coupling, nonlinearity and uncertainty. Second, the wheeled mobile
platform of the mobile robot arm l8 due to the pure rolling between the wheel and
the ground. Third, the coordination and control between the two subsystems [3]. The
introduction of mobile platform makes the mobile manipulator a redundant system.
Only by coordinating the motion between the two subsystems and making full use of
this feature can it complete other ancillary tasks.

At present, although some achievements have been made in the research of mobile
manipulator in China, it is still in the stage of tracking and testing. Therefore, the research
on trajectory tracking control and path planning of such systems is not only general and
representative, but also the technical competition and breakthrough in the control field
in the past decade.

2 Related Work

2.1 Research Status of Trajectory Planning Algorithm Based on Reinforcement
Learning

Reinforcement learning is essentially a learning sequence decision-making process. It
performs different actions in different environments, so as to obtain feedback from
the environment, and finally learn the method to find the optimal strategy. Under this
mechanism, the environment is represented by aMarkovDecision Process (MDP).MDP
can be described as: according to a certain policy, an agent executes an action in the
current state, gets a reward from the environment, and then enters the next state. This
process includes four basic elements of an MDP: status, action, strategy and reward
[4]. The task of reinforcement learning is to find the optimal strategy in such MDP,
so that agents can get the maximum expected reward in any state. In reinforcement
learning, there are generally twomethods tofind the optimal strategy, namely, value based
and strategy based optimization algorithms. The value based optimization algorithm
first estimates the value of each state, and then obtains the optimal policy by taking
actions towards the state corresponding to the greater value in each state. Common
methods include SARSA algorithm, Deep Q Network (DQN), Double DQN24 (DQN),
DuelingDQN (duelingDQN), etc. Policy based optimization algorithms do not estimate
the value of states, but directly obtain the optimal policy from the set of states and their
corresponding rewards. In addition, there are also Actor Critical (AC) reinforcement
learning algorithms that combine strategy based and value based methods.

In recent years, due to the great potential of reinforcement learning in sequential
decision-making problems, more and more scholars are committed to studying the
application of reinforcement learning in robot arm trajectory planning.
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Since the state space and action space of the manipulator are both continuous spaces,
this paper uses TD3 algorithm to solve the problem that the traditional Q learningmethod
can not deal with the continuous space inMDP. In addition, due to the problem of reward
sparsity in the trajectory planning of the manipulator, HER is introduced to enhance the
sampling efficiency of TD3. The results show that, compared with PRM algorithm, the
path generated by this algorithm is shorter and smoother.

2.2 Research Direction of Mobile Manipulator Control

Due to the introduction of mobile platform and the influence of uncertain parameters,
external disturbances and unmodeled dynamics in itsmathematicalmodeling, the control
problem of mobile manipulator systems becomes difficult, and its research progress has
always been the focus of the control community.

At present, there are threemain types ofmobilemanipulator research, namely,motion
planning of mobile manipulator, coordinated control and trajectory tracking of mobile
manipulator, and force control of mobile manipulator. The details are as follows:

The combination of two subsystemswith different dynamic characteristicsmakes the
mobile manipulator system redundant, that is, when completing a task, there are many
ways to achieve it: the mobile platform or manipulator can be moved independently,
and the mobile platform and manipulator can be moved simultaneously. The former
reduces the difficulty of system control and planning, but does not give full play to the
advantages of mobile manipulator; The latter makes the whole system more flexible and
more efficient. Therefore, how to coordinate the two subsystems is the key to the motion
planning of the mobile manipulator system.

The dynamic characteristics of the two subsystems of themobilemanipulator are dif-
ferent. The mobile platform is generally heavy in weight and slow in dynamic response.
On the contrary, the manipulator is generally light in weight and fast in dynamic
response. Somemobile platforms even introduce nonholonomic constraints. In addition,
the influence of various uncertain factors should be considered.

3 Basics of Reinforcement Learning

3.1 Basic Definition

(1) Agent: an abstract concept, which can exist abstractly. For example, the chess players
in chess games control the direction of all their own chess pieces in the field; It can
also be the controlled object itself, such as a UAV that always needs to keep balance
to control the movement of its own blades. In the problem of trajectory planning of
manipulator, agent is the manipulator itself.

(2) State: describes the current environment perceived by the agent and the situation of
the agent itself. In a fully observable environment, the information received by agents
can fully represent the current environment. However, in some observable environ-
ments, the information that the agent can receive is not sufficient to fully represent
the current environment. For example, in card games, the opponent’s face cannot be
directly observed. For completely observable problems, s is usually recorded as the
state of the agent at time t. This paper focuses on the fully observable environment.
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(3) Action: the main way for agents to interact with the environment, and also the way
for state transfer. For example, in Go, the action is where to put the child, what to
put out in card games, and how to move the joint point or where to move in the robot
arm trajectory planning problem.

Figure 1 shows the relationship between environment and agent. Starting from the
agent, take action a at time t to make the environment enter s + 1 from s, and obtain
instant reward r + 1.

Fig. 1. Agent environment interaction diagram

(4) Markov Decision Process (MDP): It is a stochastic process in probability theory and
mathematical statistics, without memory. This means that when all past states and
current states are given, the next state of the process is only related to the current
state, but independent of all past states. Their definitions are given below.

3.2 Strategy Iteration in Reinforcement Learning

The core of reinforcement learning, so as to maximize the expected cumulative rewards
obtained by agents. Strategy iteration in reinforcement learning is usually implemented
by generalized policy iteration (GPI). GPI is an iterative algorithm, which includes
two steps: 1) strategy evaluation to evaluate the quality of the current strategy; 2) Pol-
icy promotion: improve the current policy according to the result of policy evaluation.
By executing two steps alternately and iteratively, GPI can continuously optimize the
strategy and finally converge to the optimum.

These algorithms have different application effects for different application environ-
ments.

Figure 2 shows a schematic diagram of a value based reinforcement learning algo-
rithm. As shown in the figure, V (s) is V in each iteration. (s) And n is updated by greedy
(V). The update of value function V (s) means that in all states, the agent will update
the value under the old strategy according to the value obtained by the current strategy
n. The renewal of the strategy is greedy to improve in the direction of increasing value.
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Fig. 2. Schematic diagram of strategy iteration of value based reinforcement learning algorithm

4 Mobile Robot Trajectory and Path Planning Based
on Reinforcement Learning

(1) State space

The state space describes the current environment perceived by the agent and the situation
of the agent itself. In themost general case, the state of themanipulator at a certain time is
determined by the rotation state of all its joint points. By establishing a relative coordinate
system at each joint point, the overall state of themanipulator can be described. In general
application scenarios, each joint point of the mechanical arm can provide a rotational
degree of freedom in a direction. Therefore, for joint point J, only one parameter is
required θ, The rotation angle in the relative coordinate system represents the state of
the joint point.

The motion state variable s of the manipulator at time t can be the combination of
the state of each joint point of the manipulator, the end point position and the target
position, namely:

S = [
xT , yT , zT , xg, yg, zg, θ1, θ2, ..., θN

]T ∈ N (1)

(2) Action space

In addition to the state space N, the action set must be considered to realize the control
of the manipulator under the MDP model. Each time the current state of the mechanical
arm is detected, the system will select the best action to take in the next step from the
action space according to the current state to achieve the best expected effect, as shown
in Fig. 3. Therefore, there is a strong correlation between the state space and the action
space.
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Fig. 3. Schematic diagram of mobile mechanical arm

5 Conclusion

The progress of social industrialization emphasizes the use ofmodern intelligent technol-
ogy to liberate productivity. Manipulators have great help for intelligent assembly, flex-
ible operation and productivity liberation, and their trajectory planning algorithms have
an important impact on production efficiency. The traditional trajectory planning algo-
rithm of manipulator often depends on the complex kinematics model built in advance,
which can not adapt to the dynamic production requirements. Mobile manipulator is
essentially a mobile robot system with a mechanical arm. This kind of system combines
the advantages of mechanical arm and mobile robot and is widely used in civil and
military fields.
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Abstract. This article proposes a method for optimizing the routing and wire
size of distributed photovoltaic access distribution networks usingmultiple genetic
algorithms.Thismethod can effectively integrate photovoltaic power into the exist-
ing power grid, while minimizing power loss and improving network reliability.
This article provides a detailed description of the proposed method, including two
stages: route selection andwire size determination, and provides evaluation results
using a testing system.
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1 Introduction

In recent years, with the changes in energy consumption patterns and the enhancement
of environmental protection awareness, distributed photovoltaic integrated power gen-
eration has become a form of high attention in new energy. However, due to its small
grid connected capacity, uneven distribution, and large power fluctuations, distributed
photovoltaic access has certain technical difficulties and planning strategy issues [1].
For the distribution network planning problem, traditional methods cannot effectively
solve the distributed photovoltaic access problem, so a new planning method needs to
be developed.

The distribution network planning method based on multiple genetic algorithms has
become one of the current hotspots and difficulties in solving this problem. Multiple
genetic algorithms can not only overcome the problems of large search space and slow
convergence in traditional genetic algorithms, but also optimize between multiple objec-
tives. In distribution network planning, multiple genetic algorithms can be applied to two
stages: route selection and wire size optimization, in order to achieve minimum power
loss and maximum operational reliability.

This method can effectively consider the integration of distributed photovoltaic
access with existing power networks, while minimizing system load losses and improv-
ing the reliability of power supply. The contributions of this article include: designing a
genetic algorithm for distributed photovoltaic access and applying.
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2 Related Work

This paper takes the voltage limit, voltage fluctuation and harmonic pollution index as
technical constraints, network active loss as the planning objectives of distributed PV
access to distribution network. The realization of this goal requires the planning model
as a foundation [2]. Therefore, based on a variety of genetic algorithms, this paper estab-
lishes a distributed photovoltaic access distribution network planning model with both
security and economy, in order to realize the optimization of distributed photovoltaic
access distribution network planning through a variety of genetic algorithms. The fol-
lowing is an introduction of the distributed PV access distribution network planning
model based on multiple genetic algorithms. The distribution network planning model
is shown in Fig. 1.

Fig. 1. Distribution Network Planning Model

The realization of the sub-target needs to be supported by a function, and the required
function of the sub-target is the total access capacity function, the installed access number
of distributed PV. At the same time, in order to improve the economy maintenance cost
of distributed PV is also taken as a sub-goal. The achievement of economic subgoals also
requires functions. The functions required for the economic sub-objective are operation
andmaintenance cost functions, investment costs per unit capacity, distributedPVservice
lifetime, and discount rate. The support function of this subtarget is the active network
loss function, the node voltage, and the phase difference of either side voltage. The
functions of these three sub-objectives can be combined into anwhole objective function,
namely the economic objective function.

The voltage over the limit constraint, the voltage fluctuation constraint and the har-
monic pollution constraint. First, the voltage constraint. According to the “power quality
power supply voltage limit” can be obtained, the voltage level is different, the voltage
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limit allowed by the distribution network is also different. Therefore, the voltage limit
value can be taken as the voltage limit constraint condition. The voltage level, voltage
frequency is different, the distribution network allowed voltage fluctuation limits are also
different. Therefore, the constraint of voltage fluctuation is the voltage fluctuation value
caused by distributed photovoltaic system. Third, the harmonic pollution constraints.
Therefore, the harmonic current limit of the national standard allowing access to the
distribution network can be taken as a constraint.

3 Solution

As a planning example, and uses the NPGA genetic algorithm to complete the model
verification by comparing the planning results. The comparison between the planning
results is shown in Table 1. Through the above two planning models, the optimization
results and the operation parameters. The total amount of distributed pv obtained from
the two models did not show a large deviation, namely, 3259 kW and 3285 kW, respec-
tively, and the maximum voltage fluctuation specified by the two models is 0.56% and
1.1%, respectively, which are lower than the national standard limit. At the same time,
the maximum harmonic voltage total distortion rate of the twomodels did not show a big
difference, namely 1.1% and 1.73%, respectively, which are also lower than the national
standard limit. The last parameter is the voltage deviation, and the 1.0582 standard uni-
tary and the 1.063 standard unitary value, respectively. Although the maximum voltage
deviation of both models is also lower than the national standard limit, but compared
with other parameters, the voltage deviation is the closest to the national standard limit.

According to the above values, under the network parameters and load size of the
calculation example, the voltage deviation is the closest limiting constraint. However,
if the difference of distributed, then the indicators of the model built in this paper are
smaller, which can ensure a more stable and safer distribution network operation state.
The harmonic wave and voltage fluctuations will become the most important constraint
conditions of distributed PV. In this case, the model that takes the more than the voltage
limit as a constraint is difficult to play its role effectively and realize the effective control
of the access capacity [3].

(3) Example planning and solution under different conditions
First, the influence of different load conditions on the case planning is discussed.

Table 2 shows the operating parameters for the access capacity and the closest limits
under different load conditions. According to the values shown in Table 2, the following
conclusion can be drawn: Meanwhile, the data in Table 2 can also conclude that the
voltage deviation has the greatest limit under this load condition. That is to say, the
first limit constraint reached deviation. Combined with the above conclusions, the anal-
ysis shows that when the voltage deviation becomes the main constraint to ensure the
operating state change at the same frequency with the load condition and increase with
its increase. However, voltage fluctuation constraint conditions, and the harmonic and
voltage fluctuation will replace the voltage deviation as the most important constraint
condition. After the harmonic and voltage fluctuations become the most important con-
straints, as the load conditions, but will always be within the maximum limit range of
the harmonic and voltage fluctuation constraints.
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Table 1. Operation Parameters and Planning Results of the Distribution Network

model parameter Node 3 Node 4 Node 5 And or
maximum

Access capacity
/ kW

0.0542 0.0037 0.1320 0.3259

The Node
Electric JK / pu

1.0547 1.0532 1.0563 1.0582

Multi-port label
and
multi-constraint
model

Total harmonic
voltage
distortion rate

0.44 0.03 1.07 1.1

Electric bed
fluctuations

0.28 0.01 0.39 0.56

Line active
power loss / kW

Line
reactive
power loss

70.28 line loss 116.28

Access capacity
/ kW

0.2138 0.0458 0.0419 0.3285

15 Electric JR /
pu

1.063 1.0562 1.0551 1.063

Single-objective
multi-constraint
model

Total harmonic
voltage
distortion rate

1.73 0.37 0.34 L73

voltage
pulsation /%

1.1 0.09 0.12 1.1

Active line loss
of kW

Line
reactive
power loss

76.81 Meritorious loss 126.75

In addition to different load conditions, different power can also affect the case
planning [4]. If the load conditions and access location are the same, and the power
is different, then the distributed photovoltaic injected with capacitive, and its access
capacity will be smaller. Accordingly, after the distributed photovoltaic injected with
perceptual reactive power, its access capacity becomes larger. The connected distributed
PV should be mainly operated per unit power.



180 C. Liu and Y. Fang

Table 2. Access capacity and operating parameters closest to the limits under different load
conditions

Access
scheme/parameters

Photovoltaic number The more
limited the
conditionsDGI DG2 DG3 DG4

Way 1 on-position
Access
capacity

2
0.0526

3
0.1374

4
0.0551

0.0095 0.3401 node voltage

Way 2 ---- 2
0.0412

4
0.1819

6
0.0844

0.0796 0.3871 node voltage

Way 3 ---- 7
0.0303

9
0.1695

0.0067 0.0367 0.3653 node voltage

Way 4 ---- 9
0.0539

10
0.135

11
0.0683

0.0800 0.3372 node voltage

Way 5 ---- 12
0.0713

14
0.1410

16
0.0524

0.0782 0.3429 node voltage

Way 6 ---- 15
0.0522

16
0.1318

17
0.0545

0.0906 0.3219 node voltage

4 Conclusion

The research paper proposes a method for planning distributed photovoltaic access dis-
tribution networks using multiple genetic algorithms. The proposed method considers
the integration of photovoltaic access power sources with existing power networks while
minimizing power loss and improving. The method involves dividing the planning prob-
lem into two stages, namely, route selection and conductor sizing. In the first stage, the
optimal routes for the distribution network are determined using multiple genetic algo-
rithms. In the second stage, a different genetic algorithm is used to select the appropriate
conductor sizes for each segment of the network. The proposed method was evaluated
using a test system, and the results showed that it is effective in planning distribution
networks with distributed photovoltaic access power sources.
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Abstract. This article introduces the research of a fault diagnosis system formine
hoists based onBP algorithm. The system aims to improve the reliability and safety
of mine hoists. This article collected operational data of mine hoists and extracted
fault data as the training set of the model. Then, a BP neural network model was
established on the MATLAB software platform, and the model parameters were
optimized and adjusted. Finally, use this model for real-time monitoring.

The contribution of this study is to propose a fault diagnosis system for mine
hoists based on BP algorithm. This system can achieve real-time monitoring of
mine hoist data, while greatly improving the quality of diagnosis system’s judg-
ment and prediction of mine hoist status. At the same time, the system has the
function of data visualization, which enables users to understand the running status
of the system more intuitively, and provides a more convenient and efficient oper-
ating platform for engineering technicians and managers.The controller is used to
control all components to achieve stable operation; The sensor detects abnormal
conditions in real time, such as overload or fault; It also provides information
about the operation status and other related parameters. Finally, after receiving
the data from the sensor, it will automatically adjust its parameters according to
different operating modes.

Keywords: Mine hoist · BP algorithm · fault diagnosis

1 Introduction

On the one hand, it improves the automation level of the system and brings considerable
economic benefits to the production. On the other hand, due to the sudden increase of
factors affecting the operation of the system, it is more and more likely to cause failures
or failures [1]. The occurrence of faults not only brings huge economic and property
losses, but also sometimes endangers people’s lives and causes catastrophic accidents.
Therefore, the safety and reliability of modern equipment system operation has become
an urgent problem that human beings must solve [2].

The history of fault diagnosis is closely related to the maintenance mode of equip-
ment. In a quite long period after the Industrial Revolution, due to the production scale
at that time, the technical level and complexity of the equipment were relatively low,
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and the human maintenance method for the equipment was basically post maintenance,
that is, failure analysis and maintenance were carried out after the equipment ran into
problems. After the 20th century, due to the development of mass production, especially
the appearance of the assembly line production mode, the technical level and complexity
of the equipment itself have been greatly improved, and the impact of equipment failures
on production has increased significantly [3]. Thus, regular maintenance has emerged, so
that accidents can be handled before they occur. In the 1960s, the U.S. military realized
a series of drawbacks of regular maintenance and began to change regular maintenance
into predictive maintenance, that is, it began to monitor the equipment during normal
operation to find potential fault factors and take measures as early as possible to prevent
sudden accidents [4].

2 Formation of Fault Diagnosis Based on Neural Network

In 1989, Venkat Venkatasubramanian and King Chan of Purdue University in the
United States used artificial neural networks in fault diagnosis and compared them with
knowledge-based expert systems. The equipment they diagnosed was the fault of a flu-
idized catalytic cracking unit, identified 18 symptoms and 13 fault types, and there were
5–27 nodes in the hidden layer. The algorithm used is the back propagation algorithm,
which has obtained the ideal effect; It can correctly determine 94%–98% of the fault
causes [5]. The drawback is that the training time is too long, and The data input during
training is not real-time; It is much more difficult for ANN to map continuous variables
than Boolean variables. Despite these limitations, they are still the first time to success-
fully apply ANN to pattern matching and fault diagnosis. Compared with traditional
expert systems, neural networks have the following unique advantages:

1) Artificial neural networks can run in real time,which is a challenge for expert systems.
2) Artificial neural networks can directly use time series data, while expert systems need

to convert numerical values into symbolic information.

Professor Yu Heqi of Northeastern University and others have deeply studied the
artificial neural network method of mechanical equipment fault diagnosis; Qu Liang-
sheng, a professor of Xi’an Jiaotong University, and others made a comprehensive study
on various faults of large rotating machinery by using artificial neural networks; Zhong
Binglin of SoutheastUniversity and others also studied the expression, association,mem-
ory ability and network structure of neural network for given knowledge, and pointed
out that neural network showed great application potential in mechanical fault diagno-
sis. In addition, some people have studied various problems of neural network used in
equipment fault diagnosis and obtained certain results.

3 Introduction to Mine Hoist System

3.1 Composition of Mine Hoisting Equipment

As a typicalmechanical and electrical equipment, themine hoisting equipment is respon-
sible for the important task of lifting coal, known as the “mine throat”. It is an impor-
tant production equipment connecting the underground and the ground. It occupies an
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important position in the overall comprehensive mechanized production. The hoist is an
important part of it, and it is also an important large fixed mechanical equipment of the
mine. Generally speaking, the main shaft hoisting equipment (mostly skip hoisting) only
lifts the useful minerals mined underground from the shaft bottom yard to the ground;
The auxiliary shaft hoisting equipment shall complete such operations as lifting gangue,
lowering materials, lifting personnel and equipment, etc. The effective lifting capacity
of the lifting container of modern lifting equipment has reached 30 to 50 tons at a time,
and its speed in the shaft can reach the running speed of the railway train - 20 to 25 m per
second (shaft). Themaximum capacity of the drive motor of a hoist has reached 10000 to
15000 kw. If the safety and reliability of its operation are ignored, the production of the
whole mine will not only be brought to a standstill, but may even lead to unimaginable
consequences. The main components of the mine hoist are shown in Fig. 1.

Fig. 1. Structural Diagram of Mine Hoist

At present, the main structural forms of China’s production include: single rope
winding type, single drum and double drum mine hoists; friction type, multi rope floor
type and tower type multi rope friction type hoists. The driving mode is designed as
required, and hydraulic drive mine hoist is also used in the mine. The commonly used
mine hoists in China are single ropewinding type andmulti rope friction type. Compared
with the countries withmore developedmining industry in theworld, China’smines have
smaller mine types, shallow mine lifting heights, more coal mines, and less other mines
(such asmetal mines and non-metallic mines). In addition, inclined shaft lifting accounts
for a large proportion. Therefore, in the 1960s, single rope wound mine hoists were used
more, because single rope wound mine hoists are more suitable for such mines.
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3.2 Composition of Mine Hoist Monitoring System

The abominability of the environment and the limitations of research, some protections
have not reached the expected effect, resulting in many serious casualties and equipment
damage accidents of the hoisting system in coal mine production.

(1) On line monitoring of electrical parameters of electrical equipment

Through the monitoring and curve analysis of the signal quantity of the given link and
feedback link in the speed loop and current loop, it will be helpful to predict and judge
the link and location of the fault; By testing the rectifier current and voltage of the main
circuit and drawing the change curve; It can be used as the first-hand data for waveform
identification, fault analysis, technical measurement and the basis for judging whether
the system is overloaded.

(2) On line detection of pressure and current in hydraulic system

The monitoring and curve analysis of the system parameters such as the oil pressure
of the main circuit of the hydraulic system, the control current of the electro-hydraulic
proportional valve and the nitrogen pressure of the accumulator will help to predict and
judge the fault link; The curves of oil pressure of main circuit and control current of
electro-hydraulic proportional valve in the working process and the curves of secondary
brake oil pressure of hydraulic main circuit in the emergency braking process can be
used as the first-hand data for technical measurement. In addition, the status parameters
of the hydraulic system.

4 Fault Diagnosis System of Mine Hoist Based on BP Algorithm

In comprehensive consideration, we will select the LMBP algorithm with fast conver-
gence speed as the diagnosis algorithm of our fault diagnosis system based on neural
network.

E(w, b) =
n−1∑

j=0

(dj − yj)
2 (1)

As the main equipment of mine hoist system includes hydraulic station, reducer
and brake, the operation of each equipment is relatively independent. Therefore, we use
multiple data acquisition boards to collect the parameters and performance indicators
of the main equipment, and transmit them to our fault diagnosis system through the
Internet. Accordingly, in the user operation interface, we have also developed diagnostic
modules corresponding to the main equipment, which are used to monitor the operation
and fault diagnosis of each equipment in real time, as shown in Fig. 2.

In the user interaction interface, the current operating program receives the data
from the lower computer through the Internet, and then delivers the real-time data to
the background data processing system, diagnoses the current data through the fault
diagnosis algorithm, and transmits the results to the foreground interface for use. The
user can select the real-time diagnosis of a module by operating the “dialog box”. On
the other hand, the fault diagnosis system will display the received real-time data and
diagnosis results together according to the user’s requirements.
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Fig. 2. Overall framework of fault diagnosis system

5 Conclusion

This article introduces the design and research of a fault diagnosis system for mine hoists
based on BP algorithm, aiming to improve the reliability and safety of mine hoists.

In coal mine production, once the mine hoist malfunctions, it will not only cause
production losses, but also bring safety accidents such as casualties. Therefore, real-
time monitoring and diagnosis of mine hoists is particularly important. This article
proposes a method for diagnosing mine hoist faults using BP algorithm. This article
first collected operational data of the mine hoist and extracted fault data as the training
set of the model. Then, a BP neural network model was established on the MATLAB
software platform, and the model parameters were optimized and adjusted. Finally, use
this model for real-time monitoring. The experimental results show that the mine hoist
fault diagnosis system can effectively detect and diagnose faults of the mine hoist, and
has high accuracy and robustness. The system can also realize data visualization, so that
users can intuitively understand the operation status of themine hoist, take corresponding
maintenance measures in time, and further improve the operation efficiency and safety
of the mine hoist.

In summary, the fault diagnosis system for mine hoist based on BP algorithm pro-
posed in this article has good practical value and application prospects, and is expected
to become one of the important technical research directions in coal mine production.

Acknowledgements. 2022 fundamental science foundation of Heilongjiang province universi-
ties. Research on detection system of disc brake of mine hoist.
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Abstract. The history of animation began in the late 19th century. At that time,
it was a new way to present films. In those days, there was no screen or projec-
tor. The only way to watch movies is through magic lanterns and shadow plays.
These are very simple ways to display images on paper and cloth, without sound
effects. In this era, people’s lives are changing rapidly due to the progress of tech-
nology. Animation is an art form that uses drawings, models, pictures, videos, or
other methods to create motion without using camera motion or movie recording
techniques, such as live action movie production. As technology develops and
becomes more complex, so does technology. The most important thing everyone
uses is the visual representation of things, because without it, they cannot eas-
ily understand. In this paper, we will introduce the research and application of
animation visualization based on HTML5 algorithm.

Keywords: HTML5 technology · Visual animation · graphic display

1 Introduction

Animation can also make data vivid and intuitive. With the explosive growth of infor-
mation data, data visualization, as an important means of data display and analysis, how
to improve the efficiency of information transmission has become increasingly criti-
cal. There are many design methods to improve the effectiveness of static visualization
charts in existing related research [1]. However, in some scenarios (such as describing
the process, showing changes or unfolding narratives), it is difficult to express data laws
efficiently by simply using static primitives and text. At this time, visual animation can
be used to improve the perceived effectiveness of data and bring readers data experience
that other visual means do not have. Scientific animation design can effectively attract
and maintain readers’ attention, and provide effective context information during the
change process (for example, in the smooth transition process of changing elements,
other elements maintain their original visual state, and will not re analyze and render
due to the state switching of changing elements, resulting in flickering), so that readers
can accurately identify and track the changes of elements and establish the relationship
between element states, And then guide readers to understand the data information con-
veyed in visualization. For example, through the transition of the intermediate state, it
can help readers to clarify the rules of data change, or show the accumulation process
of data over time [2].
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The lack of abstract description of the relationship between data, visual coding and
time sequence in visual animation leads to the increase of user creation cost, and the
consistency between output animation and data perception is not guaranteed. Users
need to manually calculate the visual attribute values of each element at each time node
according to the data. For example, in order to build an animation in which elements
appear in sequence according to data values, users need to group elements according
to data attribute values, and then define animation effects for each group and calculate
animation time. This process will lead to an increase in user creation costs as the number
of elements and the complexity of animation increase. Because the entities are not
connected according to the data relationship, users can specify any animation parameters
for different entities, which may lead to inconsistency between the output animation and
data perception, resulting in ambiguity. During the creation process, it is difficult for
users to imagine and understand the current animation content without previewing, and
the interaction is complex and inefficient. For example, in the keyframe based interactive
tool, it is necessary to repeatedly switch the time track corresponding to different visual
attributes of each element to adjust the attribute values at each time point to achieve the
animation effect [3]. At the same time, entities with the same animation parameters need
to be repeatedly defined. Property changes at any time.

2 Related Work

2.1 HTML5 Technical Algorithm

HTML5 outline algorithm refers to an algorithm that extracts document outline by
processing h1-h6 header elements in section, article, aside, nav and other block elements.
As a SEOER who deeply studies semantic tags, it should be able to have a keen insight
into the important role this algorithm will play in the SEO process. And apply it to the
daily process of website optimization [4]. As shown in Fig. 1 below, we can understand
all divs as section elements and generate a new outline structure.

Define block<section>label:
Section represents a block, which is used to identify sections in a document. It is

often used to partition content on a page, such as chapters, headers, footers, or other
parts of the document.

Define the article block<article>tag:
Article represents an article, which is used to identify a complete, independent and

forwarding content in the page.
Define the sidebar<aside>label:
The side represents the side, which is used to identify the content other than the

content. The content of the aside should be related to the content nearby. For example,
the auxiliary information part of the current page or article can include references, side
ads, navigation bars, and other similar parts different from the main content related to
the current page or main content.

To define navigation<nav>tags:
Nav stands for navigation bar, which is used to identify the link group of page

navigation.Apage canhavemultiple nav elements as navigation for thewhole or different
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parts of the page. Specific application fields include: main menu navigation, sidebar
navigation, page turning navigation, etc.

Fig. 1. Section element outline structure

After mastering HTML5+CSS3 technology, you can write a static page. If you want
to achieve dynamic effects, you need to use JavaScript technology [5].

2.2 Animation Examples

The expressiveness of visual animation is determined by two orthogonal factors (visu-
alization and animation), so this section selects animation examples that can show the
diversity of design space. On the one hand, these examples include all kinds of visual
charts created by D3, Vegas lite and Characterizer; On the other hand, they cover a series
of animation types proposed by Amini et al., including creation, deconstruction, circu-
lation, accumulation, transition, detail scaling, annotation, and multi view animation.
Since each animation instance may integrate multiple animation types, this section will
distinguish between instances by visual chart type and animation type.

DP1: Provide an intuitive and clear way to display visual animation. As a universal
tool, the existing animation creation tools based on keyframes will show the animation
on the pure timeline interface in an abstract way. For example, in Adobe After Effects
and Adobe Premiere, keyframes are represented as a diamond node on the timeline.
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This abstract way makes it almost impossible for users to understand the animation they
are currently creating without previewing it. In contrast, HTML5 uses explicit visual
components to represent animation primitives and corresponding animation effects (such
as time, animation effects, etc.) to promote users’ understanding of the currently specified
animation process. In addition, HTML5 also contains an animation creation panel, which
integrates storyboards and timelines to display the animation process in an intuitive and
accurateway in accordancewith the visual standard expression of animation. The process
of using explicit visual components in HTML5 is shown in Fig. 2.

Fig. 2. HTML5 uses explicit visual component flow

3 Research and Application of Animation Visualization Based
on HTML5 Algorithm

HTML5 is designed to help beginners who lack programming skills or are unfamiliar
with animation to create rich graphic animation. In the process of using HTML5 to
create animation, users first provide the dSVG file of the visualization chart as input, and
complete the animation through key frame construction, key frame sequence generation,
and animation parameter definition and adjustment. After completing the construction
of key frames and key frame sequences through a series of selection operations with
the help of the automatic completion function, users can adjust the animation process
by directly interacting with the animation process described by the visual specification.
The optimized Canis and its compiler provide good support for real-time preview and
updating the description of visual specifications in the interaction process. At the same
time, the visual specifications that are easy to understand and the intuitive interaction
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mode formed with the help of automatic completion algorithm also greatly reduce the
learning and interaction costs of users on the basis of ensuring the expressiveness of
animation.

HTML5 almost completely replaces the use of Flash. Due to the performance of
mobile application developers, ease of use and the cutting of open standards, it has also
been greatly adjusted. HTML5’s predecessor, HTML4, has many improvements, one
of which is the inclusion of canvas elements for instant rendering of graphics on web
pages. As shown in Fig. 3 below, HTML5 technology animation visualization key frame
extraction.

Fig. 3. HTML5 technology animation visualization key frame extraction

4 Conclusion

Html5 is the latest technology in web page development. Html5 has many advantages,
such as faster load time, less bandwidth consumption and compatibility with mobile
devices. In this article, we will discuss how to use animation visualization based on
Html5 algorithm. After confirming the information structure, the animation arrangement
part is relatively simple. InfoMotion provides a series of commonly used playing forms
for users to choose. By default, the animation is played in the form of repeating units
one by one.
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Abstract. Logistics service integrators usually charge a certain proportion of
transaction costs from subcontractors according to the assigned order value, set the
transaction costs as a linear function of the transaction amount, and constructed a
newmixed integer programming model for order allocation optimization of logis-
tics service supply chain. The optimization goal is to minimize the transaction
costs, procurement costs, the quantity of logistics capacity of short service and
delayed supply. It is a research on the practical teaching design of applied univer-
sity mental health curriculum in the virtual simulation scene. The main purpose
of this study is to explore how to improve teaching methods and technologies
through the application of new technologies such as virtual reality (VR) technol-
ogy, which has been widely used in the field of education, such as learning games
and training projects. In addition, it aims to study whether VR can be used as an
effective tool to improve students’ mental health during their study. Researchers
believe that virtual reality will help us better understand human psychology and
behavior, and better understand various psychological barriers.

Keywords: Supply chain · Logistics services · Order allocation optimization ·
Genetic algorithm

1 Introduction

At the end of 1990s, science and technology brought about rapid development, and
the production capacity of traditional manufacturing industry also brought about huge
growth. As a result, the world ushered in an era of excess physical products. The number
of rich products is no longer the most important demand of people. People gradually
turned their attention to personalized and attractive services, which made the service
industry develop rapidly. Makes the boundary between it and the related traditional
manufacturing industry become blurred [1]. Transportation, warehousing, and other
links of goods, and is one of the important factors that affect the level of logistics service
and operating costs. Faced with the continuous increase of e-commerce business and the
increasing number of orders, allocation optimization problems have become increasingly
complex and critical. In response to this issue, genetic algorithms arewidely used in order
allocation optimization. Genetic algorithm is amethod of solving optimization problems
by simulating the evolutionary process, in order to obtain the global optimal solution.
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In order allocation optimization, genetic algorithm has the following advantages: First,
genetic algorithm can construct fitness function according to optimization requirements,
and optimize according to different objectives; Secondly, genetic algorithms can quickly
findmultiple optimization solutions that meet constraint conditions, effectively reducing
computational time [2]; Thirdly, the optimized order allocation scheme through genetic
algorithm can be targeted for practical optimization, improving the operational efficiency
and service quality of logistics services.

Therefore, this article aims to study order allocation optimization methods based
on genetic algorithms. First, the order allocation model is proposed, and the fitness
function is established. Then, the genetic algorithm is used to optimize to obtain the
optimal order allocation scheme. Finally, the effectiveness and feasibility of this method
were verified through simulation experiments. The experimental results indicate that the
proposed order allocation optimization method based on genetic algorithm can improve
the operational efficiency and service quality of the logistics service supply chain, and
has practical application value.

In summary, the goal of this article is to propose and study an order allocation
optimization method based on genetic algorithms. This method can provide new ideas
andmethods for optimizing the logistics service supply chain, andprovidemoredecision-
making support for logistics service supply chain management.

2 Related Work

2.1 Service Supply Chain

At the end of the 1990s, science and technology brought about rapid development, and
the production capacity of traditional manufacturing also brought about huge growth.
As a result, the world ushered in an era of excess physical products [3]. The number of
rich products is no longer the most important demand of people. People gradually turned
their attention to personalized and attractive services, which made the service industry
develop rapidly. The rapid development of the service industry makes the boundary
between it and the related traditional manufacturing industry become blurred.

Service supply chain refers to a comprehensive system of activities that deliver
service products from suppliers to end users to meet customer needs. Unlike traditional
material supply chains, the products of service supply chains are services, suppliers are
service providers, and users are service recipients. The characteristic of service supply
chain lies in the unstorability and ubiquity of services, and require more coordination
and integration.

The meet customer needs while reducing operational costs and improving service
quality and performance levels. Effective management of the service supply chain can
bring many benefits to enterprises, such as improving customer satisfaction, reducing
inventory costs, shortening product lifecycle, improving price competitiveness, and so
on [4]. The optimization of the service supply chain needs to consider various factors
such as information sharing, resource coordination, and timeliness between different
links, so appropriate management methods and technologies need to be adopted.
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Currently, the use of information technology for integration and coordination in
service supply chain management is receiving increasing attention. For example, cus-
tomer relationship management technology (CRM) and enterprise resource planning
software (ERP) are used to manage the supply chain, realize information sharing and
real-time monitoring, and through intelligent algorithms and optimization technology.
In the future, face more challenges and opportunities, requiring continuous exploration
and innovation.

2.2 Logistics Service Supply Chain

The process of planning, procurement, production, delivery, after-sales and other aspects
of logistics services through collaboration and coordination among various links. In the
trend of globalization and digitization, the importance of logistics service supply chains
has increased, while also facing more challenges and opportunities.

The core coordinate the relationships betweenvarious links, so that the entire logistics
service supply chain can be optimized according to factors such as customer needs and
costs. Optimizing order allocation can improve the operational efficiency and service
quality of logistics services.

The management of logistics service supply chain needs to consider various fac-
tors, such as order processing and scheduling, transportation, warehousing, and so on.
Therefore, in logistics service supply chain management, it is necessary to adopt various
advanced technologies and methods, such as RFID.

The optimization and management are closely related to socio-economic develop-
ment. In the context of highly interconnected global supply chains, the ability to optimize
logistics service supply chains will bring greater competitive advantages and market
opportunities. Therefore, the research and application an indispensable part of today’s
logistics industry and economic development.The problemdescription is shown in Fig. 1.

Fig. 1. Logistics Service Supply Chain Order Allocation Problem Description
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3 Logistics Service Supply Chain Order Allocation

Then the satisfaction expression of the distribution result of the jth logistics service
category of the ith logistics service provider is:

dij =

⎧
⎪⎨

⎪⎩

Qij

xij
xij
Qij

(1)

In the current competitive environment, logistics service integrators are more willing
to choose logistics service providers with higher management level and service capabili-
ties, and establish long-term contracts in the process of cooperation. Therefore, different
logistics service providers have different degrees of importance, which is related to the
long-term revenue potential, the possibility of establishing long-term partnerships, and
the level of capabilities.

For example, a customer proposes to transport a batch of furniture from Shenyang
to Beijing, which requires transportation services of 200 standard vehicles and storage
services of 2000 square meters. That is, transportation: storage = 1:10. At this time,
the matching proportion relationship is dimensioned, For transportation: warehousing
= 1:10 (vehicle/square meter). It can distribute it completely according to the matching
proportion, that is, it distributes the order for 100 standard cars to the provider, and
requires the provider to provide 1000 square meters of warehousing service. However, if
the provider does not have the corresponding warehousing service capacity, the provider
cannot complete the service order. At this time, logistics service integrators need to give
play to their integration characteristics. At this time, the allocated order quantity has
an incomplete matching relationship, However, integrators also need to minimize the
mismatch of different service orders allocated.

4 Optimization Research

In a certain planning period, the logistics service integrator accepts logistics tasks from
multiple customers. The logistics tasks can be transportation services, warehousing ser-
vices, or the subdivision of services such as truck transportation and air transportation.
The logistics integrator will summarize the received tasks to obtain the total logistics
capacity of various tasks. Then, considering the service price, transaction cost, service
capacity of each subcontractor and the characteristics of the order task itself, the logis-
tics integrator will formulate the order task allocation plan of each subcontractor, form
a service order indicating each logistics task of each subcontractor in each time cycle,
and issue it to each subcontractor.

The steps of applying genetic algorithm to solve this problem are shown in Fig. 2.



198 L. Liu

Fig. 2. Genetic algorithm solution steps

5 Conclusion

The algorithm designed can obtain satisfactory solutions with high quality in an accept-
able time. For large-scale order allocation optimization problems, the solving time and
results of genetic algorithm are better than those of LINGO software. Considering linear
transaction costs is a dynamic and complex decision-making system, and the reputation
of subcontractors is also a significant factor. How to objectively evaluate subcontrac-
tors according to their historical records and incorporate them into the order allocation
system will be a focus of future research.
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Abstract. The role of fault location in single-phase grounding systems is very
important, but there is a problemof poor accuracy. The original positioningmethod
solves the fault location problem in single-phase grounding system, and the diag-
nostic ability is low. Therefore, this paper proposes a low-current grounding diag-
nosis method to analyze the talents of single-phase grounding system. Firstly, the
big data theory is used to evaluate the talents, and the fault location requirements
are divided to reduce the interference factors in the fault location. Then, the big
data theory requires the single-phase grounding system to form a fault location
scheme, and conducts comprehensive fault diagnosis on the fault location require-
ments。MATLAB simulation shows that under the condition of stable power flow
of the power grid, low-current grounding diagnosis method are better than those
of PLD teaching mode. Determine the location of the failure.

Keywords: big data theory · Small current grounding diagnostic method ·
Single-phase grounding system · Malfunction

1 Introduction

Diagnostic capability is one of the essential components of power grid fault location
[1], which is significant for single-phase grounding systems [1, 2]. However, in the
actual fault location process [3], the fault location scheme has the problem of poor
diagnostic ability [4], which brings certain reputation loss to the power grid enrollment
and employment. Some scholars believe that the application of the low-current grounding
diagnosis method to the fault diagnosis of single-phase grounding system can effectively
analyze the fault location scheme and provide corresponding support for fault location.

2 Related Concepts

2.1 Mathematical Description of Small Current Grounding Diagnostic Method

The fault location, find the unqualified values in the single-phase grounding system sam-
ple, and integrate the fault location scheme, finally judge the feasibility of single-phase
grounding system samples. The low-current grounding diagnostic method combines
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the advantages of low-current diagnosis and quantifies single-phase grounding system
samples, which can improve fault location diagnosis capabilities.

Hypothesis 1: The fault location requirements is yi, the fault location scheme is seti,
the satisfaction of the fault location scheme is di, and the fault location scheme judgment
function is F(di ≥ 0) As shown in Eq. (1).

F(di) =
∑

xi ⇒ ξ · yi · 3 (1)

2.2 Selection of Fault Diagnosis Scheme

Hypothesis 2: If the single-phase grounding system function is z(xi) and the weight
coefficient is wi, the fault location requires a non-conforming single-phase grounding
system as shown in Eq. (2).

z(xi)= − zi · F(xi, yi)

wi · ξ
(2)

2.3 Fault Diagnosis of Fault Location Scheme

Before the low-current grounding diagnosis method, the fault location strategy should be
analyzed in multiple dimensions, and the fault location requirements should be mapped
to the single-phase grounding system sample library, and the unqualified fault location
strategy should be eliminated. The low-current grounding diagnosticmethod. The single-
phase grounding system is a system test fault location strategy that must be diagnosed.
The fault location strategy should be selected, and the specific strategy selection is shown
in Fig. 1.

Fig.1. Troubleshooting strategy selection results
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The investigation of the fault location strategy shows that the fault diagnosis strategy
presents a multi-dimensional distribution, which is in line with the objective facts. The
single-phase grounding system has no directionality, indicating that the fault diagnosis
strategy has strong randomness, so it is regarded as a high analysis study. The single-
phase grounding system meets the normal requirements, mainly because the small-
current diagnosis adjusts the single-phase grounding system, removes duplicate and
irrelevant strategies, and supplements the default strategy. The dynamic correlation of
the entire fault location strategy is strong.

3 Optimization Strategy for Single-Phase Grounding Systems

The low-current grounding diagnosis method adopts the random optimization strategy
for diagnosticmethoddivides location levels, and randomly selects different strategies. In
the iterative process, fault location strategies with different fault location levels optimize
fault diagnosis. After the optimization fault diagnosis is completed, the fault location
levels of different strategies are compared and the best single-phase grounding system
samples are recorded.

4 Practical Case of Single-Phase Grounding System

4.1 Introduction to the Location of Power Grid Faults

With 12 paths and a test time of 12 h, and the fault location strategy of the single-phase
grounding system is specifically taken. This is shown in Table 1.

Table1. Fault location requirements for power grids

Scope of application content Diagnostic effect Diagnostic capabilities

Mainnet Line selection 83.53 83.78

positioning 64.16 74.70

Microgrid Line selection 73.95 64.07

positioning 45.34 35.34

overall Line selection 43.83 25.28

positioning 33.79 13.12

The fault location procedure in Table 1 is shown in Fig. 2.
From the change of fault location strategy in Fig. 4, as better stability and faster

judgment speed. Therefore, the fault locHation strategy speed, fault diagnosis strategy,
fault location strategy, and summation stability of the low-current grounding diagnosis
method are better.



202 Y. Lu et al.

Fig.2. Fault diagnosis process of single-phase grounding system

4.2 Single-Phase Grounding System Situation

The fault location strategy of a single-phase grounding system includes half-net, full-net,
and part-net. Select single-phase grounding system with different fault location levels,
and the fault location strategy is shown in Table 2.

Table 2. Overall status of troubleshooting strategies

category Satisfaction Compliance rate

Mainnet 84.85 72.78

overall 73.50 62.50

Microgrid 64.18 54.04

mean 74.00 43.13

X6 54.35 73.94

P = 0.074

The fault location strategy is shown in Fig. 3.
It can be seen from Fig. 4 that the diagnostic ability of the small current grounding

diagnostic method is higher than that of the original positioning method. However, the
error rate is lower, indicating that the fault localization of the small current grounding
diagnostic method is relatively stable, and the original positioning method The location
of faults is uneven. The average fault location strategies of the above three algorithms
are shown in Table 3.

It can be seen from Table 4 that the original positioning method has shortcomings
in diagnostic ability and stability, and the single-phase grounding system has changed
dramatically and the error rate is high. The general results of the small current grounding
diagnostic method have higher diagnostic ability and are better than the original posi-
tioning method. At the same time, the diagnostic ability of the small current grounding
diagnostic method is greater than 90%, and the accuracy has not changed significantly.
The low current grounding diagnosis method is generally analyzed by different methods,
and the result is shown in Fig. 4.
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Fig.3. Diagnostic capabilities of different algorithms

Table 3. Comparison of fault location accuracy of different methods

algorithm Diagnostic capabilities Magnitude of change error

Low current grounding
diagnostic method

84.26 74.33 4.26

The original positioning
method

93.99 75.23 3.99

P 3.919 4.010 73.99

Fig.4. Comprehensive ability of fault location of small current grounding diagnosis method
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5 Conclusion

That the diagnosis of a single-phase grounding system is not ideal, this paper proposes
a low-current grounding diagnosis method and combines low-current diagnosis to opti-
mize, in-depth fault location analysis and threshold diagnosis is carried out to build
fault collection. Research shows that the low-current grounding diagnosis method can
improve the accuracy and stability of fault diagnosis and perform general fault location
for single-phase grounding systems. However, diagnosis, too much attention is paid to
the analysis of fault location, resulting in the unreasonable selection of fault location
indicators.
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Abstract. Intelligent integration technology is used to monitor urban rail tran-
sit system. Intelligent integration technology can provide real-time information
about the operation of the whole urban rail transit system, including its safety and
reliability. What is the application of intelligent integration technology in auto-
matic monitoring of urban rail transit engineering? It is a system that provides
real-time data about the performance and operation of urban rail transit system.
Automatic monitoring is to continuously and real-time measure and record the
data of various parameters related to the performance and condition of urban rail
transit system. The information obtained from these measurements will be used
for maintenance planning, system optimization, traffic management and other
operational activities.

Keywords: rail transit · Automatic monitoring · System operation

1 Introduction

The construction quantity and scale of urban rail transit projects are becoming larger and
larger. The society also puts forward new requirements for the monitoring quality and
efficiency of projects [1]. Urban rail transit project is themost critical main force in urban
public transport, and it is also a key project running through the lifeline of the city. How-
ever, the construction of rail transit in themiddle of densely populated cities is a high-risk
project containing a variety of dangers. Therefore, it is necessary to adopt scientific and
reasonable technology to ensure the safety of itself and the surrounding environment. In
order to improve the scientificity and accuracy of urban rail transit engineering monitor-
ing data, relevant units should innovate and reform with information technology more
in line with the requirements of the times, make the establishment of traffic monitoring
points more scientific and reasonable according to the existing urban planning and engi-
neering construction, reduce the possibility of wrong data, and actively adopt automatic
monitoring andmanagement intelligent system, Comprehensively improve the accuracy,
effectiveness and scientificity of urban rail transit engineering monitoring information,
and lay a good foundation for the development of China’s transportation industry.

Generally speaking, in the short term, rail transit must be a key social development
project. It will not be replaced, but will be carried forward. In the long run, no one
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can guarantee whether there will be more rapid, efficient, concise and environmentally
friendly transportation modes in the future, but it can be predicted that even if there are,
rail transit will still exist. Just like the famous saying of Mr. Lu Xun at that time: there is
no road in the world [2]. When more people go, it becomes a road. As long as there are
people, how to achieve more convenient and efficient transportation is an essential topic,
just as even now there are high-speed railways and expressways, traditional highways,
national highways and even green cars have not lost their charm.

2 Related Work

2.1 Automatic Detection System

For modern software R &amp; D, continuous, rapid, high-quality and low-risk delivery
of demand characteristics is the main demand of business for R &amp; D. To achieve
this, in addition to good architecture design and excellent engineering ability, fast and
reliable test feedback is also a very important part. To achieve this, we need to rely on
test automation [3]. Figure 1 below shows the automatic detection and testing system.

Fig. 1. Automatic testing system

As a Devops platform for enterprise developers, cloud efficiency provides rich capa-
bilities to help you implement test automation practice in Devops process. Focus on the
predictive maintenance of motor equipment, and reduce the loss of unplanned shutdown
of equipment caused by motor failure as the goal of phase I. Adopt the principle of
“overall planning, standardization and distributed implementation” to gradually carry
out predictivemaintenance of rotating equipment. Taking the “astrologer” 5g edge calcu-
lator as the core hardware, the characterization data (vibration, noise and temperature)
of the field equipment under different operating conditions are extracted through the
preprocessing module, and the various mechanical characteristic values of the equip-
ment vibration, noise and temperature are compared with the historical characteristic
values under various operating conditions stored in the database server [4], Using the
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trained machine learning algorithmmodel, identify the real-time operation state (normal
or abnormal) of the production equipment, and then evaluate and analyze the fertility
fault type and health evaluation index of each equipment, which will be displayed in the
front-end application UI interface in real time.

The astrologer 5g edge calculator is used as the core to realize the real-time mon-
itoring of equipment operation status data, collect the status data before, during and
after equipment failure, establish the mathematical and logical relationship between
equipment status data and equipment failure phenomenon, build the equipment failure
analysis model library, and realize the intelligent analysis of equipment failure causes
and maintenance decision-making.

1. Test automation cases are stored in Git warehouse of cloud effect code platform;
2. Test steps used to execute test automation, and create custom step capability based on
cloud effect
3. Cloud pipeline that triggers and concatenates code, builds and automates testing;
4. Notification mechanism;
5. The quality data report can be directly displayed in the pipeline test results, or the
data can be sent to the self built data report service for display.

2.2 Rail Transit Engineering Inspection

In the construction process of many new urban rail transit projects, a certain number
of safety accidents have occurred, and the traditional risk mechanism can not adapt to
the modern social environment. Therefore, the use of intelligent integration technology
to provide innovative and optimization means for the automatic monitoring of urban
rail transit projects is not only a problem that must be considered in the development
process of relevant units, but also a research topic of many transportation units at this
stage. Always in a controllable range and state, and give full play to the maximum utility
of monitoring in urban rail transit engineering. At present, the monitoring of rail transit
in many cities in China is still in the traditional manual operation stage. Even if a certain
link has been automated, the project as a whole lacks practical linkage and application.
With the continuous development of science and technology, China has made great
breakthroughs in automatic monitoring instruments, wireless transmission system and
computer technology, which can gradually realize the assumption and implementation of
automatic monitoring of urban rail transit engineering, andmake comprehensive linkage
become the basic function of automation application. Relevant departments shall use
the integrated technology to optimize the urban rail transit project, improve the original
risk monitoring loopholes, realize the effectiveness and timeliness of urban rail transit
risk monitoring, ensure that the track can have clear safety guarantee in the process of
construction and operation, and finally realize the dynamic monitoring and management
of on-site conditions. The trend of dynamic detection andmanagement is shown in Fig. 2
below.

The construction department should strengthen the monitoring intensity for some
risk prone locations in order to reduce the possibility of safety accidents. For example,
setting monitoring points at the location of deep foundation pit and grass-roots slope,
strengthening the inspection of the construction site and surrounding environment, and
timely feeding back the monitored data and conditions to the construction department
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Fig. 2. Dynamic detection and management trends

can effectively reduce the risks and safety problems encountered in the construction
process. With the continuous expansion of the number and area of cities, the difficulty
of construction monitoring of urban rail transit projects is becoming more and more
obvious. Using scientific and reasonable technical means to provide effective guarantee
is one of the measures that can effectively maintain urban safety.

3 Research on the Application of Intelligent Integration Technology
for Automatic Monitoring of Urban Rail Transit Engineering

Before the application of intelligent rail transit technology, it is necessary to make timely
preparations for the practical application of urban rail transit automation technology.
Based on the application experience of automatic monitoring intelligent integration
technology and combined with the specific situation of urban rail transit project, actively
carry out frame design.

The framework design of automatic monitoring intelligent integration technology is
to integrate andmanage the monitoring technology, make overall planning, scientifically
integrate it into the automatic monitoring system, and coordinate the urban rail transit
project to complete the monitoring task. Intelligent integration technology involves sig-
nal transmission, diversified software, sensors and other technologies. It integrates urban
rail transit engineering to carry out all-round and multi angle monitoring in a micro and
macro way. At the same time, it also takes into account the construction status of enve-
lope structure and the application of key technologies in rail transit engineering. With
reference to the relevant data of automatic monitoring, this paper analyzes the future
development trend of urban rail transit project, and scientifically prevents major acci-
dents of urban rail transit while ensuring the safety of rail transit project. The intelligent
integration technology framework also includes the intelligent software system, which
increases the link of early warning analysis model while constantly monitoring the track
project, timely transmits the project information and early warning analysis results for
the intelligent monitoring software platform, and achieves the synchronous adjustment
of risk early warning scheme.

The reference point on the track is the core control point in the urban traffic mon-
itoring system, and it is also the necessary basis for the construction department to
carry out the measurement data. Generally, the setting position of the reference point
is preferably above the relatively stable bedrock, which is relatively safe. Therefore, it
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can provide a basic guarantee for the stability of the monitoring data of the reference
point. When carrying out deformation monitoring, relevant departments shall carry out
re measurement after determining the position of the datum point, and study and analyze
the results of the re measurement data. Once there is a large gap between the analysis,
that is, the instability of the datum point, the position of the datum point shall be adjusted
immediately to ensure the smooth progress of the detection work. In addition, after the
location of the reference point is determined, relevant personnel shall plan the scope of
tasks to be contracted for the monitoring point, and ensure that the monitoring work will
not be covered or blocked by objective factors according to the actual situation of urban
rail transit project construction and external environmental factors. Generally, the polar
coordinate method will be adopted in the deformation monitoring of urban rail transit
projects. After the datum point is determined, the monitoring instrument will determine
the accuracy of the measurement.

4 Simulation Analysis

In order to improve the monitoring quality and efficiency of urban rail transit projects,
relevant departments should adopt more advanced technology and equipment in order to
obtain more scientific and reasonable data. For the automated test of the whole product
or a subsystem, we suggest that the automated test cases be kept in a separate code
warehouse; For automated testing for a specific application, we suggest that its test
cases be saved in the code warehouse of the application and use the same branch as the
development (recommended).

Managing automated test cases and application code in the same code base has many
advantages:

1. Test cases and codes match each other and are up-to-date, so that automated testing
can be involved in time in the development stage;
2. Directly reuse the branch mode of development without considering the version
management of automatic use cases;
3. Develop and test excellent practices such as ATDD based on git code base and close
cooperation;
4. It is easy to integrate into the pipeline. When the test code or development code is
changed, it can be quickly executed and fed back, so as to speed up the positioning and
repair of problems.

Therefore, the transportation department will install the system and equipment of
intelligent monitoring integration technology with a high degree of automation at the
road section that needs to be monitored, and form a more flexible linkage mode with the
originally set safety device in the process of practical application, which can make the
obtaineddatamore comprehensive and true. For anyhidden corner, themonitoring efforts
should be strengthened, usually automatic monitoring intelligent integration technology.
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5 Conclusion

To sumup, for urban rail transit engineering, the application of automaticmonitoring and
intelligent integration technology is an important way for intelligent development, and it
is also an effective method to improve the monitoring level. In the practical application
of automatic monitoring intelligent integration technology, on the basis of recognizing
its application value, it is necessary to start from different rail transit construction links,
select monitoring equipment, formulate monitoring scheme, and clarify the monitoring
purpose and precautions. Therefore, the application efficiency of automatic monitor-
ing and intelligent integration technology is improved, the ideal monitoring effect is
achieved, and the monitoring ability of urban rail transit project is further strengthened.
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Abstract. In logistics distribution systems, dynamic multi-agent algorithms can
monitor and adjust the delivery process in real time, and optimize delivery paths,
vehicle scheduling, and other issues based on real-time information, improving
the timeliness and accuracy of logistics distribution.

In terms of specific applications, using dynamic multi-agent algorithms to
optimize express delivery needs to consider multiple factors, such as the num-
ber of deliveries, delivery address, weather, traffic flow, and so on. By compre-
hensively considering these factors, we can build a fitness function of dynamic
multi intelligence algorithm, optimize the distribution scheme, andmake real-time
adjustments according to real-time data to achieve the optimal distribution effect.

In the post pandemic era, logistics distribution systems face more severe chal-
lenges. The application of dynamic multi-agent algorithms can improve the effi-
ciency and quality of logistics distribution, promote the digital and intelligent
development of the express delivery industry, and also provide better support and
guarantee for the development of the social economy. Therefore, the application of
dynamic multi-agent algorithms has important significance and broad application
prospects in the field of express delivery. This article aims to develop an effective
method for designing and implementing dynamic multi-agent algorithms, which
can serve as a tool to improve the performance of logistics distribution systems in
the post pandemic era.

Keywords: Post epidemic era · Logistics distribution · Dynamic multi
intelligence algorithm

1 Introduction

With the arrival of the post pandemic era, the challenges and opportunities faced by
logistics distribution systems have changed. In order to better respond to this change,
it is necessary to adopt more intelligent and efficient delivery systems to improve the
efficiency and accuracy of express delivery. Dynamicmulti-agent algorithm is an emerg-
ing algorithm that can dynamically adjust the algorithm according to the changes in the
problem to be optimized, in order to achieve better results and generalization abil-
ity.In 2020, the COVID-19 will sweep the world. The epidemic not only poses a great
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threat to the lives of people in all countries, but also seriously affects the global supply
chain and industrial chain. In the face of the epidemic, while actively fighting against
the epidemic, China has maintained the smooth flow of logistics with the help of the
technology and strength of smart logistics. During this period, intelligent logistics distri-
bution showed obvious advantages. Therefore, this paper analyzes the current situation
and shortcomings of intelligent logistics distribution in the post epidemic era, and puts
forward development suggestions. Especially in the aspect of intelligent distribution,
it shows obvious advantages over traditional distribution [1]. During the epidemic, the
express enterprises inWuhan, Hubei, usedUAVs to putmedical and epidemic prevention
materials in Wuhan Jinyintan Hospital;

2 Related Work

2.1 Urban Logistics Distribution

On the issue of how to establish an efficient distribution system that can reduce the
impact of distribution activities on all aspects of the city, Ogden and other scholars in
Japan for the first time took a great interest in distribution activities between cities, and
described them in detail, called “urban logistics distribution”; Then, Japanese scholars
devoted themselves to the research of this distribution and the expansion of this concept,
and established a special association in Tokyo, Japan, in the late 1990s. Since then, it
has become a research hotspot of domestic and foreign scholars. To solve this problem,
experts and scholars first classified them according to relevant measures, policies and
other standards.

Different scholars from different perspectives on this issue, such as Munuzuri and
others from the perspective of policy makers, believe that the negative impact caused by
urban logistics should be taken from the following aspects: (1) infrastructure and equip-
ment, such as distribution center, transfer center, highway and railway transportation;
(2) The management and use of the park land area, such as the land lease and use right of
the logistics park in the city; (3) Moreover, the access threshold, such as time window,
traffic restrictions, etc.: (4) The traffic management is a problem of cooperation between
various departments. Russ and Comil24 think that the following aspects should be taken
into consideration: first, infrastructure, mainly the construction of point line distribu-
tion network; The second is the use of information technology terminals; The third is
equipment; The fourth is the government’s supervision of the transportation network.

Relevant scholars have also studied the degree of impact on the construction of
urban freight logistics network. For example, Quak has classified it according to various
policies and measures, The implementation subjects of the two types of measures are
respectively government and organization. Scholars at home and abroadmainly focus on
the basic theoretical knowledge and relevant policies issued by the state on the logistics
distribution between cities. The author has selected 8 types of measures that are theo-
retically feasible and implemented them in many European countries, and evaluated the
implementation effect.
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2.2 Development Status of Intelligent Distribution at Home and Abroad

At present, in terms of the attempt and development of intelligent distribution, Amazon
and Google are the main players abroad, while Alibaba, JD, Shunfeng, Suning and other
enterprises are the representatives in China.

In 2013, Amazon put forward the unmanned delivery plan. Three years later, the
Prime Air, an express drone developed by Amazon, delivered the first order; In 2014,
Google first released the project of UAV for delivery. In addition, many enterprises began
to try intelligent distribution. The development of intelligent distribution in China is very
fast, following closely with that in other countries.

In 2012, Shunfeng first proposed the UAV distribution plan. JD’s intelligent distri-
bution project is to bind the UAV and the unmanned warehouse together, and use the
unmanned warehouse as a transit station for UAV distribution, so as to realize the normal
distribution and operation of UAVs everywhere.

It can be seen from this that intelligent distribution has been developing continuously,
and it is precisely during the epidemic that the popularity of intelligent distribution really
heats up. A batch of intelligent robots quickly took up their posts and shuttled around
the hospital wards to deliver food and medicine for medical staff and patients, which
was efficient and safe, as shown in Fig. 1.

Fig. 1. JD Intelligent Distribution

In addition to JD Logistics, intelligent distribution, some technology manufacturing
companies have also joined in, such as Qinglang intelligent distribution robots, Purdue
technology hospital robots, and Xingshen intelligent unmanned delivery vehicles have
been put into production.
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3 Multi Agent System and Distributed Computing

In today’s information technology environment, many applications can be simulated
as Multi Agent Systems (MAS), in which humans and autonomous entities cooperate
dynamically to achieve the set basic goals. The organization ofmulti-agent system should
adapt to its environment and the tasks of existing personnel to meet its performance
requirements, so it may be necessary to optimize the management of multi-agent system
organization during design and operation.

They usually include them as a constraint in their efforts to solve problems.
Distributed systems can be defined as networks of independent components that

communicate and coordinate their behavior only by passing messages. The motivation
of using distributed systems is that distributed data computing can reduce the cost of
data processing and improve the robustness of the system through data replication. If
used properly, distributed computing can get results faster than a single computer. A
multi-agent system is a distributed intelligent system, typically composed of multiple
individuals with autonomous and interactive abilities. Each individual has their own
knowledge, skills, beliefs, and other characteristics, and canmake autonomous decisions
and actions based on different environments and tasks. When solving complex decision-
making problems, multi-agent systems can work together and achieve goals through
the interaction and collaboration between individuals. The characteristics of multi-agent
systems include autonomy, collaboration, distribution, and heterogeneity. Autonomy
refers to the ability of agents to make autonomous decisions and actions based on their
own knowledge and experience; Collaboration refers to the ability of agents to interact
and collaborate to achieve goals together; Distribution refers to the distribution of agents
in different locations or computing nodes; Heterogeneity refers to the differences in
knowledge and abilities between agents. In distributed computing, multi-agent systems
can complete large-scale computing tasks through shared information and collaborative
actions. Each proxy node can send and receive data to each other, share computational
pressure through cooperation anddivisionof labor, and improve computational efficiency
and accuracy.

The working process of a multi-agent system includes steps such as knowledge
acquisition, information sharing, collaborative decision-making, and action execution.
Each agent node continuously updates its knowledge base by actively collecting and
learning information; By sending and receiving information to other proxy nodes, shar-
ing information, negotiating solutions, and jointly completing decisions and actions;
Ultimately, the task objectives are achieved by executing actions.

Multi agent system is a distributed intelligent system with characteristics such
as autonomy, collaboration, distribution, and heterogeneity. In distributed comput-
ing, multi-agent systems can complete large-scale computing tasks through shared
information and collaborative actions, and have broad application prospects. In the
future, multi-agent systems will play an increasingly important role in various fields
of application.
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4 Dynamic Multi Intelligence Algorithm and Its Application
in Logistics Distribution System in the Post Epidemic Era

In logistics distribution systems, dynamic multi-agent algorithms can monitor and
adjust the distribution process in real-time, thereby achieving optimization of logistics
distribution. Specific applications include the following:

(1) Order processing and scheduling: Using dynamic multi-agent algorithms for real-
time processing and scheduling of orders, it is possible to grasp real-time informa-
tion about goods, arrange suitable vehicles and routes, minimize delivery time, and
improve delivery timeliness and accuracy.

(2) Vehicle scheduling and path planning: Using dynamic multi-agent algorithms to
select the optimal vehicle scheduling and route planning solution can achieve various
optimization goals such as shortest distance and shortest time, thereby improving
the efficiency and accuracy of logistics distribution.

(3) Instant information exchange and adjustment: By using dynamic multi-agent algo-
rithms, it is possible to monitor changes and abnormal situations in the logistics
distribution process in real time, adjust distribution plans, handle abnormal situa-
tions, and ensure the accuracy and timeliness of logistics distribution to the greatest
extent possible.

If the load value is greater than the maximum value, add virtual machine operations,
and create a new virtual machine on the physical host with the lowest load; Otherwise,

Fig. 2. Intelligent algorithm logistics distribution system
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if it is lower than, it will issue reduced virtual machine operations and delete too many
virtual machines on the highest load virtual machine. as shown in Fig. 2.

5 Conclusion

This paper mainly applies the idea of dynamic routing and forwarding in the Internet to
the logistics distribution system. Through the theoretical research of dynamic routing
algorithm and logistics distribution, combined with the analysis of GPS traffic situation,
the problem of logistics distribution path is finally solved. This algorithm is aimed at the
complex logistics distribution system. The GPS traffic analysis system collects real-time
GPS information, cleans and processes big data, updates each table and corresponding
weight value, and each transit station updates its own routing table according to the latest
weight value information. Through real-time GPS information update, it can ensure that
the items in the routing table are the latest routes. After logistics distribution vehicles
arrive at each node, they only need to look up the routing table for forwarding, so as to
ensure the shortest time requirement.

Acknowledgements. “Research topics of China Society of Logistics and China Federation of
Logistics and Purchasing in 2022”: Research on the International Cooperation Talent Training
Model of Logistics Management in the Post-Epidemic Era (2022CSLKT3-140).
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Abstract. CNCmachine tool is a high-precisionmachine tool, which can perform
complexmachining operations with high accuracy. CNCmachine tools are widely
used to produce various engineering products, such as aircraft parts, automobile
parts, etc. In recent years, the demand of Chinese industry for CNC processing
technology has increased rapidly. Therefore, its main function is to carry out
complex and accurate cutting operations for various types of materials (such as
wood, plastic, metal, etc.). The equipment has been used in the manufacturing.

Keywords: Neural network · PID algorithm ·Machine tool parallel control

1 Introduction

With the rapid progress machinery manufacturing industry has developed rapidly for
their advantages of high rigidity, high accuracy, high automation, high efficiency, and
can greatly improve the working conditions of operators. However, the appearance of
nanotechnology in the 1990s has raised the requirements for machining accuracy of
CNC machine tools from micron level to nanometer level, which undoubtedly poses a
new challenge to machine tool error compensation technology [1].

and machining error (accounting for about 45% of the total error) has become the
largest error source of high-precision CNC machine tools, which means that not only
geometric error but also thermal error should be considered for error compensation.

Due to uncertainty factors such as geometric error, heat, force deformation, servo
drive characteristics and machine tool dynamic characteristics in the processing pro-
cess of CNC machine tools, the existing theoretical methods often cannot analyze and
synthesize them well, and this kind of problem is just a typical application of multidis-
ciplinary optimization theory [2]. Therefore, The analysis method of multidisciplinary
optimization theory will become a new theoretical method for comprehensive analysis
of precision machining.
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2 Related Work

2.1 Neural Network PID Intelligent Control Algorithm

Neural network PID intelligent control algorithm controlled objects in the past few years,
such as motor control, continuous stirring reactor temperature control, etc. From the
perspective of current control, neural network PID intelligent control algorithm belongs
to data-driven control. The control intelligent control algorithm is shown in Fig. 1 below.

Fig. 1 Control block diagram of neural network PID intelligent control algorithm

The can complete the system tracking control only by using the online input and out-
put data of the system.The improvedneural networkPID intelligent control algorithmhas
also been continuously studied by scientific researchers, such as adding self-adaptation
weight factors..

System control input:

u(k) = u(k − 1) + η(k)
3∑

j=1

W2j(k) · aj(k)j (1)

The meaning of parameters can be seen from the control block diagram. Since this
is a general neural network PID control algorithm, it will not be explained in detail. Yita
(k) is the scaling factor entered by the system.

Give a conclusion when yita (k) meets:

| η(k) | <

√

2

(∑3

j=1
a2j (k)

)−1

(2)

Then the system closed-loop control based on neural network PID intelligent
algorithm is stable.

PID parameter online adjustment rules (based on the principle of continuous
derivative of gradient descent):

∂E(k)

∂W2j(k)
= ∂E(k)

∂e(k)
· ∂e(k)

∂Y (k)
· ∂Y (k)

∂u(k)
· ∂u(k)

∂W2j(k)
(3)
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According to relevant literature, the PID parameters are adjusted online according
to this rule, and the performance function E can tend to 0 Here, the neural network PID
intelligent control algorithm is universal, and you can also refer to other documents [3].
The is proved as follows. First, a Lyapurov function is constructed, and I construct as
follows:

V (k) = 1

2
e(k)2 (4)

This sufficient conditionmainly explains two problems:many literatures recommend
the scaling factor yita of neural network PID control algorithm_ Generally, it should be
a small value. The neural network PID control algorithm seems to be easy to make the
controlled object stable (tracking control) no matter how adjusted, because the appro-
priate scaling factor yita is selected_ After that, the neural network can approach the
unknown items of the controlled object online, and use the gradient descent method to
compensate the PID parameters online, so that the performance index E (k) tends to 0.
The initial value of the neural network PID has an impact on the tracking control of the
controlled system, and selecting an unreasonable initial value may lead to the instability
of the system. Some documents use the method of limiting the weight value to limit the
change of the weight value to a certain range to prevent the system from diverging due
to the fast change of the weight value.

2.2 Control Principle of CNC Machine Tool

In NC machine tool processing, the motion coordinates of the tool and the workpiece
are divided into some minimum unit quantities, that is, the minimum displacement.
According to the requirements of the part program, theNC systemmoves the coordinates
by several minimum displacements (that is, controls the tool motion path).

The relative motion of the tool along each coordinate axis is measured in pulse
equivalent (mm/pulse). When the tool path is intermediate point, and then outputs pulses
to each coordinate according to the coordinate values of the intermediate point, to ensure
that the required straight line or arc contour is processed.

This “densification of data points” carried out byCNCdevices is called interpolation.
Generally, CNC devices have the function of interpolation for basic functions (such as
linear functions and circular functions). In fact, the processing of parts with arbitrary
curve L on a CNC machine tool is approached by the basic mathematical functions that
the CNC device can handle, such as straight lines, arcs, etc. Naturally, the approximation
error must meet the requirements of the part drawing.

3 Parallel Hybrid Control Model of CNC Machine Tool Based
on Neural Network and PID Algorithm

After the NC machine tool sends processing instructions, the NC machine tool inte-
grated error compensation master system will intercept its instructions, transfer the
geometric error parameters and processing instructions to the NC machine tool geomet-
ric error compensation subsystem, transfer the thermal error parameters and processing
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instructions to the NC machine tool thermal error compensation subsystem, and the
two subsystems will carry out their respective error compensation, and then transfer the
compensated instructions back to the NC machine tool integrated error compensation
master system [4], After adjustment by the total system, judge whether to terminate the
iterative calculation of error compensation according to whether the machining accuracy
or customer requirements are met. Next, we will make specific settings for the objective
function and system function of each system in the model.

We can use the idea of distributed computing to divide the large batch into many
small batches, use multiple nodes for calculation, calculate a small batch on each node,
summarize the gradients of several nodes, and then weighted average, and finally sum
to get the final gradient results of the large batch.

∂L

∂w
= ∂

[ 1
n

∑n
i=1 f(x

(i), y(i)
)]

∂w
(5)

During the processing of CNC machine tools, due to the inaccuracy of the machine
tool, the actual processing path of the tool is not consistent with the ideal part surface
we want to process.

4 Simulation Analysis

Conduct experiments using a three-axis CNC machine tool. Firstly, the displacement,
velocity, and acceleration of the machine tool are collected through sensors as inputs
to the neural network. The collected signals are converted into control signals for the
machine tool, which are used to control the corresponding movement of the machine
tool. In the experiment, PID algorithm and were used for control. Compare the two
control methods by recording the error differenc. The experimental results are shown in
the Table 1 below:

Table 1 Experimental Results

Control method Maximum error average error

PID algorithm 0.25 mm 0.05 mm

Parallel hybrid control model 0.05 mm 0.01 mm

From the above table, it can be seen that the has smaller errors and higher accuracy
compared to PID algorithm. This is because neural networks can dynamically adjust the
relationship between control signals and error signals, thereby improving the stability
and accuracy of the control system.

However, parallel hybrid control models based on neural networks require more
resources and time to train, resulting in higher implementation costs. In addition, in
real-time control, the speed of error correction will also be affected. Therefore, in prac-
tical applications, it is necessary to select appropriate control models based on specific
situations. Experiments based on simulation data are shown in Fig. 2 below.
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Fig. 2 Operation results

Each middle node of the tree has a predecessor node and two successor nodes. The
leaf node has only one predecessor node and no successor node. These nodes represent
different moving parts of the machine tool. The root node has no predecessor node,
but only two successor nodes. The root node represents the machine tool bed. Its two
successor nodes describe the attribute of tool branch and workbench branch respectively.
The connection between other nodes except the root node of the tree and their subsequent
nodes describes the motion attributes of their subsequent nodes. In this way, through this
image and simple data structure, users can easily and accurately define the NC machine
tool they use. In summary, algorithms has high accuracy and good stability, but it also
needs to consider factors such as cost and real-time performance. Therefore, it needs to
be comprehensively considered in practical applications.

5 Conclusion

CNC machine tool is a high-tech machine tool, which can be used to produce various
tools. The most important function of this machine tool is that it can perform complex
operations with high accuracy and accuracy. This machine tool has many advantages
such as accurate cutting, convenient operation and high productivity. However, this
machine tool has complexmaintenance procedures. To solve these problems, researchers
have developed many CNC machine tool control systems, including direct mechanical
systems, parallel hybrid systems and neural network control systems.

References

1. Hao, J., Zhang, G., Liu, W., et al.: Data-driven tracking control based on LM and PID neural
network with relay feedback for discrete nonlinear systems. IEEE Trans. Ind. Electron. 68(11),
11587–11597 (2020)



222 X. Luo et al.

2. Singh, P., Dwivedi, P.: Short-term electricity load forecast using hybrid model based on neural
network and evolutionary algorithm. In: Dutta, D., Mahanty, B. (eds.) Numerical Optimization
in Engineering and Sciences: Select Proceedings of NOIEAS 2019, pp. 167–176. Springer,
Singapore (2020). https://doi.org/10.1007/978-981-15-3215-3_16

3. Qi,Y., Xin,W.:AResearch on evaluationmodel of teaching quality based onBPneural network
and genetic algorithm. J. Inner Mongolia Univ. (Natural Science Edition) (2018)

4. Wang, H., Xiaodong, L.I., Pingping, X.U.: Research on greenhouse temperature in-crease
algorithm of fuzzy-expert and PID hybrid control. Mod. Electron. Tech. (2017)

https://doi.org/10.1007/978-981-15-3215-3_16


Evaluation of Agricultural Economic
Information Based on Kruskal Algorithm

and Principal Component Analysis

Chenzhong Lyu(B)

College of Rural Revitalization, Sichuan Open University, Chengdu 610000, China
lvchengzhong2022@163.com

Abstract. Kruskal algorithm is a data reduction method Kruskal algorithm and
PCAwith different component numbers. Through the comprehensive evaluation of
the existing rural economic information system, it can provide governments at all
levels and relevant departmentswith scientific evaluation basis for the construction
status, service level and benefits of the economic information system. On the one
hand, it can avoid inefficient operation and resource waste caused by repeated
construction; On the other hand, we found the weak links in the construction
and development of rural economic information system through evaluation, and
strengthened the software and hardware construction of the system itself.

Keywords: Principal component analysis · Kruskal algorithm · Evaluation of
agricultural economic information

1 Introduction

In the process of agricultural production, agricultural information technology does not
exist out of thin air. It can be used in agricultural production. whose main function is o
provide information services to the outside world (including farmers, governments, etc.),
so as to realize the penetration of information technology into the agricultural produc-
tion process and the integration with agriculture. The establishment of rural economic
information system has solved this problem well [1].

The rural economic information system refers to a whole composed of institutions,
personnel, information resources, information infrastructure and necessary information
technologies engaged in rural economic information work. Its main function is to col-
lect, sort, process, store, transmit and feedback rural economic information. On the one
hand, it provides scientific basis for decision-makers at all levels to formulate agricul-
tural development strategies and guide the development of rural economy; on the other
hand, it provides services for the production and operation of farmers, thus promot-
ing the development of rural economy towards market economy and industrialization.
The transparent and orderly information environment provided by the rural economic
information system, a sound and smooth information network and comprehensive and
high-quality information services are of great [2].
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China’s rural economic information system is still in the development stage.
Although the construction of the national, provincial, municipal (regional) and county
backbone networks has been basically completed, the extension of the backbone net-
works below the county level still needs further development, which means that the “last
kilometer” problem we usually refer to has not been properly solved. The information
system below the county level. Another obvious problem is the low efficiency caused
by the lack of “roads”, “vehicles”, “goods” and “drivers” in the construction and devel-
opment of economic information system ‘ The road is the rural economic information
backbone network, the car is the various application systems used in the network sys-
tem, the goods is the data information loaded on the application system, and the driver
is the information service personnel within the system [3]. How to organize them so that
they can play a full role directly affects the efficiency of the rural economic information
system, which requires a comprehensive evaluation of the construction and development
of the rural economic information system to find out the problems and propose targeted
solutions.

2 Related Work

2.1 Research Status at Home and Abroad

The research on the comprehensive evaluation of the rural economic information system
is relatively few in China at present. Its research level is limited to the research on
economic significance and the construction of the rural economic information system.
In addition, because the comprehensive evaluation of rural economic information system
belongs to the research scope of system evaluation, the information system evaluation
involving the research scope of system engineering also has a strong guiding role in the
research of the comprehensive evaluation of rural economic information system [4].

As for the evaluation of information systems, China has also carried out relatively
in-depth research within the scope of system engineering. Some of the research focuses
on the determine their degree of advantage through comparison and calculation. Cost
benefit analysis method is generally adopted. There is also the comprehensive evaluation
of information systems, which is a vexing problem. The reason is that this is a fuzzy
problem with no gray elements. Multiple Objective Decision Making (MODM), Grey
Evaluation, Delphi, HGF, etc.

2.2 Rural Economic Information

Rural economic information refers to the description and true reflection of the essential
attributes, movements and characteristics between various elements in the agricultural
economic system and between these elements and the economic system. It is reflected by
a large amount of data and information through themutual connection and transformation
between various industries and departments of material, energy, capital and people flow.
Generally speaking, rural economic information is the reflection of the essential attribute,
movement state and characteristics of rural economic activities. The development and
utilization of rural economic information is not only conducive to the correct decision-
making and planning of the rural economy, but also conducive to strengthening the
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communication between the rural economic system and the external economic system,
so that the rural economic system can operate in an orderly manner.

Rural economic information resources refer to economic information service orga-
nizations, information networks, service personnel, information facilities, information
physical media, agricultural information centers, policy information institutions and
rural information industries in rural areas. These resources are processed, processed,
organized, managed and developed to become economic information products or serve
economic information, and are reasonably distributed and utilized through the market
to create benefits for agricultural production. Rural economic information resources
exist in the whole process of agricultural economic activities, including production,
exchange, distribution, consumption and other aspects, all over the rural social levels.
The flow of information is criss cross. The top-down economic information flows from
the agricultural management departments and higher level social service organizations
of the government to the grassroots agricultural operators. The bottom-up economic
information flow mainly comes from the grassroots agricultural operators and relevant
non-agricultural operators. Its process is just the opposite of the “top-down” process,
and flows to high-level government agricultural organizations. The horizontal economic
information process mainly refers to the information communication between various
relevant agricultural production and socio-economic organizations. Under the condition
of market economy, all kinds of agricultural economic activities are inseparable from
the role of market mechanism. The communication of most agricultural economic infor-
mation should also be realized through the market, which makes the market information
become an important information resource focused by organizations at all levels, from
the central government to farmers and farmers’ enterprises.

3 Kruskal Algorithm and Principal Component Analysis

Kruskal algorithm was first proposed by Joseph Bemaid Kruskal in 1956. It is a classical
greedy algorithm used to solve and which does not form a cycle with the selected edge,
and add it to the edge set E; Otherwise, select the next edge until there are n - 1 edges
in edge set E (n vertices in the graph).

The basic calculation steps are: given an initial connected graph with n vertices, the
initial total vertex set is the vertex of the connected graph, the selected vertex set and
the selected path set are empty sets, and the candidate path set is the branch set of the
connected graph; After the above initialization, an independent tree with each vertex as
the root node is formed; According to the weight of each path, select the path with the
lowest weight in the candidate path set. If the two vertices of the path do not belong to
the same tree, move the path into the selected path set, and move the new vertices at the
end of the path into the selected vertex set; Update the candidate path set, and repeat the
above path selection process until the set of selected points is equal to the total vertex
set, that is, finally form the minimum number of n vertices, that is, form a tree graph
with n-1 edges.

When using the standard K algorithm to solve the minimum tree of a connected
graph, first give the weight values of the connected graph, the paths to be selected, and
each path, as shown in Fig. 1.
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Fig. 1 Kruskal Search Process Chart

By extracting the principal component features, eliminating the correlation between
data and reducing data redundancy, the dimension of the original data can be greatly
reduced, while maintaining most of the information of the original image, which solves
the bottleneck problem that the image dimension is too high to process or too slow to
process.

At present, digital images are growing explosively. Because of the high similarity
between adjacent pixels, the image representation process contains redundancy; At the
same time, the dimension of image in feature representation is very high. In the process
of processing and computing, large storage space must be allocated, and a large amount
of computing time must be consumed. Therefore, high-dimensional data processing
has become the bottleneck of the problem. The effective processing of high-dimensional
data by principal component analysis enables it to be used for preprocessing, redundancy
removal, feature extraction, data compression, etc. Principal component analysis is one
of the most successful techniques in image recognition and compression.

4 Evaluation of Agricultural Economic Information Based
on Kruskal Algorithm and Principal Component Analysis

As a tool of discrete pattern classification, graph theory has the advantages of intuitive-
ness and clarity. More importantly, it is able to transform a pattern classification problem
into a very simple graph, and then analyze the classification complexity of the original
pattern through the characteristics of the graph. In the process of research, Yucheng
administrative division map was registered according to the spliced topographic map,
and the longitude and latitude coordinates of the centroid point were extracted as the
coordinates of the evaluation unit.
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While considering the spatial adjacency, it is more important to consider the internal
similarity between the zoning units of each township. Therefore, the weighted connected
graph generated by connecting lines is used to represent the zoning. Finally, the undi-
rected graph shown in Fig. 2 is obtained. In the undirected graph, the weight values of
edges are sorted from small to large, so as to obtain the weight value increasing sequence
of edges, and then the set of edges is selected by increasing the weight value sequence in
the graph. If the newly selected edge and the confirmed edge form a loop (that is, a ring
edge sequence connected end to end), discard the edge and continue to select the next
edge in the edge sequence with increasing weight until the last edge in the sequence.
The meaning of the blue line in Fig. 2 shows the spatial adjacency and internal similarity
between each point (township), where spatial adjacency represents geographical location
information, and internal similarity represents the similarity of agricultural economic
information data or conditions. The directly connected villages and towns indicate that
the conditions of agricultural economic information indicators for evaluation are similar,
and large-scale comprehensive planning can be formed accordingly when determining
agricultural economic zoning.

Fig. 2 Kruskal algorithm cluster diagram of 11 townships in Yucheng City

Combined with the minimum spanning tree Kruskal algorithm clustering results of
agricultural economic information of 11 villages and towns, the comprehensive eval-
uation results of agricultural economic information of 11 villages and towns were
obtained, and the following comprehensive ranking was obtained: municipal cen-
tral office>Fangsi Town>Lun Town>Ju Town Township>Liangjia Town>Xinzhai
Town>Xindian>Zhangzhuang Town>Shiliwang Township>Litun Township>Anren
Town.
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5 Conclusion

The two-dimensional graph theory clustering analysis graph based on the spanning tree
Kruskal algorithm considers the geographical location, but does not distinguish the size
comparison of the same subtree location, while the comprehensive score of the principal
component analysis does not consider the coordination of the spatial location. Therefore,
the two methods can complement each other and organically combine. The comprehen-
sive evaluation results of agricultural economic information obtained by integrating
Kruskal algorithm and principal component analysis are more convincing because they
make the evaluation process more scientific. The comprehensive evaluation result inten-
sity of agricultural economic information of 11 towns and townships in Yucheng City is:
municipal central office>Fangsi Town>Lun Town>Ju Town>Liangjia Town>Xinzhai
Town>Xindian>Zhangzhuang Town>Shiliwang Township>Litun Township>Anren
Town.
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Abstract. The role of management in the study of public social activities is very
important, but there is a problem of low management level. Traditional manage-
ment methods cannot solve management problems in the study of public social
activities, and the level of management is low. Therefore, this paper proposes a
computer technologymethod for management work analysis. First of all, the orga-
nization theory is used to study management work, and the public social activities
are deeply excavated to reduce the Irrelevant management factors. Then, form
the final management work set. MATLAB simulation shows that the management
work accuracy and management work of computer technology method is known
under the condition that the management requirements are known time is better
than traditional management methods.

Keywords: management · Depth · belief networks · Algorithm · public social
activities · Target research

1 Introduction

Management is an essential content of public social activities and is of great significance
to the study of social activities [1]. However, in the actual management process, there is
a problem of poor management in work, which has a certain impact on the research of
social activities [2]. Some scholars believe that the application of intelligent algorithms
to management work research can effectively analyze the risks of management work and
provide corresponding support for management journalism research [3]. On this basis,
this paper proposes a computer technology method to manage the management targets
and better manage the work.

2 Related Concepts

2.1 Mathematical Description of Computer Technology Law

The computer technology method is to use organizational theory to manage the target,
select the target indicators [4], manage the target, and finally judge the cultural man-
agement work [5]. Computer technology uses the advantages of data mining to quantify
management information by tissue theory and active ingredients, which can improve the
management rate of targets [6].
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Hypothesis 1: The management work requirement is, the management work set is
eti, the zi compliance rate of the management work is F(xi), and the management work
result judgment function is F(xi) as shown in Eq. (1).

F(xi) =
∑

1− xni
yi

× ψ (1)

2.2 Choice of Management Information

Hypothesis 2: The public social activity function is z(xi) and the management coefficient
is wi, then the management work is shown in Eq. (2).

z(xi) =
∏

F(xi, yi) ·
∑ (1− wi)

ξi
(2)

2.3 Target Management

It is necessary to conduct socialmanagement, essentialmanagement and systemmanage-
ment analysis of management information and standardize management of management
data to eliminate unreasonable management data. First, conduct a comprehensive anal-
ysis of cultural management, and set the threshold and index weight of management to
ensure the accuracy of management. Quantitative analysis is required for management
studies. If the values of each management scale meet the requirements, the management
analysis results are reasonable, otherwise the relevant data are excluded. It is necessary
to select management information. The survey management information shows that the
management information presents a reasonable distribution, which is in line with objec-
tive facts, indicating that themanagement information has strong randomness, which can
be used as the research data of this paper. The computer technologymethod is mainly the
organization theory of adjusting the management research, removing duplicate and irrel-
evant samples, and supplementing the default samples, so that the entire management
information is continuous.

3 Public Management Work Strategy

The computer technology method adopts a random strategy for management and adjusts
management parameters to achieve work management. The work management of the
computer technology method is divided into different management levels, and different
samples are randomly selected. In the iterative process, after the work management of
different management levels is completed, the management level of different samples is
compared and the best management results are recorded.
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Table 1. Parameter related to cultural management

type Management level Manage the amount of
information (M)

Work distribution (%)

Social
management

Class I 215.13 84.93

Class I 524. 35 92. 45

Basic
management

Class I 344.95 91.84

Class II 274.21 81.94

Institutional
management

Class I 324.12 83.32

Class II 354.90 82.62

Fig. 1. Management information management process

4 Sample of Cultural Management

4.1 Introduction to Cultural Management Research

The time is 20 min, and the specific parameters are shown in Table 1.
The public administration work process in Table 1 is shown in Fig. 1.
As seen from Fig. 1, the results of the computer technology method are closer to the

actual requirements, and the processing results are shown in Table 2.

Table 2. Overall status of management information

method content rationality Error adjustment range

Computer Technology Act Work adjustments 92.71 4.42

Policy selection 93. 47 3.32

Traditional management
methods

Work adjustments 63.23 6.34

Policy selection 62.39 5.98

X2 15.203 11.102

Compared with the traditional management method, the computer technology
method rationality and error margin of the management work. Through the change
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of management information in Fig. 1, public social activities is mainly social manage-
ment, supplemented by institutional management, and the Computer Technology Act is
regulated.

4.2 The Results of the Management of Public Social Activities by Computer
Technology

The management information includes social management, system management, and
basic management. After the pre-selection of the computer technology method, prelim-
inary management information is obtained, and the feasibility of management informa-
tion is analyzed. In order to verify the management effect more accurately, different
management levels were selected for the study, and the results are shown in Table 3.

Table 3. Overall status of management information

content Manage compliance rates Manage satisfaction rates

Social management 93.31 92.46

Institutional management 89.27 95.42

Basic management 83.21 81. 04

mean 87. 39 84.18

X2 5.633 11.802

4.3 Accuracy and Stability of Management Work

In order to compliance rate of the computer technologymethod, the accuracy and stability
compared with the traditional management method are shown in Fig. 2.

It can be seen from Fig. 2 that the accuracy of the computer technology method man-
agement method, but the adjustment rate is lower, indicating that the management of the
computer technology method is relatively stable. The management results of traditional
management methods are not satisfactory. The average management information of the
above three algorithms is shown in Table 4.

Table 3 shows that the traditional management method has deficiencies in man-
agement and stability in the management research of the direct role of public social
activities, and the management research has undergone substantial changes, the error
rate is high.The management of the comprehensive results of the computer technology
method is higher than that of the traditional management method. At the same time, the
management of the computer technology law is greater than 96%, and the adjustment
rate has not changed significantly. The computer technology method is comprehensively
analyzed by different methods, and result 4 is shown.

The reason is that the computer technology method increases the management coef-
ficient and sets the threshold of management to exclude administrative work data that
does not meet the requirements.
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Fig. 2. Management of different algorithms

Table 4. Comparison of management accuracy of different methods

algorithm accuracy stability Adjustment rate

Computer Technology Act 96.93 96.28 2.98

Traditional management methods 85.32 83.69 4.38

P 11.417 32.061 12.172

5 Conclusion

In view of the inaccuracy of management work, this paper proposes a computer technol-
ogy method and combines organizational theory to manage public social activities. At
the same time, the content and effect of the direct management of public social activities
are analyzed in depth, and a management collection is constructed. Research shows that
computer can directly affect public social activities management is management proten-
sively. However, in the process of computer technology law, too much attention is paid
to management analysis, resulting in the unreasonable management data processing.

References

1. Moin, P., Davis, S.H.: Biomimetic Survival Hydrodynamics and Flow Sensing (2016)
2. Danielson, M., Hansson, K., Cars, G., et al.: Deliberation, Representation, Equity: Research

Approaches, Tools and Algorithms for Participatory Processes (2017)
3. Shendo, M.V., Sviridova, E.V.: Technologies of digital economy as tools for improving quality

of life, business efficiency and public administration. Vestnik Astrakhan State Tech. Univ. Ser.
Econ. 2019(4), 29–36 (2019)



234 S. Ma

4. Ni, D., Cheng, S.: On the ethics of information technology application in public management.
Administration and Law (2019)

5. Fu, J.: The innovative application of new technology in e-government and its enlightenment to
China. Administration Reform (2019)



Intelligent Service Platform for Epidemic
Prevention and Control Based on Big Data

Technology

Yizhe Meng1(B), Zhikai Yang1, Wenna Bao2, and Xueming Wu1

1 Zhangjiajie Campus of Jishou University, Zhangjiajie 427000, China
771941329@qq.com

2 Shaziao Campus of Jishou University, Jishou 416000, China

Abstract. The intelligent service platform for big data technology is a new app-
roach to infectious disease management. It aims using big data technology. It
integrates epidemiological, clinical and laboratory information as well as social
network analysis tools, so as to detect and prevent the epidemic as early as possible
by predicting its occurrence or spread to public health authorities. The project aims
to develop an intelligent service platform to support the rapid collection of big data
from various sources such as health departments and other relevant institutions
across China, so as to promote the management of epidemics. It will also provide
real-time information sharing between local governments and other relevant par-
ties. In addition, it will provide customized services for local governments, such
as epidemiological forecasting tools and national systems for monitoring disease
outbreaks throughout the country.

Keywords: Intelligent service platform · Big data technology · Epidemic
services

1 Introduction

At present, with the spread of COVID-19 variant strains, the epidemic situation across
the country is grim. Although the spread of COVID-19 has been basically curbed, the
prevention and control situation is gradually improving, and all parts of the country are
accelerating the resumption of production. However, the epidemic prevention work can-
not be slackened. Markets, hospitals, office buildings, construction sites, communities
and other places are densely populated and highlymobile.In the face of large-scale infec-
tious diseases epidemic, the society is still in the process of exploration, and there are
also difficulties in epidemic prevention in today’s society: artificial body temperature
detection is easy to be infected: during body temperature detection and introduction,
artificial contact body temperature detection is insufficient in protection, and front-line
supervisors have a high risk of exposure to viruses, and can not grasp the health status
of residents in real time [1]. High cost of health search: when registering for community
access, residents fill in the registration manually, which is easy for people to gather,
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manual registration errors occur frequently, and information distortion is difficult to
trace. When viewing the health code, the lawless personnel muddle through through the
screenshots of other people’s QR codes, which can not be found in time, and is likely to
lay hidden dangers for the outbreak of the epidemic.

The regional access module of the intelligent epidemic prevention solution is com-
posed of face recognition and temperature measurement equipment. The non sensing
access can realize non-contact screening in airports, stations, subways, schools, office
buildings, communities and other scenarios, realize high temperature, non mask abnor-
mal event alarm, health code exception and personnel recognition, quickly identify per-
sonnel information and register temperature measurement, reducing the possibility of
epidemic transmission, At the same time, it provides background records, which can
be intelligently analyzed for easy management once exceptions are found. At the same
time, it can store and display the real-time information of the correspondents, so that the
managers can know the regional situation in time, making the city more convenient and
safe.

2 Related Work

2.1 Scientific and Technological Warfare Methods

Community epidemic prevention has played a huge role in this war without gunpowder
smoke, and measures such as closed management, access control, temperature mea-
surement and disinfection have effectively curbed the spread of the epidemic. However,
behind this, there are problems such as the lack of community manpower and materials,
the difficulty in implementing management measures, and the lack of personnel infor-
mation collection. In order to solve these problems, we have developed a community
epidemic prevention and control platform by relying on cloud platform, 3D visualiza-
tion, mobile applications, intelligent temperature/face/ID card recognition equipment
and other technical means, providing a comprehensive and effective information man-
agement tool for the community, and helping the community achieve the community
epidemic prevention and control information management [2].

At present, community management and control mainly focus on crowd monitoring,
body temperature monitoring and community environment disinfection and steriliza-
tion. It mainly relies on the way of requiring the quarantined to sign a commitment,
consciously isolate at home, and social health workers to monitor at home. With the
increase of people returning to Shenzhen, the spread of the epidemic is on the rise, and
the original management and control mode and means urgently need the intervention
of new means [3]. The world’s leading intelligent location service provider has made
use of its own technical advantages to urgently customize and develop the “intelligent
epidemic control platform”. Through high-precision indoor positioning technology and
the building capacity of the prevention and control system, it has realized the real-time
location information and health status reporting of isolated people at home, and tech-
nology has assisted in the meticulous, efficient and low-risk management of epidemic
prevention. It is currently the largest indoor geographic location information platform
in China, and has the large-scale indoor positioning capability, and the positioning can
be accurate to the indoor meter level. It truly realizes the efficient control of isolated
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personnel without contact or less contact in the process of epidemic control through
technology [4]. Compared with the traditional man to man management, the intelligent
epidemic control bracelet has effectively improved the management efficiency of com-
munity grid administrators by more than 10 times, saved at least 10 times more social
resources, and greatly reduced the probability of community grid administrators being
infected and the probability of epidemic spreading. Figure 1 below shows the epidemic
situation database information.

Fig. 1. Epidemic database information

The intelligent epidemic control solution (epidemic management system) can real-
ize the functions of real-time monitoring of the position of the quarantined personnel,
alarm of the isolation area, health sign monitoring, instant messaging, and equipment
monitoring, and is applicable to the home isolation management of suspected patients in
the community. It can effectively solve the lack of auxiliary decision-making means for
governments at all levels in the process of epidemic control, the difficulty in confirming
epidemic related information, and uneven regional control forces Poor access to self
isolated information. At present, the “Epidemic Management System” has been fully
implemented. Up to now, thousands of isolated people have passed the product man-
agement in Shenzhen, where they can view the location and health status of the isolated
people online at any time and anywhere, communicate the isolation status online, and
achieve efficient synchronization of epidemic information and non-contact intelligent
management.

2.2 Service Platform Indicators

These applications are obviously built on electronic information systems. Without the
construction of information systems, these three types of electronic publishing platforms
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will not have specific entities to rely on. Content is included in the form. Without form,
there is no content carrier. Therefore,many scholars often regard systemquality or system
service quality as the primary indicator of the indicator system in the design of service
quality evaluation indicators for websites or mobile application platforms. The service
quality of the mobile application platform system will have a significant impact on user
satisfaction, and then affect the user’s evaluation of the service quality of the application
platform. In the social platform, the connotation and concept of system service quality
are basically consistent with the interpretation of other scholars in the service quality
evaluation index system. System service quality is often reflected in system operation,
interface design, use comfort and other aspects. In the specific social platform service
quality research, other scholars’ interpretation and index selection of system service
quality are also applicable to this study. Both the aesthetics of the platform and the
response speed of the system affect users’ evaluation of their service quality. In this
paper, the secondary indicators of system service quality specifically include stability,
aesthetics, ease of use, responsiveness, and security.

3 Intelligent Service Platform for Epidemic Prevention and Control
Based on Big Data Technology

The community platform is mainly composed of import and export monitoring system,
mobile phone APP and large visualization screen. The community import and export
monitoring relies on the original monitoring equipment of the community. The APP
provides information reporting access for community staff and residents, and the visual-
ization screen helps community managers understand the overall prevention and control
situation. The combination of the three will help the community to quickly complete
information collection, carry out patrols, rehearsals, isolation and other prevention and
control work, start from the source link of personnel input to achieve intelligent and
visual community epidemic prevention.In order to minimize the contact of personnel,
we provide remote implementation services. We can quickly complete the deployment
of a cell in 1–3 days through the “contactless” method and provide detailed operation
instructions to ensure that users can become proficient after simple learning.

The rapid deployment of the platform takes into account the large differences in
the informatization degree of each community, the different management levels and
epidemic prevention strategies, but also the needs of the epidemic prevention platform.
This set of community epidemic prevention and control platform provides two forms
of standardized deployment and customized deployment. Standardize the deployment
community, install the APP to achieve data entry, and realize the background data man-
agement and front-end visual situation viewing through the cloud platform. The system
is developed using mainstream technology, cross platform and cross device, and can
be quickly implemented in communities without information foundation. The system
architecture is flexible. For communities that have deployed management platforms, it
can be rapidly integrated and expanded, and has customized development capabilities
such as APP page embedding and existing data on the big screen. The import and export
monitoring system uses cameras, temperature measuring instruments, infrared thermal
imaging cameras and other hardware equipment in combinationwithmanual registration
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and other methods to record the face recognition, body temperature and other informa-
tion of the incoming and outgoing personnel. To ensure that the flow information and
health information of the incoming and outgoing personnel are fully mastered. The large
visual screen displays the real-time situation of community entrance and exit, mainly
including personnel thermal imaging, community entrance and exit personnel informa-
tion, real-time monitoring video and statistics of the number of people entering and
leaving the community. It not only clearly shows the flow of people entering and leaving
the community, but also helps managers quickly grasp the flow situation of community
personnel through a large screen. Even in the event of an emergency, you can quickly
call the real-time video of the camera to view the actual situation, to ensure that the event
is resolved in a timely manner.

Provide information reporting access for ordinary residents, encourage residents
to report their personal information on a regular basis, and build a strict information
reporting system during epidemic prevention and control.

• Provide entry for reporting epidemic related events. Users can provide feedback and
evidence when finding suspicious situations, which can be verified by community
personnel

• Provide an entry for reporting the shortage ofmaterials, timely collect the information
of residentswho lackmaterials, and serve as a reference for the situation of community
materials, so as to facilitate unified deployment

• For the community that controls travel, residents can report daily access demand and
each access situation, which is convenient for the community to issue passes and
count personnel access data

• Provide other help information reporting entry and emergency contact number, users
can ask for help with one click

This epidemic situation mainly involves various questions and answers on virus,
prevention, development and other major scenarios. For the epidemic related natural
language questions input by users, the key elements (concepts, entities, attributes, var-
ious operators, etc.) are identified, and the subgraph matching method is combined to
transform them into computer understandable query intentions to obtain answers. The
difficulty is that different users have different words, sentences and expressions. It is
necessary to combine AI technologies such as knowledge mapping, deep learning and
transfer learning to achieve accurate identification of users’ intentions.

4 Conclusion

The deployment of the community epidemic prevention platform can not only help
managers to grasp the epidemic prevention situation in the community at any time and
anywhere, but also achieve efficient scheduling and command through docking with the
APP. Provide internal information bulletin, education and publicity, external informa-
tion release, data reporting, work plan and implementation, and help the community
effectively and orderly carry out prevention and control work.
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Abstract. Multi joint serial industrial robot iswidely used in industrial production
because of its convenient operation, accurate positioning, flexible execution and
other advantages. The working principle of industrial robot is mainly to remember
the running track through manual teaching, and use control to make it reach the
specified position and pose. Generally, industrial robots only follow one or more
fixed routes in actual pipeline work. Dynamic path planning is a method types of
robots, such as wheeled mobile robots or underwater robots (UUV). The key idea
behind our method is to use the depth map generated by a stereo camera, rather
than simply measuring the line of sight distance between two points as traditional
methods. The depth map provides information about the relative position between
two objects, which is crucial for finding a free path.

Keywords: robot · Deep learning · Dynamic path planning

1 Introduction

At present, the more successful and feasible traditional robot path planning methods
mainly include genetic algorithm, artificial potential field method, fuzzy algorithm, A
* algorithm, etc. But these methods all need to fully understand the environment infor-
mation of the robot system, and then use some rules or algorithms to plan its path.
Environments. Therefore, the research on how to improve the self-learning ability and
adaptability of robot system in path planning is particularly critical [1].

Artificial intelligence is a branch of computer science. It tries to understand the
essence of intelligence, so that computers can think like people!. As a part of artificial
intelligence, machine learning is not a way to manually code software routines with
specific instructions to complete specific tasks, but a way to “train” algorithms so that
it can learn how to complete tasks. The reinforcement learning (RL) method is between
supervised learning and unsupervised learning, and it does not need to give any marked
information in any state. The then evaluates the actions selected for implementation
through the feedback reinforcement signal. Finally, a satisfactory solution is obtained
by using constant trial and error and selection [2].

With the increase of application fields and the complexity of tasks, if some tasks
are completed only by a single robot, the efficiency is very low, and even may not
be completed. Therefore, people are also increasingly considering the use of multiple
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robots to coordinate tasks that are difficult for a single robot to complete. For multi robot
systems (MRS).

2 Related Work

2.1 Path Planning Method for Single Robot

The path search space based on the known environment information can generally be
simplified into a two-dimensional model. The current representation methods can be
roughly divided into three categories: grid representation, geometric information repre-
sentation and topological graph representation [3]. The grid representation is to divide
the whole working environment into several small squares, namely grids, according to
the same size, and explain whether there are obstacles for each grid; It is characterized
by easy creation and maintenance. If there is a directly connected path between nodes, it
is equivalent to the arc connecting nodes in the graph. It can achieve fast path planning.
However, when there are two very similar places, this method is difficult to determine
whether this is the same node. Finally, on the constructed environment map, use the path
finding algorithm (such as A * algorithm, etc.) to search for an optimal path without
collision.

2.2 Multi Robot Path Planning Method

For themust be considered as a whole. Nowadays, there are four main types of path plan-
ning for multi robot systems: fully centralized path planning, incompletely centralized
path planning, incompletely decentralized path planning, and completely decentralized
path planning.

The centralized method is one of the simplest path planning methods for multiple
robots, which is suitable for situations with a small number of robots. This method
typically involves assigning tasks and planning paths through a central control unit. The
central control unit will optimize and plan based on the robot’s information and task
requirements, and then assign tasks and routes to each robot. The advantage of this
method is that it is simple and feasible, and is not affected by the interaction between
robots.

The distributed method is suitable for situations with a large number of robots. In
this method, each robot has its own decision-making and path planning abilities, and
they collaborate to complete tasks and allocate paths. In distributed methods, robots
achieve task allocation and route planning through communication and collaboration.
Due to each robot having its own decision-making power, distributed methods are more
flexible and fault-tolerant.

Collaborative path planning is a popular multi robot path planning method. In this
method, robots collaborate to complete tasks and path planning, and adjust their routes in
real-time based on task allocation and environmental changes. This method can achieve
task planning and path allocation through the interaction and collaboration between
robots, thereby improving the efficiency and security of the entire system.
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Artificial intelligence technology is playing an increasingly important role in path
planning for multiple robots. For example, optimizing robot path planning through tech-
niques such asmachine learning, genetic algorithms, and deep learning. Thismethod can
automatically discover path planning schemes from a large amount of data and adjust
the path scheme according to real-time environmental changes.

In short, multi robot path planning is a complex problem that requires assigning
tasks and planning routes among multiple robots. Different multi robot path planning
methods have their own advantages and disadvantages, and in practical applications, it
is necessary to choose the appropriate method based on the specific situation.

3 Deep Learning Theory

Neural network is a mathematical model of propagation between bionic neurons. It
mainly has two propagation formats, one is feedforward and the other is feedback.
The feedforward type mainly reflects the mapping relationship between a group of
data and fits the objective function. At present, common perceptrons, BP, RBF, etc. are
feedforward neural networks [4].

BP neural network belongs to the category of basic deep learning. Its full name
is Back Propagation neural network, which is translated as back propagation neural
network. This is also the biggest feature of BP neural network. It can not only forward
transmit data, but also back transmit the error of result evaluation.All BP neural networks
have a three-layer structure, including the input layer, hidden layer and output layer, as
shown in Fig. 1.

Fig. 1. Three layer structure of BP neural network

The output layer receives information variables from the hidden layer for further
processing. At the same time, the most basic function of the output layer is to output the
network results.
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In BP algorithm, S-type function is generally selected as the transfer function. S-type
function can realize nonlinear mapping between input data and output data of training
data, and concentrate the mapping of output results in the range of (−1, 1), reducing the
different effects caused by large data span.

E(w, b) =
n−1∑

j=0

(dj − yj)
2 (1)

The propagation process of BP algorithm is divided into forward and backward
propagation, the core of which is back propagation, and its learning algorithm is gradient
descent method. The essence is to find the minimum error value. The difference is that
the gradient descent method is applied to the BP neural network, which has its own
network structure and connection mode, so it has formed its own algorithm, namely BP
algorithm.

4 Robot Dynamic Path Planning Method Based on Deep Learning

The greedy strategy balances exploration and utilization. The disadvantage of this
method mentioned above is that it may converge to a suboptimal solution or even a
common solution. This defect will also affect the results in the single robot path planning.

For example, in the environment of Fig. 2, the yellow dot grid 4 in the upper right
corner is set as the target state, and the red block grid 1 in the lower right corner is
set as the starting state. Assuming that the initialization value function is both 0, when
the robot reaches the target state, it will receive an immediate reward of r = 10, with a
discount factor of y = 0.9. At the same time, grid 2 and grid 3 in the environment have
obtained the optimal strategy, as shown by the arrow in the left figure of Figure 3-1.
Then the value function of the selection action in grid 3 transferring right to grid 4 is
10, and the value function of the selection action in grid 2 transferring up to grid 3 is
0.9 × 10 = 9, then the current starting state is red block grid 1. Since the initialization
value functions are all 0, there is no tendency for grid 1 to choose the action of up or
left. However, since the left state is transferred to grid 2, the value function of grid 2 is
90, and the left action value function of grid 1 is updated to 9 × 0.9 = 8.1, far greater
than the value function of upward action.

In Q-Learning, the exploration factor will decrease Then the robot may never attempt
to move up to grid 4 at grid 1. Therefore, it will converge to a suboptimal solution, as
shown in the right figure of Fig. 2.

At the beginning, because the robot has just started to explore the environment, and
the number of successful path finding is not high, it should maintain a high exploration
factor at the beginning ε, Make the robot continuously try new actions; With the robot’s
understanding of the environmental information, the number of successful path finding
will exceed a threshold, which proves that the state action value function of the robot
tends to be stable after that. But at this time, the optimal solution may not have been
found, and it may have fallen into the suboptimal solution. At this time, the number of
different paths found by the robot is added. If the number is very small, it means that
the robot has been repeating the old path, and the exploration factor should be increased
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Fig. 2. Example Diagram of Robot Dynamic Path Planning

ε, Force the robot to try new actions; If the number is greater than a threshold, it is
proved that the robot has basically found all the paths to reach the target state, and the
exploration factor should be slowly reduced ε.

In this way, the above two bases are used to constantly update the exploration factors
according to the learning effect εThe value of, so that ε- The greedy strategy has stronger
adaptability and conforms to the operation rules.

5 Conclusion

Dynamic path planning for robots is currently an important issue in robot control. Its
goal is to plan a suitable path for the robot to achieve its predetermined goals in the
future. Unlike static path planning, dynamic path planning requires real-time response
to environmental changes during movement and corresponding actions to ensure the
safety and effectiveness of the robot. In recent years, deep learning technology has been
widely used in robot dynamic path planning. This article will summarize the dynamic
path planning of robots based on deep learning. Deep learning is a machine learning
method based on multi-layer neural networks. In the dynamic path planning of robots,
deep learning technology ismainly achieved through neural networkmodels. Sensors are
usually implanted in robots, and by collecting and processing a large amount of sensor
data, the robot’s environment is modeled. Deep learning technology is used to extract
features for classification and recognition, thereby achieving dynamic path planning.
In practical applications, deep learning based dynamic path planning for robots has
been widely applied in fields such as robot navigation, environmental perception, and
decision-making. By modeling and analyzing the environment, deep learning models
can predict future environmental changes and adjust robot path design to ensure the
efficiency and safety of robots in most situations.

Acknowledgements. Education Department of Hunan Province of China (No. 20C0290).
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Abstract. Face detection and recognition technology has always been a hot
research direction, face detection and recognition technology has received exten-
sive attention from society. The detection and recognition rate and running speed
of the face detection and recognition system directly affect the user’s experience,
so it is very important to realize a fast and accurate face detection and recognition
system. The adaboost method uses a set of classifiers (also called decision trees),
which are trained for different subsets of data points (called splits).

Keywords: Face recognition · Adaboost algorithm · optimization

1 Introduction

Since the beginning of the 21st century, the way to ensure social security and information
security has also been upgraded. In public places, video monitoring systems can be seen
everywhere. By calling up video monitoring videos near traffic lights, the police can
quickly confirm the identity of the target by playing back the video files, and find out
the criminals, Social security is undergoing profound changes. It takes a long time to
find valuable information from video surveillance videos, so how to quickly search for
effective targets is the most critical [1]. If face detection and recognition technology is
used to search for effective information in videos, it can help public security institutions
greatly improve the efficiency of solving cases. The above examples reflect the appli-
cation of face detection and recognition technology in social security. Digital cameras,
access control systems, identity recognition, online payment and other fields. At present,
many research institutes and Internet companies pay more attention to the research of
face detection and recognition technology, and there will be more application scenarios
of face detection and recognition technology in the future.

The resulting video conference, videophone, high-speed network technology and
other image processing technologies have great application prospects [2]. For example,
people can no longer be satisfied with just sitting in front of the computer for commu-
nication, and need to use human-computer interaction, remote operation, and even use
ideas to control themachine. Followed by is related to the pattern recognition technology,
graphics and image technology, virtual 3D technology and innovation. Face detection
technology is an important part of them, and people’s knowledge of face detection is
also being intensively studied [3].
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Face detection technology consists of image acquisition technology, image display
technology and image processing technology. Among them, the sensor for image acqui-
sition is composed of charge coupled device (CCD) with linear array and planar array,
charge injection device (CID) with image sensing element capable of storing a small
number of carriers, and MOS image sensor with self scanning photodiode array. From
the perspective of technology development trend, whether CCD or MOS, the higher the
resolution, the better the clarity, the smaller the volume, and the higher the cost perfor-
mance of its image products. The development of the image display part has gone through
three stages: CRT, liquid crystal and plasma. Because each of the three display modes
has its own characteristics, it is difficult to determine which has an absolute advantage.
There are many software used, each with its own characteristics [4]. The classic ones are
MATLAB and C++, but the power consumption, volume, portability and other perfor-
mance on the PC can not meet people’s requirements in many occasions. The research
on the optimization of face recognition algorithm based onAdaboost algorithm has great
value.

2 Related Work

2.1 Research Status of Face Recognition

People began to study face detection and recognition technology very early, and has
always been a hot research direction. Up to now, face detection and recognition technol-
ogy has a research history of more than 40 years. With the in-depth research of more and
more researchers, a large number of theoretical achievements emerged in the 1990s,At
present, almost all the technicians engaged in relevant fields in domestic and foreign
research institutions have studied face detection and recognition related technologies. In
the 1970s, when we were in the early stage of face detection and recognition research,
Goldston et al. proposed to use facial geometric features to achieve face detection and
recognition, and designed a face detection and recognition system. The results show
that the recognition using geometric features is greatly affected by factors such as facial
occlusion and expression changes. Many statistical learning methods have been born,
such as template matching, linear subspace, neural network and other methods. Since the
1990s, some related applications have appeared in the market. Nowadays, the research
direction in the field of face detection and recognition is based on statistical learning
methods and artificial neural network methods.

which generally include face contour features, gray level features, skin color features,
texture features and organ features. Most of the faces are elliptical, and the positions of
the five features are relatively fixed. Therefore, the facial contour and the five features
form a figure with geometric relationship. You can determine whether the face is a face
by comparing the geometric relationship. This method is based on geometric features;
Although different people have different skin colors, the color of some parts of the human
face is fixed, for example, the eyeballs and eyebrows of people are black, which is in
obvious contrast with the lighter cheek parts. By distinguishing the colors of different
areas of the face, gray level features is generated. In addition, there are many similar
detection methods based on this kind of prior knowledge. The method based on feature
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knowledge often realizes face detection through a variety of prior knowledge, which not
only improves the detection accuracy, but also accelerates the speed of face detection.

2.2 Comparison of Face Detection Methods

Face detection and recognition has always been a key research project of researchers.
The existing face detection methods include: methods based on prior knowledge, feature
invariant methods, template matching methods, representation based methods, etc., or
innovative detection methods or improvement of existing detection methods. The facial
recognition framework is shown in Fig. 1.

Fig. 1. Facial recognition framework

The method of face detection based on prior knowledge mainly uses existing knowl-
edge and long-term experience to define face rules, then detects whether these face rules
exist in pictures, backgrounds and video streams, and determines the candidate regions
of faces according to the analysis of the similarity between the face to be detected and
the defined face rules The method based on feature invariants is to extract the inher-
ent structural features of the face by changing the lighting, expression, pose, angle and
other methods, and comprehensively judge whether the area to be detected is a face. The
boundary of the face feature is difficult to define due to the influence of lighting, occlu-
sion, shadow, complex background and other factors, making edge detection difficult to
achieve The method of template matching is mainly to calculate the matching degree
between the input image and the standard template, so as to achieve the purpose of face
detection. The edge, peak and valley values of the face image are unstable, and the pro-
cess from theory to practical application is difficult to achieve. The representation based
method needs to learn from the face sample training set according to a certain algorithm,
so as to obtain the learning template, establish a classifier, and then scan the image to be
detected. After multiple scans, it can determine whether the sampling window contains
face features.
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3 Adaboost Algorithm

Adaboost detection algorithm is a very classic face detection algorithm. SinceViola et al.
proposed it in 2001, it has great significance for face detection, enabling this technology
to achieve a turning point change. Many scholars are studying it and have made a lot of
improvements.

Adaptive Boost is a learning algorithm, namely Adaptive Boosting. Given a series
of positive and negative samples, it can be trained into a weak classifier. If a certain
sample is correctly classified, when constructing the next training set, reduce its weight,
otherwise increase its weight. Through this algorithm, each round will strengthen those
difficult samples that are wrongly classified, and each round will select an optimal weak
classifier.

Classifier is to classify specific things. Adaboost is a classifier, which is trained by
a simple weak classifier. In Adaboost algorithm, face detection mainly uses the feature
that the gray level distribution of the face image is different. It mainly detects gray level
images. Haar features calculated by integral graph are used. Haar features are simple
to calculate and fast to detect. In the detection process of Adaboost algorithm, firstly
calculate the Haar feature of the image and propose the Haar feature with the lowest
error rate in the algorithm training process, convert it into a weak classifier, and then
combine the weak classifier into a strong classifier for face detection.The flow chart is
shown in Fig. 2:

Fig. 2. Adaboost algorithm flow chart
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4 Optimize Face Recognition Algorithm Based on Adaboost
Algorithm

The strong classifier trained by Adaboost algorithm can be used for face detection in
images. However, the size of the image to be detected and the classifier trained by Harr
features are often different, which requires changing the size of the image in the detection
process. There are two methods to use Adaboost for face detection:

One is to reduce the face image to be detected in proportion while keeping the feature
detection window unchanged, and scan the image to be detected with the Haar feature
window to detect the human face sub window. This kind of detection will change the
image size, and the calculation of Haar eigenvalue is based on the integral graph, so the
calculation will be large and the detection speed will be slow. As for 36 × 18 for 36
images × 18 of the detection window for detection, and the image needs to be sampled
with a separation rate of 18 × 18.

The other is to enlarge the Haar feature window proportionally, while the image to
be detected remains unchanged. From the above discussion, it is known that the change
of Haar feature will not increase the calculation amount. Therefore, the detection speed
of this method will be very high. This method is used in this paper. When the detection
window is scaled up, the scale factor cannot. In the first several layers, most candidate
windows are excluded, and the area that all pass through each level of classifier is the
face, as shown in Fig. 3.

Fig. 3. Processing flow of face recognition system

The experimental results show that the facial recognition optimization method based
on Adaboost algorithm proposed in this article has greatly improved accuracy and speed
compared to traditional Adaboost algorithms. At the same time, this method also has
higher robustness and anti-interference ability, which can better handle problems such
as multi angle, lighting changes, and facial expression changes.

5 Conclusion

Carry out systematic research on face recognition methods. The Haar feature extraction
method is selected as the main method of face detection, and the Adaboost algorithm
is selected as the main algorithm of face recognition. It has been successfully tested on
Androidmobile phones. The approximation of different faces of the same person is about
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90%. Tests show that adding classifiers cascades multiple weak classifiers into a strong
classifier optimization algorithm. This article first analyzes the shortcomings of existing
face recognitionmethods, such as slow computation speed and low accuracy. In response
to these issues, this article proposes a face recognition optimization method based on
the Adaboost algorithm. It improves the accuracy and robustness of the classifier by
improving theweak classifier weight training process in theAdaboost algorithm, thereby
effectively improving the face recognition effect.
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Abstract. Using AR technology for tourism products research and development
and application, especially should pay attention to the feeling of tourists expe-
rience, with cultural creativity as the starting point and the foothold, using AR
technology, stimulate tourists a variety of feelings, stimulate their excitement,
make they produce close feeling, constantly produce consumption desire, meet
the actual needs of tourists.
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1 Introduction

Internet, the creative industry of tourism culture has attracted more and more attention.
Tourism cultural creative products are a cultural symbols of a country, but also an impor-
tant part of promoting the development of China’s tourism. Introduced to the tourism
market and achieved success to a certain extent. Take Dalian as an example. Dalian is a
coastal city in eastern China, adjacent to the Yellow River and Bohai Sea, and has the
reputation of “Northern Pearl”, with profound architectural culture, square culture, sea-
side vacation culture and so on [1]. In this environment, how to better combine with the
modern economic and social life, has become an urgent need for research and discussion
topic.

2 Overview of the AR Techniques

AR technology is a new data technology that appeared in Japan in the 1990s. It can
integrate reality and reality data together. It can integrate the corresponding pictures
together through theperspective andpositionof the camera, andfinally perfectly integrate
the reality and reality together, so as to realize the interaction between the two.

The significance of computer AR technology to help cultural and creative products
AR technology is a brand new electronic technology that can effectively integrate the real
world and the virtual world, so as to achieve the interaction between people and things.
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Let the user have a sense of immersive feeling. In addition to touch, the application of AR
technology can also use visual synthesis, hearing and other sensory experiences, so as
to achieve the “immersive” experience. Use AR technology, make the tourism cultural
and creative products to get rid of the function of ornaments, improve the content of
science and technology, more cultural connotation, but also more three-dimensional,
vivid. Through a small memorial, people can feel a brand new travel cultural experience.

AR technology is due to its high virtualization [3] Convenience characteristics make
the creativity of cultural and creative products more creative. Some designers start from
the basic principles of AR technology and take advantage of its virtual role. Through a
large number of ideas, AR technology is permeated into the cultural and creative design
[2]. The AR technology diagram is shown in Fig. 1.

Fig. 1. AR technical diagram

For example,when you go to the scenic spot to select tourist souvenirs, scan postcards
with your mobile phone, and scan the QR code with your mobile phone, you will find
a 3D composite picture on the mobile phone, which is very realistic, along with music
accompaniment, audio commentary and so on, so that tourists can be full of memories
here. This is a novel tourism and cultural creative product, providing tourists with a
brand new experience. In addition, they can also share their experience with others,
so that they can get more happiness and satisfaction. Therefore, the application of AR
technology in tourism cultural creative products has a great role in the development of
tourism industry and tourism.
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3 The Application Way of Computer AR Technology to Help
the Development of Cultural and Creative Products

At present, under the background of the integration of culture and tourism, all places are
trying to seek a synchronous development path along with the development, and develop
cultural and creative commodities. Cultural commodities are a kind of flexible, conve-
nient, diversified and personalized cultural commodities, which are of great significance
in improving the regional cultural visibility and expanding the channel of the regional.
Therefore, it is necessary to strengthen the development and optimization of cultural
and creative products, and to build a real, instant and interactive cultural and creative
viewing area based on AR technology. Through the construction of the “Metropolis”
IP of “Romance k”, inherit the Marine history of the region, through the combination
of culture and tourism, promote the development of regional tourism, and promote the
integration of regional culture and tourism [4] (Table 1).

Table 1. Parameter

1 To study and locate the regional
characteristic culture

Cultural and creative design knowledge,
simple AR programming and design, QR code
design and product elements

2 Investigate the carrier of cultural and
creative products

Through the creation, creation, express its
spiritual connotation and emotion of the
material products

3 Conduct interaction design Using creative ideas such as manual drawing
of the Palace Museum, the QR code of smart
maps is added to regional museums and
three-dimensional landmarks, allowing users
to pass through mobile terminals

4 Test identification and release Through the computer camera observation,
test the development effect of the engine, to
see if the computer has a picture mode,
whether the compilation results are reflected in
the development design

4 Focus on the development of intelligent
cultural and tourism products

Local relevant departments cooperate with
universities, publishers, social organizations
and other organizations to jointly develop the
“Coastal Odyssey” series, a virtual cultural
and creative theme

(1) Research and positioning of regional characteristic culture

First of all, the most fundamental to accurate determination of the developed product
is its humanistic value. In the specific design, according to differentmarketing conditions,
so as to improve the attraction of tourism cultural creativity. Therefore, it is necessary to
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have a deep understanding of the regional characteristics, do a good job of research and
analysis, especially in the tourism regional cultural origin, development process, social
and historical environment, cultural characteristics and their role, to seek the application
of cultural creativity. Secondly, the traditional handicraft and modern design elements
are integrated together to make the cultural creativity more attractive and improve the
use experience of users. AR technology provides strong support for regional cultural and
creative design, and focuses on vigorously promoting the integration of smart tourism
from bothmacro andmicro aspects, creating a good social environment, and carrying out
ideological innovation from the concept. And according to the different characteristics of
different regions, according to the needs of different customers, to formulate the market
strategy suitable for the local market, in order to facilitate the development of the region.
From the big aspect, the local government to cooperate with the relevant institutions,
colleges and universities, education, the AR technology into the product technology
concept, such as the cultural institutions, study the intelligent brigade fusion may bring
value, so can through watch AR technology production and product video, and micro
film to attract many social groups. With the help of the media platform to promote
smart tourism products, to expand its brand influence and brand image. At the macro
level, universities, cultural units and relevant departments should also pay attention to
the development of cultural and creative knowledge, and learn more about cultural and
creative design knowledge, simple AR programming and design, QR code design and
processing and analysis of product elements, so as to improve people’s attention to the
smart tourism industry. The process of smart tourism is shown in Fig. 2.

Fig. 2. Smart Tourism Process
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(2) Investigate the carriers of cultural and creative products

At present, some people still have problems such as insufficient understanding and
insufficient attention to the integration of AR technology into the cultural and tourism
industry.Themain reason is that in the long-term integration anddevelopment, the culture
and tourism industry has formed a set of inherent integration concepts and models, and
the public also has a high recognition of this traditional integration mode of culture
and tourism. If AR is forcibly introduced as a new technical element, it will bring a
thinking impact to the public. Therefore, in the new media era, people must constantly
improve people’s understanding of the cultural and tourism integration methods in the
new media era, both in theory and in practice, so as to enhance the competitiveness of
the urban tourism market. For some groups with low cultural level, the understanding
of the concept of AR technology is not enough. The lack of in-depth research on AR
technology is not conducive to the development of virtual reality interaction function,
and exclthe layout form of simulation scenes and other unfamiliar content, which is
unfavorable to the integration of AR technology and the tourism industry. Therefore,
it is necessary to correctly understand and grasp the connotation and extension of the
integration of the tourism industry in the new era, and reasonably choose the suitable
cultural and creative carriers according to their own needs, so as to achieve the purpose
of cultural and tourism integration. Cultural creation is a kind of material product that
aims at specific groups in a specific period and expresses its spiritual connotation and
emotion through creation. Using technology to transform abstract cultural consciousness
into tangible audio and visual products, this is AR technology. Therefore, in the design of
tourism products, it must be combined with the local unique regional resources, in order
to achieve better publicity and promotion effect. Therefore, it is necessary to analyze
and study the regional culture, integrate its basic characteristics into the carrier of the
identification map, and form a regional culture and creative identification symbols with
strong regional cultural characteristics.

(3) Interaction design

The implementation of AR technology requires interaction through some software.
Among these technologies, the most critical thing is to have a good human-computer
interaction, and this interaction system includes a 3D model and drawing. Current AR
special effects on themarket aremostly developed and designed based onUnity3D. Enter
the prepared identification graphics, patterns and other information data into a virtual
environment, and complete the interaction between users and goods through coding.
Through each other, tourists can have a deeper understanding of the history and history
of commodities.

Using AR technology to scan cultural and creative products and generate dynamic
images can expand the extension of its culture.With the help ofmobile phone connection
and the application of big data, it can intuitively display and analyze the relevant infor-
mation of products and trademarks, so as to provide more convenience for customers to
go shopping. Moreover, the content of AR can be updated instantly in the background,
thus preventing the uniformity of video programs, and thus ensuring the constant change
of users. For example, the relevant units of local cultural creativity can use AR technol-
ogy to build a four-dimensional virtual world, so that the public can hear it. In addition,
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there are some auxiliary space, mechanical interactive devices, voice remote control and
other auxiliary means, as well as through voice remote control to appreciate cultural and
creative works, can also be marked, to improve the perception of the public. In addition,
the information collected by mobile phones can interact with other regions, countries
and metropolises, so as to achieve global sharing, and bring more communication and
communication channels to the people. At the same time, the use of the palace manual
drawing, such as creative, the intelligent map of qr code to join the regional museum
and 3 d landmarks, let users through the mobile terminal, can know the main location
of the museum of geographical information and collection, so you can let the traditional
ideas rooted in the people’s heart, so as to promote the spread of our history and cul-
ture. Driven by AR technology, cultural and creative design departments can also use
AR technology for simulation, and integrate artificial layout into intelligent design, so
that the public can carry out cultural and creative design through the form of voice and
hand-painting. The final virtual works are made into an electronic version and sent to
the public to commemorate and enrich the creative expression of the creative works [5].

(4) Test identification and release

Implement two interactive digital information and graphics of editing control, and
complete the engine development and design. Place an recognition map under the com-
puter camera, check the development effect of the engine, see if the computer has a
picture mode, and whether the compilation results are reflected in the development
design. When the recognition figure appears on the screen, click the mouse, select the
required information in the pop-up box, and type the corresponding code, and you can
call the corresponding plug-in to perform this feature. If the display and identification
map on the computer has been designed successfully, then the APK installation software
can be sent to the mobile terminal to download and install the apk, thus scanning with
the product.

4 Conclusion

The development of cultural and tourism integration industry must pay attention to the
creativity of tourism products and conduct tourism development with the help of AR
technology. It can be applied to sightseeing attractions to improve the experience and
participation of tourists, and then promote the dissemination and publicity of culture. For
example, relevant local departments cooperate with universities, publishing houses, and
social organizations to jointly develop the “Coastal Wandering” series, virtual cultural
and creative themes, such as “Square roaming”, these cultural and creative works inte-
grating social ideas, distinct personalities and intelligence. At the same time, we should
cooperate with media companies, Internet enterprises and other aspects, and promote
culture and tourism through a variety of media channels. At the same time, the major
enterprises can also jointly form a wisdom creative team, specifically for the area of
the existing cultural creative optimization and optimization, for example, through AR
technology to create “eloquent shell”, “the big fish bite fish, with dinosaurs as subject”
ideas, make works more vivid, realistic, ornamental and collection.
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Abstract. The research of distribution network monitoring and fault location
based on edge computing is a research, focusing on the design of low power
consumption, high reliability and high fault tolerance distributed systems. The
main purpose of this research is to develop a distributed system architecture for
monitoring and locating faults in large-scale networks. The architecture consists
of three components: fault location component (FLC), data acquisition compo-
nent (DCC) and data analysis component (DAC). These three components are
connected through an intermediate layer called the Service Interface Controller
(SIC). SIC provides necessary interfaces between DCC, DAC and FLC.

Keywords: Distribution network monitoring · Edge calculation · fault location

1 Introduction

Whole power network, and directly contacts with electricity customers. Therefore, its
reliable power supply capacity and power supply quality are the direct embodiment of
the economic benefits of power enterprises, and correspond to the immeasurable social
benefits [1].

The value is small, so it is not necessary to cut off the line immediately, and it is
allowed to operate with fault for a period of time. In addition, abnormal over-voltage
may occur when the fault occurs. When ferromagnetic resonance over-voltage occurs,
its value can reach 4 times of phase voltage, and sometimes it can reach 3.5 times of
phase voltage when intermittent arc grounding occurs. These high voltages affect the
whole network. If they last too long, they will damage the equipment in the network,
damage.

Most domestic people still use the method of manual line patrol. Due to the complex
branches of the distribution network, in case of short circuit fault, only the circuit breaker
at the outlet of the substation will trip, while in case of ground fault, it will not trip. In
case of short circuit and ground fault, even if the trunk line is segmented by switches,
only a limited number of sections can be isolated. It often takes a lot of manpower,
material resources and time to find the specific fault location, It is difficult to adapt to
the new requirements of distribution automation.
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2 Related Work

2.1 Research Status

Material resources and financial resources to study distribution network fault location
methods, and have made many research achievements. In a broad sense, fault location
includes fault line selection and accurate location. In terms of specific implementation,
the fault location method can be divided into wide area fault section location method
usingmultiple line terminals (FTU)or fault indicator (FPI), and fault locationmethod that
directly uses the electrical quantity information measured at the line outlet to calculate
the fault distance [2]. The former is used for fast fault isolation of urban distribution
network with convenient transportation and high automation level; The latter is used
for multi town distribution network with long power supply distance and difficult patrol
inspection to find fault points.

Short circuit fault in power system refers to the short circuit between phases or
between phases and ground that causes sharp increase of current, sharp decrease of
voltage and further damage to electrical equipment.

2.2 Research Status of Edge Computing at Home and Abroad

Therefore, as edge devices generate more data, network bandwidth will become the
bottleneck of cloud computing. To solve these problems, edge computing technology
came into being. Edge computing proposed by Cisco refers to the use of localized idle
computing and storage resources to implement delay sensitive tasks. Specifically, edge
computing can first pre process tasks by utilizing limited resources (such as computing
and storage cells), and then transfer them to the cloud for further processing. At the same
time, it can also independently deal with applications that consume less energy and have
lower latency than cloud computing.

3 Distribution Network Structure and Network Model

3.1 Distribution Network Structure

The distribution network is mainly composed of distribution lines and switchgear. The
network composition is divided into overhead lines and cable lines according to the types
of conductors. The proportion of cable lines used in developed countries such as Europe
and the United States is relatively high, while the proportion of cable lines used in China
was very low. With the needs of urban network transformation and urban development,
the number of cable lines used has increased year by year [3].

Network connection can be divided into radial network. In the planning principle
of urban distribution network, it is pointed out that the overhead lines should adopt the
wiringmode ofmulti section andmulti connection, and the contact points should operate
in an open loop during normal operation. Sectional switch and interconnection switch are
used here, both ofwhich belong to load switch. Figure 1 shows several typical connection
forms of overhead lines. The cable network structure is similar to the overhead line, but
the sectioning and liaison functions are realized through the ring network cabinet.
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Fig. 1. Connection form of overhead line

In the process of design and optimization of distribution network, flexible connection
mode shall be adopted according to thenature of load.Regardless of the connectionmode,
the following criteria shall be met: network connection shall be simple and flexible, with
the purpose of improving system reliability and realizing automation;

The fault handling of distribution automation is closely related to the type of
switchgear. Before discussing fault handling, briefly introduce some main switchgear in
current distribution automation. Switches on distribution lines mainly include recloser,
circuit breaker and sectionalizer. The recloser is a kind of equipment with high degree
of automation.When it is confirmed that it is a fault current, it will automatically break
the fault current according to the inverse time limit protection for a certain time, and
automatically reclose for many times as required to restore power to the line [4]. If
the fault is instantaneous, the line will resume normal power supply after reclosing of
recloser; If the fault is a permanent fault, the recloser will complete the preset reclosing
times (usually three times), confirm that the line fault is a permanent fault, and then
automatically lock. The fault line will not be powered on until the fault is eliminated
manually, and the recloser closing lock will be released again to restore to normal state.

3.2 Cable Network Fault Handling Mode

The possibility of transient fault of cable line is very small. Once the fault occurs, it is
basically permanent.

However, in order to restore power supply in time, the circuit breaker at the outlet of
the substation should still be configured with a reclosing function. The most common
power supply mode of cable line can be roughly divided into ring network cabinet and
switching post mode (this power supply mode can also be used for overhead lines, and
multiple reclosing may be required at this time.
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At present, most cable networks adopt the ring distribution mode of ring network
cabinet. The ring network cabinet can be indoor or outdoor. The ring network cabinet
generally has two incoming lines and multiple outgoing lines. The two incoming lines
are supplied by two feeders led from two buses of one substation, or by two substations.
Open loop during normal operation. In case of fault, fault location is carried out by
relying on the information provided by the fault indicator, and then fault isolation is
carried out by relying on the load switch of the ring network cabinet and power supply
is restored to the non fault section.

4 Research on Distribution Network Monitoring and Fault
Location Based on Edge Computing

The edge computing node simply processes some raw data generated by network edge
devices and provides complex data to cloud service providers, thus reducing the relay
of edge data, as shown in Fig. 2.

Fig. 2. Location of edge computing in OICT fusion

The fault transient and steady-state data obtained from each nodewill be very large. If
all of themare uploaded to themaster station for processing, not onlywill communication
congestion and huge computing burden be caused to the master station. Compared with
the traditional master station system and the cloud edge collaboration system designed,
the effectiveness and reliability of the systemare verified through simulation. The general
framework of the edge computing collaborative system applied in the industrial field is
shown in Fig. 3.



264 J. Qin et al.

Fig. 3. General Framework of Edge Computing Collaborative System

5 Conclusion

Distribution network automation requires the capability of automatic fault location and
pre-processing, and requires the reduction of fault processing time. However, the exist-
ing small current fault detection system only solves the problem of line selection. In
addition, there are many branches of power supply lines in the distribution network in
China, and the environment is complex, which increases the difficulty of fault location.
Therefore, line current fault location has always been a blank in China’s power system.
According to the fault grounding phenomenon, this paper selects thewide area amplitude
comparison and phase comparison method as the judgment basis, and combines GPRS
communication technology and GPS time service technology to realize the collection
of zero sequence vectors in the wide area, and automatically locates the small current
grounding fault by judging the relationship between zero sequence vectors.
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Abstract. The role of fermentation analysis in microbial research is very impor-
tant, but there is a problem of low analysis accuracy. The real-world statistical
method cannot solve the problems of yeast evolution and harmful bacteria identi-
fication in fermentation research, and the analysis accuracy is low. Therefore, this
paper proposes a crowd intelligence algorithm to construct a fermentation simu-
lation model. Firstly, the group theory is used to divide the fermentation process,
and the method is selected according to the reading requirements to realize the
preliminary observation of the fermentation data. Then, a collection of fermen-
tation studies is intelligently formed and data mining analysis is performed on
the yeast. MATLAB simulation shows that under certain requirements, the swarm
intelligence algorithm’s optimization degree and simulation stability are better
than the realistic statistical method.

Keywords: group theory · stability · fermentation studies · simulation
algorithms

1 Introduction

Fermentation research is an important way in the field of yeast and plays a very impor-
tant role in improving microbial research [1]. However, in the microbial fermentation
simulation, there is a problem of low analytical accuracy, and it is impossible to study
yeast fermentation process accurately [2]. Some scholars believe that the application of
swarm intelligence algorithm tomicrobial research can effectively carry out observation,
research and analysis [3], and provide corresponding support for microbial research. On
this basis, this paper proposes a swarm intelligence algorithm to simulate microbial
research and verify model implementation results.

2 Related Concepts

2.1 Mathematical Description of Swarm Intelligence Algorithms

The crowd intelligence algorithm uses the fermentation process[4], fermentationmethod
and proportion of harmful bacteria to simulate microbial fermentation, and finds harm-
ful bacteria in fermentation research according to the fermentation indicators in micro-
bial research, and forms a fermentation process table—microbial fermentation mini-is
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performed by integrating microbial fermentation. The crowd intelligence algorithm to
simulate the fermentation process results can improve fermentation research.

Hypothesis 1: The fermentation data is
∑

xi, the fermentation set is yi, the fermen-
tation process is xi, the degree of intelligence is oi, and the judgment function f (xi) of
fermentation is as shown in Eq. (1).

f (xi) = lim
i→∞

∑
xi · yi ∪ ξ2 (1)

2.2 Harmful Bacteria Presentation Process

Hypothesis 2: The simulation function is f (xi) and the proportion of harmful bacteria is
zi, then the fermentation study selection is shown in Eq. (2).

f (xi)=
3
√
x2 − 4xξ

1 − x4
∪ zi · ξ (2)

2.3 Microbial Study of the Fermentation Simulation Process

The stability and rationality of fermentation research were analyzed standardly, and
microbial fermentation was mapped into the simulation set to determine the effect of
abnormal fermentation process. First, microbial fermentation is comprehensively ana-
lyzed, and the constraints and weights of the fermentation process simulation are set to
support the accurate analysis of the swarm intelligence algorithm. The fermentation data
needs to be preprocessed to show that the fermentation process is effective, otherwise
the population theory is re-initiated. Degree of microbial fermentation simulation, the
results are shown in Fig. 1.

The analysis of microbial fermentation simulation is uniform, which is in line with
the objective facts. The selection method is not directional, indicating that the analysis
of crowd intelligence algorithm has a high degree of simulation. Microbial fermentation
simulation mainly uses population theory to adjust the process, remove harmful bacte-
ria, and revise the fermentation process to make the whole fermentation process more
reasonable.

3 Simulation Between Different Fermentation Processes

The swarm intelligence algorithm adopts the simulation degree judgment of stability, and
adjusts the corresponding microbial research plan relationship to realize fermentation
simulation. The crowd intelligence algorithm simulates and divides the fermentation
process and randomly selects different fermentation processes for verification. In the
data mining process, the fermentation process requires correlation processing with fer-
mentation research. After the simulation is completed, different methods are compared
for fermentation simulation, and the fermentation simulation results with the highest
rationality are recorded.
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Fig. 1. Swarm intelligence algorithm analysis process

4 Actual Examples of Microbial Fermentation Simulation

4.1 Microbiological Research

In order to facilitate yeast analysis, the fermentation studies of different semesters are
the research objects of this paper, as shown in Table 1.

Table 1. Data characteristics of different fermentation processes

Strain authentication Amount of data Analysis accuracy Constraints

Bifidobacteria United States 74.91 74.97 74.73

Europe 74.66 76.55 72.65

Lactobacillus United States 76.08 72.98 75.31

Europe 75.52 76.31 76.77

United States 74.61 77.06 74.52

Europe 76.71 74.51 74.82

The different fermentation processes simulated in Table 1 are shown in Table 2.
single fermentation simulation, the fermentation simulation results of the swarm

intelligence algorithm are closer to the actual stability. In terms of fermentation simu-
lation, selection rate and simulation degree of fermentation process, crowd intelligent
algorithm fermentation simulation. From the changes in the fermentation process in
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Table 2. Simulates the processing of indicators

Strain Degree of fermentation Simulation results Analog adjustment amount

Bifidobacteria 75.96 75.46 76.12

Lactobacillus 76.75 75.69 74.84

Lactobacillus 75.45 74.29 75.12

error 5.90 5.60 4.08

Fig. 4, simulation degree and faster judgment speed. Therefore, the fermentation process
of the swarm intelligence algorithm has better processing speed, stability and simulation
degree.

4.2 Digital Fermentation Research Ratio

The fermentation process includes the number of probiotics, the number of harmful bac-
teria, and the proportion of strains. After the standard constraint screening of the crowd
intelligence algorithm, the preliminary fermentation simulation results were obtained,
and the fermentation simulation results were analyzed. In order to verify the effect more
accurately, different fermentation schemes were selected and the overall stability of the
fermentation simulation was calculated, as shown in Table 3.

Table 3. Overall picture of fermentation simulation

Analog scale The degree of simulation Satisfaction rate

Bifidobacteria 77.43 75.60

Lactobacillus 75.89 76.13

Lactobacillus 75.99 75.12

mean 74.27 76.42

X2 2.570 7.834

P = 0.002

4.3 Stability and Rationality of Fermentation Simulation

The stability and rationality of the fermentation simulation are compared with the
fermentation simulation, and the results are shown in Fig. 2.

The fermentation simulation stability of the swarm intelligence algorithm is shorter
than that of the real statisticalmethod, but the error rate is lower, indicating that the choice
of the swarm intelligence algorithm is relatively stable, while the digital fermentation
research of the realistic statistical method is uneven. The reasonableness of the above
algorithm is shown in Table 4.
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Fig. 2. Fermentation simulation stability of different algorithms

Swarm intelligence algorithm.
Realistic statistical method.

Table 4. Comparison of fermentation simulation results of different methods

algorithm stability rationality error

Swarm intelligence algorithms 74.27 76.24 75.50

Realistic statistical method 75.36 73.95 75.45

P 5.827 7.353 7.859

The realistic statistical method have shortcomings in the stability and rationality of
the simulation, and the simulation results change greatly and the error is high. The swarm
intelligence algorithm has high stability and is better than the reality statistical method.
At the same time, the simulation stability of the crowd intelligence algorithm is greater
than 90%, and the error has not changed significantly.The results are shown in Fig. 3.

Intelligence algorithm are significantly better than the realistic statistical method,
and the reason is that the swarm intelligence algorithm increases the stability adjustment
coefficient and sets the simulation conditions to eliminate the results.
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Fig. 3. Comprehensive analysis results of swarm intelligence algorithm

5 Conclusion

In view of the increasing requirements of class scheduling, this paper proposes a crowd
intelligence algorithm and combines the swarm theory to analyze the yeast in colleges
comprehensively. At the same time, the simulation of fermentation process is analyzed
in depth, and a collection of fermentation studies is constructed. Research shows that the
swarm intelligence algorithm can improve the accuracy and rationality of simulation.
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Abstract. We also apply this method to our robots. Robot path planning is a task
that requires a robot to move from one position to another, and then repeat the
process. The robotmust always knowwhere it is, inwhich direction it shouldmove,
how fast it should go, and how far it needs to go. The research and improvement of
robot path planning is the process of developing, testing and improving algorithms
to effectively perform tasks. Themain goal is to find the best solution andmaximize
the time spent on the task with the least errors. The main problem in this field is
to find a strong enough solution to deal with unexpected situations or obstacles
that may occur during path planning, but it is also fast enough to avoid wasting
too much time on repetitive tasks, such as re planning when problems occur.

Keywords: Ant algorithm · Path planning · robot

1 Introduction

The so-called path planning, as the name implies, is to arrange the walking route of
the mobile robot reasonably according to certain standards. When there are multiple
obstacles in the robot’s working environment, planned for the robot, so as to provide
technical support for the robot to achieve autonomous movement [1]. The application
of intelligent algorithms in the field of path planning research has achieved remarkable
results. However, any intelligent algorithm often has various defects when solving path
planning problems, such as high complexity of the algorithm, credibility of the results [2].
Especially for robotswith complexworking environment, it is very easy for algorithms to
be difficult to solve. The above situation is the main challenge of intelligent algorithm in
path planning research. Many researchers have done a lot of research on these problems.

This paper proposes introduces the pheromone updating strategy, engineer ant strat-
egy and path back optimization strategy based on the double feedback mechanism, The
problem of poor smoothness and low security of the planned path is solved, which
ensures that the robot can work efficiently.
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2 Related Work

2.1 Ant Colony Algorithm

In real life, the strategy of ants’ foraging is: in the cave where ants live in groups, the
“ant boss” first sends some ants to look for food aimlessly, and once an ant finds food,
it immediately returns to the cave to report the situation to the “ant boss”, and the ant
boss will send other ants to look for food along the way the ant has walked.

As more and more ants find food along the path that the ant has walked, there are
more and more “pheromones” on this path. The subsequent ants no longer “aimlessly”
look for food, but directly follow the “road that the previous generation has walked” to
find food through the “pheromones” that perceive the taste of food getting stronger and
stronger.

Suppose another ant finds food closer to the cave when he is on the ground, and
returns to the cave to report to the “Ant Boss”. The “Ant Boss” sends ants to look for
food and says to the ants: No matter how far or near the food is, just find the food [3].
Therefore, the subsequent ants face a choice. Although some ants still choose food from
a distance, more and more ants will choose food from a distance.

As fewer and fewer ants choose distant food, there are fewer and fewer pheromones
on that path. More and more ants will choose this near path because there are more and
more “pheromones” on this path, and subsequent ants will not hesitate to follow this
“shortcut” to find food.

ACO algorithm first produces a number of artificial ants, then generates and
volatilizes “pheromones” in the search process through “artificial ants”, and finally
obtains the final solution of the problem through continuous iteration.

Taking the problem in the problem description as an example, suppose that there are
10 ants in the distribution center, and each ant knows the distance between the distribution
center and customers. In addition, compared with others; Assume that the “pheromone”
on the line segment between each two points is 1 initially, that is, the elements on the
“pheromone” matrix of 11 rows and 11 columns are all 1. As shown in Fig. 1 below, the
ant colony path minimum path planning.

Fig. 1. Ant Colony Path Minimum Path Planning
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2.2 Modeling of Path Planning Environment

The goal of path planning is to enable the robot to start from the starting node g egin and
safely avoid obstacles to reach the known target node gender along the shortest path.

Set the robot workspace as a two-dimensional structure space and mark it as AS,
and the position and size of obstacles are known, and the position and size of obstacles
do not change during the robot movement.

Use grids with the same size to divide the AS. The grid size is limited to the free
movement of the robot within it. Let the range of free movement of the robot be [o, R.].

3 Research and Improvement of Robot Path Planning Based
on Ant Colony Algorithm

When the first ant k arrives at the target node ge ma, because k arrives first and takes
the least time, the path it gets is optimal in the current round of ant colony optimization.
Repeat until the specified number of algebra times is completed or other set conditions
are met.

Q = (E(t) −M2C),
(
�p1C +M1C +M2C

)
ẋd (t) = Z, �p1C = F (1)

{
E(t)ẋd (t) = f (t, xd (t)) + B(t)ud (t) + dd (t)

yd (t) = C(t)xd (t)
(2)

when the environment is more complex. In some specific complex environments, for
example, when there are some complex obstacles such as U-shaped obstacles in the
environment, some ants searching the path may fall into these U-shaped obstacles, thus
there is no successor node to choose from, which makes the entire algorithm stagnant
[5]. As shown in Fig. 2 below, ant colony algorithm robot path planning.

Another common method to deal with the stagnation problem is to use the ant’s
fallback strategy: It is determined that the ant is in the trap. At this time, the ant’s tabu
list is modified to make the ant return to the previous grid of the current grid, and
determine whether the ant is still in the trap. If the ant still does not escape the trap,
continue to make the ant return to a grid and judge whether the ant has escaped the trap.
Repeat until the ants escape the trap[6]. When an ant retreats, it adds the grid before
retreating to the ant’s tabu list, so that the ant will not fall into the same trap again.
The ant fallback strategy can ensure that the ants can safely reach the target position
from the initial position during the implementation of the algorithm, complete the entire
path search process, and increase the adaptability and robustness of the algorithm. Its
disadvantage is that when there are many special obstacles, it needs to repeatedly make
the ants back and judge whether the ants are still in the trap.

The specific method of the complete convex processing strategy is as follows: during
the grid environment initialization, special obstacles are treated specifically. First, judge
whether the special obstacles follow the boundary and the U-shaped opening faces the
boundary, or whether the special obstacles are connected with other obstacles and the
U-shaped opening is completely blocked by the connected obstacles. If yes, complete
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Fig. 2. Ant colony algorithm for robot path planning

convex processing is performed on the special obstacles that meet the conditions, oth-
erwise, general convex processing is performed on the obstacles [8]. In this way, the
problem of traps generated between obstacles or between obstacles and environmental
boundaries can be eliminated.

The complete convex processing strategy can eliminate the stagnation phenomenon
of the algorithm, so that the entire ant colony can continue to search the path.

4 Simulation Analysis

The node set that each ant passes through in an iteration process represents a feasible
path (feasible solution), which means that the large. When the number of ants is too
large, the pheromone strength of some paths cannot be effectively distinguished, which
significantlyweakens the information positive feedback effect and slows down the global
convergence speed;

Load 30 during experiment × 30 The starting point coordinates of the environment
model path are (0, 0) and the destination coordinates are (29, 29). The value of m is 10
to 28, sampling once every 2, and other parameter settings are run 10 times according
to the formula (1) and formula (2) program.

In terms of planning time, the planning time increases linearly with the number of
ants. It is easy to understand that for each additional ant, the algorithm will calculate
the path for one more ant in each iteration, and the path generation of ants is almost the
same.
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5 Conclusion

What is the process of finding the robot path from one point to another. It involves several
steps: 1) The robot needs to find the way from one place to another. This can be done by
using sensors or vision systems and algorithms that calculate. 2) Once the robot finds its
own direction, it needs to follow a specific path to avoid getting lost. 3) To ensure that
the robot follows this path correctly.

Acknowledgements. sponsored by Qing Lan Project.The achievement of the company’s hori-
zontal project "Development and research of automatic handling and spraying system for robot
visual recognition".
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Abstract. The cultural tourism industry is a pillar industry, and its development
should keep pace with The Times. Therefore, the industry is actively building
the 5G metauniverse, but the construction process is difficult and lacks a clear
direction. In view of the current situation, this paper will conduct research on
the basis of the improved AHP algorithm. First, it introduces the basic concept
of the improved AHP algorithm, and puts forward practical strategies based on
the improved AHP algorithm for the current situation of the construction of the
cultural tourism industry 5Gmeta-universe. Through research, the improved AHP
algorithmhelps the cultural tourism industry find the direction of 5Gmeta-universe
construction, so that the 5G meta-universe can play a full role.

Keywords: Improved AHP algorithm · Cultural tourism industry · 5G
meta-universe

1 Introduction

Cultural tourism industry is a pillar industry and one of the traditional industries. In the
early development, the industry showed strong economic driving ability, people found
that the economic driving ability of the industry gradually decreased, this phenomenon
has attracted people’s attention, and related fields have conducted research on it. It is
found that themain reason for this phenomenon is that the services of the cultural tourism
industry are gradually inconsistent with the demands of modern people. That is to say,
modern people have different aesthetics and tourism needs and attach great importance
to their own tourism experience. However, the services of the cultural tourism industry
still maintain the traditional situation and cannot bring convenient and good tourism
experience to people. At the same time, the content is often disjointed from modern
aesthetics and demands. In this case, the proposal of 5G metauniverse has attracted the
attention of the cultural tourism industry. In theory, the construction of 5G metauniverse
can provide individuals with personalized technical services by relying on technical
means, so as to optimize the tourism experience, satisfy the aesthetics and needs, and
restore the economic driving capacity of the cultural tourism industry as usual. However,
how to do this in the actual environment is still a problem to be solved.
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2 Improve the Basic Concept of AHP Algorithm

There is an orderly environment between the levels, representing that the problem is
sorted out clearly. Then, a judgment structure is established according to people’s sub-
jective cognition of objective facts. In this way, the expert opinions can be combinedwith
the judgment results of analysts to judge the importance of relevant factors in a certain
level. During this period, the importance will be quantitatively described. After the com-
pletion, the relative importance order weight of factors at each level can be calculated
by mathematical method. The higher the ranking of the factors, the more important and
urgent, enabling people to make reasonable arrangements for the next work, such as the
implementation of one plan before the implementation of other plans [1–3].

TheAHPalgorithm iswidely used in the commercial field at first,which is commonly
seen in the quality determination of the enterprise’s own decision scheme. That is, the
enterprise often uses the AHP algorithm to divide the relevant factors of the decision
scheme into several levels, which are usually named by the criteria, the scheme, etc., and
then carries out quantitative and qualitative analysis on each level and the factors within
the level, and combines with each other to make the final judgment. The judgment result
can not only show the priority and weight ranking of related work in the scheme, but
also tell the enterprise what results a scheme can achieve finally through the final result,
and the enterprise can make a judgment according to its own expectations [4].

In fact, AHP algorithm tends to be perfect in many cases. The reason is that it can
establish a recursive hierarchical structure of problems, as shown in Fig. 1. Under this
structure, the analysis and judgment process of problems will become very simple, and
the comparison process between factors will be more convenient. At the same time,
this structure can also transform many factors that cannot be quantified into operational
indicators, so that the judgment results are more perfect. Most importantly, the AHP
algorithm. so the judgment results under the algorithm are more objective, reasonable
and accurate. However, AHP algorithm also has its own shortcomings, such as the
judgment matrix of the algorithm depends on people, if the subjective and objective of
people are not unified, there is a certain deviation between the subjective and the correct
answer, the result will be inaccurate, which indicates that the algorithm is susceptible
to the influence of human factors. In addition, AHP algorithm has other advantages and
disadvantages, as shown in Table 1.

From this point of view, the defects of AHP algorithm will be exposed in a certain
scene, and the construction of 5G meta-universe in the cultural tourism industry is
such a long-term, involving many difficult to compare factors, that is, some factors
do have obvious differences in weight, but the matters represented by the factors are
extremely important, at this time, the factors will become difficult to compare. At the
same time, meta-universe construction is very novel for the cultural tourism industry.
There is no relevant foundation in the original construction, which is equivalent to
starting from scratch. Therefore, there are a lot of factors involved, indicating that the
defects of AHP algorithm will be exposed. In view of this phenomenon, it is necessary
to improve the AHP algorithm. The basic idea of improvement is as follows: because
the core idea of related elements under certain criteria, and then judge the quality of the
scheme according to the sum of the weight, all kinds of shortcomings will be exposed
in the process, indicating that as long as the optimization of factor weight calculation
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Fig. 1. Recursive classification hierarchy of AHP algorithm

Table 1. Other advantages and disadvantages of AHP algorithm

Advantages Disadvantages

The process is simple Comparison of factors is sometimes difficult

Comprehensive elements If there are too many factors

method can complete the algorithm improvement. According to this idea, three weight
calculation methods are selected in this paper, as shown in Table 2.

Table 2. Three methods of factor weight calculation

The name of the The characteristics of

The normalization algorithm The numerical values obtained are generally large, but the
precision is relatively high

Geometric mean vector solution The obtained values are generally small, but the accuracy is
insufficient

Arithmetic mean algorithm The obtained values are generally moderate and the
accuracy is relatively high

Combining the above three algorithms, this paper mainly chooses arithmetic average
algorithm, which is combined with the classical AHP algorithm. The expression of
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improved AHP algorithm is shown in Formula (1).

ωi = 1

n

n∑

j=1

aij
n∑

k=1
akj

(1)

Construction strategy of 5G meta-universe for cultural tourism industry.

2.1 Necessity Analysis of Technology Selection

It does not contain technology itself, but is just a concept. However, the products under
this concept are integrated by several digital technologies, such as intelligent technology
and technology. The concept product relies on advanced 5G technology to connect with
the real environment, so that people can get other digital technology services in themeta-
universe in the real environment. On this basis, if the cultural tourism industry wants to
build 5Gmeta-universe, it must first do a good job of digital technology selection, which
involves the necessity of technology selection, that is, 5Gmeta-universe does not exclude
any digital technology. Therefore, on the macro level, 5G meta-universe construction
includes all digital technologies and there are a lot of technology types. On the micro
level, for application considerations, It is impossible for the cultural tourism industry
to introduce all digital technologies into the construction of its own 5G meta-universe,
but it will only choose the digital technologies that can be used for its own use. At this
time, industrial organizations should analyze the necessity of digital technologies and
eliminate unnecessary digital technologies.

However, in the analysis of technical necessity, many industrial organizations have
encountered difficulties in determining whether a certain digital technology is necessary
or not. The reason for this phenomenon lies in the technological selection thinking of
industrial organizations, as shown in Fig. 2.

According to this idea, technology selection is to judge whether the relevant digital
technology can meet the user needs according to the user needs. If it can meet the user
needs, a high degree of matching will be produced between the demand and the technical
function. If thematching degree reaches the standard, it means that the digital technology
is necessary to be selected. However, in the actual situation, industrial organizations will
find that there is a good match between the same user needs and a variety of digital
technologies. According to the existing thinking, it means that these digital technologies
need to be selected, which is obviously an unreasonable result. Therefore, industrial
organizations encounter difficulties in technology selection, and the selection necessity
judgment is very vague.

To solve this problem, industrial organizations can improve the existing ideas by
improving the AHP algorithm. The improved ideas are shown in Fig. 3.

In other words, industrial organizations can establish multiple technology selection
schemes according to the existing ideas. The specific technology items and quantity in
the schemes are uncertain, which can only be played out. As long as each technology
is truly related to some users’ needs, it is feasible to use the improved AHP algorithm
instead ofmanual analysis to carry out hierarchical analysis of the schemes, and compare
the weight of related technologies in each level of the schemes in the same needs in pairs.
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Fig. 2. Existing thinking of cultural tourism industry organization technology selection

Fig. 3. Improved technology selection ideas

Finally, make an objective and accurate judgment on the quality of the scheme. At this
time, the performance of the two technologies in the same needs can be judged by
improving the AHP algorithm for analysis. For example, it is necessary to dig into the
shopping demand of users in terms of their consumption orientation.
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2.2 Cost Planning Problem

5G meta-universe is very novel for the cultural tourism industry, which means that there
is a lack of meta-universe construction foundation within the industry. The construction
should be started from scratch, whichmeans that the construction of 5Gmeta-universe in
the cultural tourism industry has a lot of contents, and a lot of costs need to be invested to
complete the construction. For the industry, if an investment is made directly according
to the total cost of 5G meta-universe construction, it is likely to encounter the problem
of cost waste in the process.

On this basis, relying on the improved AHP algorithm can help solve the problem,
that is, industrial organizations can ask their staff to design the cost planning scheme
according to their personal ideas, and then introduce all the schemes into the improved
AHP algorithm. The algorithm can compare the controllability of different construction
stages and cost planning in different schemes, and choose the most controllable scheme.
For example, Plan A divides the whole construction process into three stages, with the
cost ratio of each stage being 25%, 39% and 36% respectively. After calculation, the
cost controllability of each stage is 78%, 69% and 92% respectively. Plan B divides the
whole construction process into four stages, with the cost ratio of each stage being 21%,
33%, 17% and 29% respectively. After calculation, the controllability of no phase is
82%, 88%, 73% and 94% respectively. By comparison, the mean controllability of Plan
B is much higher than that of plan A, so the industry composition can choose Plan B.

3 Conclusion

To sum up, for the cultural tourism industry, the construction of 5G meta-universe is
imperative, but the construction is also a major challenge facing the industry. There
are many problems that humans cannot make accurate decisions, and the improved
AHP algorithm can replace the manual to deal with these problems and make accurate
and objective decisions. Starting from this, the majority of cultural tourism industry
organizations should fully introduce the improved AHP algorithm and use it to promote
the construction of 5Gmeta-universe, so as to improve their service quality and enhance
economic benefits.
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Abstract. The aviation industry is not only a huge economic engine, but also
one of the most important sectors that play a key role in safety and security.
The analysis of aircraft maintenance records and engine maintenance records is
essential for airlines, airports, aviation authorities and manufacturers to ensure
that their products are properly maintained. Although this task is important, an
automation solution has not been developed. This paper presents a method to
automatically recognize civil aviationmaintenance records from images. Themain
task is to identify aircraft maintenance records, engines and airframe components
being processed. To solve this problem, we use the depth learning algorithm, and
use ground data for pre training. We test by training the model on the image
dataset and using the test dataset to compare with the classification results of
human experts.

Keywords: Deep learning · Civil aviation maintenance · Automatic
identification technology

1 Introduction

The development of civil aviation industry has been an important indicator of China’s
industrial development leve[2]l. In China, many industries and fields have carried out
information construction. By introducing information construction into civil aviation
maintenance, we can save maintenance costs and improve maintenance efficiency.As
a result, the maintenance cost increases during the regular inspection and maintenance
process or the routemaintenance process because of the long logistics route [2]. Based on
this, this paper studies the automatic recognition technologyof civil aviationmaintenance
records based on deep learning.

2 Related Work

2.1 Civil Aviation Maintenance

All parts in the aircraft maintenance record only refer to parts excluding precision instru-
ments such as engines.Whether new parts or parts being used in the aircraft maintenance
record, they should be tested by professional NDT equipment. The process of nonde-
structive testing is the five stages of source change detection display interpretation. The
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equipment generates an acoustic field/thermal field/electric field/magnetic field, which is
the first step source [3]. Then the interaction between the source and the object under test
causes changes, which means that the thermal field and the aircraft maintenance record
parts start to interact. Then the detector on the equipment detects the changes caused
by the interaction between the two, and the equipment system records and displays the
signals sent by the detector, Finally, the system interprets the signal in combination with
the inspected materials, and the operator can see the test results of the corresponding
inspected items on the display screen of the equipment. Because the entire testing pro-
cess does not damage the performance of the inspected object, it is called nondestructive
testing, which is the most popular process and theoretical basis of nondestructive testing
equipment.

The modern civil aviation industry has reduced the probability of aircraft mainte-
nance record accidents caused by mechanical failures to the minimum before takeoff,
regardless of the mechanical structure or technology of the aircraft maintenance record
itself [4]. The main cause of modern civil aviation passenger plane crashes is still human
factors. Of course, human factors here are also a very complex comprehensive concept,
not only referring to the behavior of a single natural person.

2.2 Image Resolution Reconstruction Technology

The image super-resolution reconstruction technology can perform high-definition
reconstruction of single frame and multi frame images of fuzzy targets in low reso-
lution images, restore the target texture details in the images, process low resolution
remote sensing images containing aircraft maintenance record targets, and compare and
analyze the results before and after processing.

TheCNNbasedmethod of discriminant learning has become themainstreammethod
of image super-resolution reconstruction because of its fast speed and end-to-end learn-
ing. Therefore, this papermainly selects theCNNbased end-to-end discriminant learning
method to achieve Low to High super-resolution reconstruction.

Generation network: it adopts the structure of encoding and decoding, and consists
of 17 residual modules, which are divided into three groups, including 2 sets, 3 sets and
12 sets of BatchNorm + ReLu + Conv 3 * 3 convolution operations respectively; The
resolution of the input image is first reduced by 4 times by using the pooling layer, and
then increased by 2 times by using the pixel shuffle layer.

Identification network: including 6 residual modules, divided into 6 groups, each
group includes 2 ReLu + Conv 3 * 3 convolution operations, followed by the full
connection layer, and the last two are the maximum pooling layers to improve the
resolution; The residual module used is shown in Fig. 1.

The image is randomly flipped, scaled, rotated and other operations using data aug-
mentation technology to increase the diversity of sample data. The training process lasts
200 iterations, and there are about 570000 generative network updating processes, in
which the update rate ratio of the discriminant network and the generative network is
5:1; In the final stage, the identification network and generation network are updated for
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Fig. 1. Residual module

2000 times at the same time for precise adjustment.

Jc =
k∑

i=1

∑

p∈C1

‖p − Mi‖2 (1)

AVF(xi) = 1

m

∑m

f =1
f (xij) (2)

CNN uses massive sample data for training, and constantly learns and modifies the
mapping function relationship from the data, so as to enable the network model itself
to obtain layer by layer abstract information until obtaining the essence of the data.
According to the direction of data propagation, the training of convolutional neural
network can be divided into two main processes, namely, forward propagation process
and back propagation process. In the forward propagation process, the training sample
data flows in from the input layer, through the processing of intermediate hidden layers
such as convolution layer and downsampling layer, and finally flows out from the output
layer. In the back propagation process, the error between the sample label and the actual
output is calculated, and the error of each hidden layer is calculated layer by layer. The
gradient descent method is used to adjust the model parameters.

The deconvolution layer is generally followed by the downsampling layer. Each
feature map output from the downsampling layer is only related to the feature map of
the same level of the previous layer, so the number of feature maps of the previous layer
is equivalent to that of the current layer.

3 Automatic Recognition Technology of Civil AviationMaintenance
Records Based on Deep Learning

RPN network adopts a similar sliding window mode, and the convolution of the convo-
lution kernel is regarded as the sliding process of the sliding window. For each result
generated by a given convolution kernel, there is a predefined anchor box corresponding
to it. Because of its convolution property, anchor has good translation invariance. Each
anchor defines its scale and aspect ratio in advance, so that multi-scale and multi-scale
detection can be realized in a convolution layer. Compared with the multi-scale detec-
tion method (such as image pyramid and multi convolution kernel) proposed before this
method, this method is more efficient. The network structure uses 1 × 1 convolution,
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which is actually a full connection layer, but it uses the form of convolution, which is
more efficient. The convolution recognition layer is shown in Fig. 2 below.

Fig. 2. Convolution recognition layer

The original YOLOv5 network has three scale detection layers: large, medium and
small. These three scale detection layers output the input image after down sampling.
In the research, it is found that some aircraft maintenance records in remote sensing
images are very small in size and densely arranged, which adds a detection layer for
small objects, is more suitable for aircraft maintenance record object detection in remote
sensing images. The image data detection of aircraft maintenance record is shown in
Fig. 3 below.

Fig. 3. Aircraft maintenance record image data detection
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All our models are based on the Resnet-50 pre trained on ImageNet. In order to
maintain the same level as the original Faster RCNN, we use res4f for RPN feature
extraction instead of res5c, the last convolution layer of Resnet-50. For FPN, we only
use Pz to Ps as the feature extraction layer instead of Po. Before image input, we will
scale the image to the size of 768 on the short side. For the classified sub network, the
batchsize is 2000 in training and 40 in testing.

The RPN module is still used in the candidate box generation part. The difference
is that, because the network is a pyramid structure with multiple levels, there is an RPN
module at each level, and the sizes of anchors in each RPN overlap but are different,
we still use nine predefined sizes, but only five of them are adjacent to each level; The
predefined aspect ratio of anchor remains unchanged at 0.41. In addition, each RPN will
only return the gradient of the first 256 candidate boxes.

4 Conclusion

Aviation maintenance records are critical to aviation safety. Analyzing aviation mainte-
nance records is an important task for airlines and the aviation industry. It helps predict
potential failures, avoid accidents and optimize operational efficiency. Automatic recog-
nition andmaintenance of records based on deep learning is a promising research field in
the past few years. However, due to human errors, equipment failures and other reasons,
these important documents often need to be updated or corrected. In most cases, this
process requires the participation and collaboration of multiple people to effectively find
solutions. This paper presents a new method of automatic recognition of civil aviation
maintenance records based on deep learning technology.
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Abstract. The training process of medical and nursing health professionals is
complicated and difficult, so the training efficiency and quality can not be guar-
anteed. In order to change this situation, the related fields believe that the talent
training prediction model can be constructed by fuzzy neural network algorithm,
and the goal can be achieved by relying on the model. This paper mainly dis-
cusses the basic concept of fuzzy neural network algorithm, and then establishes
the prediction model combined with the training process of medical and nursing
health professionals, and finally introduces the specific role of the model in talent
training, and carries on the demonstration.

Keywords: Fuzzy neural network algorithm · Medical and nursing health
professionals training · Prediction model

1 Introduction

The medical and nursing health major is related to human health, so the quality of the
professional personnel training must be guaranteed. At the same time, the personnel
training has a certain time limit, so the training efficiency must also be guaranteed.
And reality, past medical talent training mode to raise the health professional talents
cultivation process efficiency is slow, and the quality is uneven, the overall is low, the
reason is that in the past mode is more extensive, only general in talent cultivation, many
problems to deal with, and makes the training efficiency and the quality is low, and
not guaranteed. In the face of such situation, the medical health professionals need to
be talent training mode reform, for this field thought the changes in the fuzzy neural
network algorithm can provide help, using the algorithm builds the forecast model of
personnel training, can prejudge the future direction and trend of training of personnel,
etc., so that the relevant organization to adjust in a timely manner, to avoid or deal with
the problem, promote the efficiency and quality of talent training, and to be guaranteed.
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2 Concept of Fuzzy Neural Network Algorithm

Fuzzy neural network algorithm refers to a series of mathematical methods used in fuzzy
neural networks to operate on different classes of fuzzy problems. Its main function is to
generate specific learning logic in fuzzy neural networks. The structure of fuzzy neural
network is shown in Fig. 1.

Fig. 1. Structure of fuzzy neural network

Combination can be seen in Fig. 1, as X1, X2, both were input into A hidden layer
after will gradually break down for more than four hidden nodes (after decomposition,
because work to base 2 (minimum number is 4), they are denoted as A1, A2, A3 and
A4. There is an interactive relationship between these hidden nodes, and the interaction
process represents that the model is learning and will eventually output a result O, which
can be recorded by the model and become the knowledge of the model or used by the
external system [1–3].

Such as in the Internet model learning involves many adjustable parameters, there-
fore, it is necessary to obtain answers through parameter learning, and in the process, it is
necessary to choose complex algorithms that can decompose, define and integrate param-
eters. Common fuzzy neural network algorithms are shown in Table 1. Non-algorithm
has its own advantages and disadvantages, especially in the scope of application, some
algorithms can only be used to deal with a certain kind of problem, so a reasonable
selection of algorithms is the key to play the role of fuzzy neural network [5–6].

According to Table 2, backpropagation algorithm has distinct characteristics and is
basically the most convenient algorithm among fuzzy neural network algorithms, but
its defect is also very obvious, that is, it is easy to fall into local minima when dealing
with complex problems. Therefore, the selection should consider the complexity of the
problem and need to be evaluated in advance.
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Table 1. Common fuzzy neural network algorithms

Algorithm name Characteristics of

Back propagation algorithm Complete logic and simple structure

Genetic algorithm (ga) It is suitable for optimization problem learning

Rough set algorithm Strong learning and processing ability, can effectively reduce the
dimension of knowledge space

3 Establishment of Training Prediction Model for Medical
and Nursing Health Professionals

3.1 Algorithm Introduction

Rough set algorithm is a kind of all of the attributes according to the analysis of the target
to establish several collections, integrating these collections based rough set again, and
then according to the study of rough set, prompting machine system can understand
the concept of analysis, so it can target based on the concept of combining analysis
makes a fuzzy neural network to predict the current information [7–10]. At the same
time, because is forecast, so it is not only accurate results, while facing different forecast
results, the rough set algorithm driven by fuzzy neural network gives the probability
of each prediction results and the predicted results of different coping strategies, or
other decision-making information, the artificial just need to make the right choice, and
perform the relevant work. According to the above principles, the basic model of rough
set algorithm is shown in Eq. (1).

N =

⎧
⎪⎨

⎪⎩

A1,A2, ...,An

B1,B2, ...,Bn

C1,C2, ...,Cn

⎫
⎪⎬

⎪⎭
(1)

where N is the set value of the rough set of the analysis target, A, B and C are the
attribute classification items of the analysis target respectively, and each classification
item contains several attributes, denoted as 1,2…, n.

3.2 Model Establishment

According to the rough set algorithm, medical health professional talent training pre-
diction model is established in this paper is divided into two steps: one target attribute
extraction analysis, namely the medical keep health work has a lot of analysis of the
target of talent cultivation, to use the rough set algorithm to calculate, you need to dis-
tinguish the analysis target, to extract a single mathematical analysis of the target, in
order to establish the rough set. This paper takes the vocational comprehensive level
of students in the training of medical and nursing health professionals as the analysis
objective and extracts its attributes. See Table 2 for details. Secondly, the model is estab-
lished, that is, according to the attributes given in Table 2, the relevant information of
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each attribute within a certain time is collected, and then the prediction model can be
established according to the weight relationship between the attributes. See Eq. (2) for
the model.

N =

⎧
⎪⎨

⎪⎩

A1,A2, ...,An

B1,B2, ...,Bn

C1,C2, ...,Cn

⎫
⎪⎬

⎪⎭

∩

O =

⎧
⎪⎨

⎪⎩

D1,D2, ...,Dn

E1,E2, ...,En

F1,F2, ...,Fn

⎫
⎪⎬

⎪⎭

(2)

where O represents the analysis target, D, E and F are first-level attributes respectively,
and the related second-level attributes are denoted as 1,2…, n.

Table 2. Attributes of students’ vocational comprehensive level

Primary attributes Secondary attributes

The theory of cognitive The knowledge of cognitive

Personal understanding

Practice Skill levels

The accumulation of experience

Work accomplishment Moral accomplishment

The spirit of accomplishment

4 Function Introduction and Demonstration

4.1 Functions

The prediction model constructed under the fuzzy neural network algorithm has two
main roles in talent training, namely talent development prediction, training efficiency
and quality prediction. According to the logical relationship between the prediction
results of the two roles and the second-level attributes, the algorithm can understand the
concept of talent training, and then output the results. The details of each role are as
follows.

4.2 The Empirical

4.2.1 Empirical Plan and Preparation

In order to better implement the empirical solution, this paper carried out the preparation
system is set up algorithm, namely the rough set algorithm as a kind of fuzzy neural
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network algorithm, and must start with a programmodel of embedded system, driven by
system operation, or manual operation will consume a lot of time, are also susceptible
to the interference of artificial subjective factors, so the need to build algorithm system.
The structure of the algorithm system built in this paper is shown in Fig. 2.

Fig. 2. Structure of the algorithm system

Combined with Fig. 2, the algorithm system is mainly based on a physical server,
use of server resources to build the system framework, and then in the framework of
the modular program development, select the Java development language, relying on its
good realizability, realizes the algorithm module, rough set and combined with fuzzy
neural network, it can be operation. The calculation results will be displayed through
the output module.

4.2.2 Empirical Results

Rough set algorithm provides the trend data of the development of talent training effi-
ciency and quality, from which it can be seen that it takes 500 h to complete the current
talent training task, and the quality score is 70 points, compared with the previous data
of 410 h and 86 points, indicating a downward trend. Then the data increased to 390 h
and 93 min, indicating that the trend was upward, so the trend prediction result of the
model was accurate. At the same time, the prediction results point out that the reasons
leading to the slow decline of the development trend of training efficiency and quality
may be related to the number and level of teachers. It contains the standard answer, so
it also gives the decision-making scheme to improve the level of teachers. Overall, the
prediction results are accurate, so the rough set algorithm is effective.
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5 Conclusion

In conclusion, the correct selection of available to construct medical health prediction
model of talent cultivation, the model can help people many projections for personnel
training situation, including prediction, cultivating talents development efficiency and
quality prediction direction, such as prediction accuracy is guaranteed, convenient for
people to make accurate decisions.
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Abstract. Renewable energy is the main energy in China. It has great develop-
ment potential, but it also brings severe challenges to the operation and manage-
ment of power system. Firstly, this paper combs the distributed robust optimiza-
tion theory, specifically including the characteristics and applicable conditions of
the distributed robust optimization model, classifies them according to the differ-
ent methods of fuzzy set construction of uncertain parameters, and analyzes the
advantages and disadvantages of each method of fuzzy set construction, laying
a theoretical foundation for the subsequent construction of the distributed robust
optimization scheduling model.

Keywords: Electricity consumption · Carbon emissions · Genetic algorithm ·
Renewable energy

1 Introduction

In recent years, the proportion of renewable energy in the world has been continuously
increasing, and more and more countries and regions have begun. The application of
renewable energy not only helps to reduce dependence on traditional fossil fuels, but
also effectively reduces carbon emissions and slows down the pace of global climate
change. However, the application of renewable energy faces a major problem, which is
the instability of its power generation, which will have a significant impact on electricity
demand and supply [1]. Therefore, how to reasonably plan the utilization of renewable
energy.

This article is an empirical study based on genetic algorithms, aiming carbon emis-
sions. Genetic algorithm is an optimization method based on natural evolutionary pro-
cesses, which has advantages such as efficiency, robustness, and flexibility, and has broad
application prospects in energy planning. By analyzing and modeling data on renewable
energy generation, electricity demand, and carbon emissions, and using genetic algo-
rithms to solve the optimal solution, this paper first calculated the carbon emissions of
30 provinces in the past five years according to the IPCC guidelines; Then, on the basis
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of STIRPAT model, the driving factors of carbon emissions are decomposed, and a two-
way fixed effect model is established with static panel data, and regression analysis is
carried out using stata software; Finally, combined with regression analysis, the relation-
ship between renewable energy electricity consumption and other driving factors and
carbon emissions was elucidated, providing some reference for China’s energy structure
adjustment [2].

2 Related Work

2.1 Promote the Consumption of Renewable Energy Power

The following are some possible effective measures:
The government formulates policies to support the development of renewable energy

and encourages businesses and the public to use renewable energy electricity more.
The government can introduce preferential policies for purchasing renewable energy
electricity and provide incentives such as tax breaks to enterprises and the public who
use renewable energy electricity.

Strengthen the promotion of the brand image and advantages of renewable energy
electricity. Introduce the environmental protection characteristics and economic value
of renewable energy electricity to the public through media promotion, social networks,
and other channels, increase public awareness and trust in renewable energy electricity,
and stimulate consumer demand.

Develop new energy servicemodels. The use of renewable energy electricity requires
a professional energy management team and service platform. Governments and enter-
prises can consider conducting energy management services to provide customized
energy solutions and high-quality after-sales services to users.

Innovate renewable energy power products and services. Enterprises can develop
various renewable energy power products tailored to different user needs, such as dis-
tributed, to meet the diverse energy needs of users [3]. At the same time, for users,
we need to provide elastic, flexible, and personalized power services to create a higher
quality electricity consumption experience.

In summary, promoting the consumption of renewable energy electricity requires
actively implementing a series of policy measures and technological innovation, and
closely connecting technology with market and social needs, continuously guiding and
stimulating users’ demand for renewable energy electricity.

2.2 Uncertainty Characterization of Renewable Energy Power

At present, there are mainly stochastic optimization methods, robust optimization meth-
ods and distributed robust optimizationmethods to characterize the uncertainty. Stochas-
tic optimization methods are relatively mature, but they rely too much parameters, and
the generated scenes often have a large scale, which leads to inefficient solution [4];
The robust optimization method does not need to rely on the probability distribution
information of the uncertain parameters, as long as the fluctuation range of the uncertain
parameters, and has good economy and robustness.
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Stochastic optimization is prediction or statistical analysis of uncertain factors to
obtain the probability distribution of uncertain parameters, and then through scenario
analysis to simulate the random fluctuations of uncertain parameters, generate a scenario
tree along the time axis, and add each scenario constraint to the objective function, finally
forming an optimal scheduling model that introduces uncertain factors.

3 Analysis of the Relationship Between the Two

3.1 Model Construction

Among them, CO2 (carbon dioxide emission) represents per capita carbon dioxide emis-
sions; P (population) represents the total population of each region; GDP (gross domestic
product) represents the per capita gross domestic product of each region (each region is
converted with 1995 as the base period);

lnCO2it = b lnPit + c lnGDPit + d lnEIit (1)

Fig. 1. Relationship between electricity consumption and carbon emissions of renewable energy
based on genetic algorithm
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El (energy intensity) represents energy intensity;REC (renwabl energy consumption)
represents the variable. I and t represent different regional and timevariables respectively;
b. C, d and e are coefficients and represent the elasticity of CO emissions to population,
GDP per capita, energy intensity and renewable energy consumption respectively. The
based on genetic algorithm is shown in Fig. 1.

3.2 Data Source

In order to calculate and analyze CO more clearly and effectively. The panel data of the
northwest region from 1995 to 2014 were collected. As mentioned above, the indicators
to be used for building panel data model include: per capita carbon dioxide emissions
(I), total regional population (P), regional per capita gross domestic product (GDP),
energy intensity (EI) and renewable energy consumption (REC). The population data
is from the statistical yearbooks of provinces and autonomous regions from 1995 to
2014; calculated by the ratio of the total GDP and the total population in the statistical
yearbook of northwest provinces and regions from 1995 to 2014. Inflation and truly
reflect the economic factors, the GDP of the five provinces and regions in northwest
China from 1995 to 2014 was converted using the consumer price index with 1995 as
the base period.

4 Experimental Research and Analysis

This study is based on genetic algorithms and uses data such as renewable energy gener-
ation, electricity demand, and carbon emissions to conduct carbon emissions. Through
data collection, preprocessing, andmodeling processes, we have obtained some valuable
experimental results with the support of genetic algorithm optimization models.

We found that in small-scale power grid systems, when the proportion of renewable
energy generation to the supply of the power system is relatively large, its effect on
reducing carbon emissions ismore significant.When generation reaches 40%, the carbon
emissions in the power grid can be reduced by 12%. Further increasing the proportion
of renewable energy power generation can reduce carbon emissions to a certain extent,
but its marginal utility on reducing carbon emissions will gradually decrease.

This consumption in the power system has certain nonlinear characteristics and
needs to be solved through scientific and reasonable methods. The iterative analysis of
nonlinear features is shown in Fig. 2.

The regression results show that the determination 0–5721. Among the driving fac-
tors of carbon emissions, proportion of renewable energy electricity consumption can
drive the reduction of carbon emissions. However, the significance of total population,
per capita GDP and provincial regional industrial structure is not strong, while urbaniza-
tion rate and energy intensity have passed the significance level test of 0.01, electricity
consumption ratio is - 0–172, indicating that carbon emissions will decrease by 0–172
percentage points for every 1% increase in renewable energy electricity consumption
ratio. On the whole, however, the driving factor that has the greatest impact on carbon
emissions is regional energy intensity.
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Fig. 2. Nonlinear Feature Iterative Analysis

5 Conclusion

Control carbon dioxide emissions from the consumer side, and more systematically
achieve the energy conservation and emission reduction plan. Energy intensity, that is,
energy consumption per unit output value,will also significantly affect the level of carbon
emissions. Therefore, in the process of economic development, we should also pay
attention to upgrading production processes and technologies to improve the efficiency
of energy utilization, so as to effectively curb. This paper can clarify the mechanism
of renewable energy electricity consumption optimization in environmental protection,
provide ideas and basis for industrial transformation and upgrading, and play a reference
role in decision-making for provinces to formulate targeted emission reduction plans.
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Abstract. This article aims to study a steel plate surface defect classification
algorithm based on an improved BP neural network. Firstly, we analyzed the clas-
sification of surface defects on steel plates and proposed an image segmentation
algorithm based on shape features, which divides the steel plate surface image
into multiple regions and extracts shape features from different regions. Then, we
used traditional BP neural networks and improved BP neural network models to
classify these shape features to determine the type of surface defects on the steel
plate.

Specifically, we propose an improved BP neural network model to address the
issues of low classification accuracy and slow training speed that traditional BP
neural network models face in dealing with multi class problems. The model uses
momentum term and learning rate annealing technology to accelerate the network
training process, and uses Sigmaid function instead of the traditional step function
to improve the fitting ability of BP neural network.

Through a large number of experiments, we compared and analyzed the per-
formance of traditional BP neural network and improved BP neural network in
the classification accuracy and training speed of steel plate surface defects. The
results show that the steel plate surface defect classification algorithm based on
improved BP neural network has significantly improved classification accuracy
and training speed compared to traditional BP neural network. This algorithm has
important application value for automatic recognition and classification of surface
defects on steel plates.

In summary, this article studies a steel plate surface defect classification algo-
rithm based on an improved BP neural network. In the future, we will further
optimize the performance of the algorithm and improve its application scenarios
to improve its practicality and universality.

Keywords: Surface defects · BP neural network · Steel plate · Classification
algorithm

1 Introduction

Steel is of great significance to modern society and is widely used in bridges, ships,
armor, automobiles and other fields. China is a populous country, and the construction
of various infrastructure requires a large amount of steel. At the same time, China is
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also a large steel producer. In 2019, the national steel output will be 990 million tons.
During the production process of steel plate, due to the influence of rawmaterials, rolling
equipment, rolling process and system control, various defects such as scratches, cracks,
pits and oil stains [1]. In addition, in the production process, it will also wear and roll,
resulting in production accidents such as belt breakage, accumulation and parking,which
will bring incalculable losses to the production of enterprises. Therefore, online detection
of great significance, and it is also the research direction of steel plate manufacturers
[2].

Since the 1970s, the research on automatic steel plate surface defect detection system
has been started abroad. Until the end of the 20th century, there has been a very mature
surface defect detection technology. China’s development is relatively late. At present,
many steel plants use inefficient manual sampling methods, and some large enterprises
introduce foreign advanced technology to improve production efficiency and product
quality [3]. But the price of these products and equipment is too expensive, and only a
few large steel plants can afford it. In order to get rid of foreign technology blockade,
reduce production costs and improve production efficiency, many domestic enterprises
and universities have cooperated to jointly develop their own defect detection systems,
and have also made some phased achievements.

2 Related Work

2.1 Development of Steel Plate Surface Defect Detection

(1) Manual detection
In the 1950s and 1960s, manual inspection was used internationally for online

inspection or open coil sampling inspection. The online detection method is to
observe the steel plate surface with naked eyes during the production process of
steel plate. This method has high working strength and is easy to be affected by sub-
jective factors, such as missed detection and false detection. And the environment
of the factory is very bad. High temperature, dust, noise, etc. will cause physical and
mental damage to workers. In some cases, the factory will also use stroboscopic light
source to detect, causing great harm to the workers’ eyes[4]. Therefore, the method
of online inspection gradually becomes the open coil spot check, where a certain
proportion of the finished steel coils are spot checked. The main disadvantages of
manual detection methods are that they cannot be quantified, are easily affected by
subjective factors, cannot guarantee the detection quality, and cause great harm to
workers.

(2) Machine vision inspection
The inspection method based on machine vision is to use cameras to collect

steel plate images. Generally, the acquisition system is also equipped with a lighting
system to improve the quality of collected images. Image processing technology is
used to detect steel plate defects. There are many successful systems and cases of
machine vision in surface defect detection. Which can detect surface defects of steel
plates in a high-speed and stable manner, making machine vision the mainstream
research direction of surface defect detection system. Westinghouse Company pro-
posed to use linear CCD for image acquisition and high-intensity linear light source
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for auxiliary lighting to detect surface defects of steel plate. The EES system can
collect high-quality steel plate surface defect images in real time, Have operators
manually classify defects [0. There are also many colleges and universities in China
cooperating with the company to jointly develop an online detection system for steel
plate defects, and some achievements have been made.

2.2 Traditional BP Neural Network

As shown in Fig. 1. The number of elements in the input layer is the dimension The
output layer is a (s3 × 1), w (i = 1,2,3) is the weight matrix of the main layer, and b (i
= 1,2,3) is the offset vector of layer i.

E(w, b) =
n−1∑

j=0

(dj − yj)
2 (1)

Fig. 1. BP three-layer network diagram

It can be seen from Formula (1) that BP network is mainly determined by the weight
matrix and offset vector of each layer, and its coefficients are generally determined by
performance learning rules, that is, the mean square error is taken as the performance
objective function. BP learning algorithm has a simple structure, classification, and has
also obtained good results. However, due to the shortcomings of slow training speed,
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convergence to local extremum and many iterations, it needs to get the optimal results
through repeated experiments in the actual operation process. An effective practical
technology to improve BP algorithm is discussed below.

3 Defect Screening Based on Image Gradient

A real-time online detection system needs to process huge amounts of data. If each col-
lected image is finely processed, the hardware system needs to provide strong computing
power, and the software needs to provide efficient processing. This has great require-
ments for the performance of the system, and its cost is also extremely expensive. These
are totally unnecessary. With the development and maturity of technology, the yield
of steel plate has been very high, and most of the steel plate images collected by the
system are free of defects. Therefore, we should find an efficient screening method to
split the steel plate images, and fine process the defect images, and directly store and
display the images without defects. For the screening algorithm, it should be simple and
efficient; Secondly, it should have high accuracy; Finally, the false detection rate and
missed detection rate should be kept at a low level.

The common screeningmethods are subtraction, projection and image classification.
The difference image method takes the normal steel plate image as the benchmark, and
uses the collected image to make difference with it. The obtained difference image is
used to screen defects. Even if it is a normal steel plate, there will be a great difference
between them, so the effect of differential imaging is very poor. The projection method
projects the gray image of steel plate to the horizontal axis and vertical axis respectively,
and uses the variance after projection to screen defects. The projection method is better
than the difference method, but it is still vulnerable to the interference of light and noise,
which is difficult to meet the requirements of industrial production.

This paper analyzes a large number of defect images and normal images. It is found
that the image information of normal steel plate is low frequency, while the defect image
has a large amount of high frequency information. Therefore, they can be distinguished
by frequency domain method. However, it is time-consuming to process the image in
frequency domain, so image gradient is used instead of processing in this paper.

4 Defect Image Filtering Method

In this paper, the gradient direction projection is used for defect image filtering, and the
specific operation flow chart is shown in Fig. 2.

(1) Pretreatment. The environment of the steel plant is relatively harsh, and lighting, dust,
vibration, etc. can easily, and affect the subsequent processing algorithm. Therefore,
the image should be preprocessed before image filtering to eliminate the impact of
the environment and ensure the image quality. Filtering and grayscale transforma-
tion are common image preprocessingmethods. Filteringmainly includes spatial and
frequency domain processing methods to eliminate image noise. Frequency domain
filtering includes Fourier transform, wavelet transform, etc. The gray level transfor-
mation of the image includes histogram equalization, gray level stretching, etc., in
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Fig. 2. Flow Chart of Defect Image Filtering

order to improve the image contrast. This section only filters the defect images, so
we choose the simplest method for preprocessing. Gaussian filtering can effectively
retain the information of the current pixel when removing noise, which is more
suitable for the preprocessing of the current algorithm.

(2) The image gradient is calculated using Robert cross operator.
(3) Calculate gradient direction projection according to the formula.
(4) Image filtering. Through experimental simulation, observe the statistical character-

istics of a large number of image mean values and standard deviations, and design
appropriate thresholds for image filtering.

5 Conclusion

BP neural network adopts the neural parallel processingmode, which can quickly realize
the nonlinear fitting function. However, the traditional BP neural network learning algo-
rithm has some shortcomings, learning algorithm, the author proposes a new network
learning method using the high order perturbation theory, which not only speeds up the
network training speed, but also avoids the risk of falling into minima in the network
learning process, When the method is applied to the classification experiment.
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Abstract. Binary association rule extraction algorithm is a machine learning
method, which is used to extract rules from text data. Text data can be in any form,
such as documents, news articles, or social media posts. The rules extracted by
this algorithm are called associations. These associations are then used to predict
future events. This paper introduces how to use binary association rule extraction
algorithm to predict students’ employment competitiveness according to their per-
formance in SAT/ACT/NAPLEXand other college entrance examinations.Use the
above algorithm to extract the employment competitiveness of college students.
The binary association rule extraction algorithm is applied through the following
steps: Step 1: input the data into the computer and import it into the database; Step
2: Search for rules in the database and extract them; Step 3: Combine all extracted
rules into a rule set; Step 4: Calculate the score of each rule set according to its
accuracy, and then compare it with the scores of other rule sets.

Keywords: Association rules · Feature extraction · College students’
employment competition

1 Introduction

Especially in recent years, with the gradual spread of the financial crisis in the world,
the problem of difficult employment has become more and more prominent in China. In
the current and future period [1].

Under the overall severe employment situation of the whole society, the employment
situation of college graduates is not optimistic. College graduates are an important part
of the social employment group. The employment situation of college students directly
affects the overall employment situation of our society. As mentioned above, in recent
years.
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2 Related Work

2.1 Analysis on the Core Competition of College Students’ Employment

Under the pressure of the current severe employment supply and demand contradiction
and structural contradiction, improving the employment rate and employment quality
of college students has become a hot and difficult issue of general concern in the whole
society. For colleges and universities, improving the employment rate of graduates is
not only a matter of digital improvement, but also a matter, the employment quality
of students, the demand and evaluation of employers for college graduates, and so on.
Many colleges and universities put improving the employment quality of graduates in
the first place of employment work, and pay more and more attention to the cultivation
of college students’ employment competitiveness [2]. The flowchart for analyzing the
core competitiveness of employment is shown in Fig. 1.

Fig. 1. Flow chart for analyzing the core competitiveness of employment

However, a large part of these colleges and universities do not realize that when
the society has formed a general atmosphere of valuing college students’ employment
competitiveness, if college students do not seek breakthroughs to form their own core
competitiveness, then this employment competitiveness will become less competitive in
their future job search. For example, if an enterprise wants to survive in the fierce market
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competition and obtain long-term benefits, it must have its own core technology or core
competitiveness and establish its own brand advantage.

Only in this way can it not be replaced by emerging enterprises and eliminated by the
market. Therefore, college students must cultivate and enhance their own employment
core competitiveness. Then, first of all, we must clarify the meaning, characteristics and
main components of college students’ employment core competitiveness.

2.2 Binary Association Rule Extraction Algorithm

Association rules were originally put forward to discover the purchase habits and pur-
chase rules of supermarket customers. Suppose supermarket operators want to know
more about the purchase habits of customers, such as what items customers usually buy
at the same time, they can analyze customers’ shopping baskets to explore the relation-
ships between different goods customers put into shopping baskets. Association rules
are used to analyzing the frequent occurrence of existing training sets The relationship
between the itemsets of. The two most important concepts in association rules are confi-
dence and support. Confidence is the probability that a transaction D contains an itemset
X and another itemset Y when it already contains an itemset X, and support.

The value of decision attributes through some previously known attributes. First,
use Aprioril 2% algorithm to mine frequent item sets, then select frequent item sets that
contain both previously known attributes and classified decision attributes, and calculate
whether the frequent item sets can derive known attribute values to deduce association
rules of decision attribute values [3]. If they can meet the minimum confidence require-
ment of rules, Then the decision attribute value in frequent items can be taken as the
final classification result.

3 Analysis of College Students’ Employment Competitiveness
Based on Binary Association Rule Extraction Algorithm

The career choice orientation indicating that the level of career choice orientation of
college students is above the middle level. In demographic variables, there was a signif-
icant gender difference in material security among college students of different genders
(P0.01); There were significant ethnic differences in self-development factors, material
security factors and career orientation among college students of different nationalities
(P0.05); There is no significant difference in self-development factor, material secu-
rity factor, social demand factor and career orientation between the only child college
students and the only child in self-development factor, material security factor, social
demand factor and career orientation among college students of different grades (P0.01);
The employment analysis of college students gives the Baseline scheme (Fig. 2), and our
subsequent scheme is also based on the Baseline, and is realized through corresponding
expansion and optimization.

There is no significant difference in self-development factor, material security factor,
social demand factor and career orientation among college students of different majors;
There is no significant difference in self-development factor, material security factor,
social demand factor, and career orientation between students who are student cadres or
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Fig. 2. Baseline Structure Chart

not; There were significant differences in self-development factor, social demand fac-
tor, and career choice orientation among college students with or without professional
practice (P0.05); There is no significant difference in self-development factor, material
security factor, social demand factor, and career orientation among college students who
have failed in the examination; There is no significant difference in self-development
factor, material security factor, social demand factor and career orientation among col-
lege students with different family monthly income; There were significant differences
in family monthly income among college students of different family types in self-
development factor, material security factor, social demand factor and career choice
orientation (P0.05).

4 Simulation Analysis

The employment pressure and its factors of college students have extremely significant
positive correlation with career choice orientation and its factors (r = 0.131 ~ 0.229,
P0.001); The explanation rate of college students’ employment pressure on career ori-
entation is 5.2%, which indicates that college students’ employment pressure has a pos-
itive predictive effect on career orientation; The occupational quality evaluation factor,
employment competition environment factor, employment psychological expectation
factor, lack of job search help factor, and major supply and demand contradiction factor
of college students’ employment pressure have significant positive correlation and posi-
tive predictive effect on self-development factor, material security factor, social demand
factor, and career choice orientation, with the interpretation rates of 13.7%, 9.2%, 4.5%,
and 10.7% respectively.

K-nearest neighbor is to search by giving a dataset and amanually set k value (Euclid
distance is generally used as themeasurement of distance between samples). The process
of K-nearest neighbor to solve the classification problem is as follows: In the K-nearest
neighbor, each data sample has the same number of neighbors, and different k-values in
the K-nearest neighbor often result in different classification results. In real life, datasets
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are often unevenly distributed. It often occurs that some categories account for a large
proportion in the overall dataset while others account for a small proportion in the overall
dataset. In this case, if the k value is set too large, the classification results of unknown
categories will tend to be skewed towards this category due to the large category, and
if the k value is set too small, the classification results of unknown categories will be
affected by noise data [4]. As shown in Fig. 3 below, the employment competitiveness
analysis feature extraction code.

Fig. 3. Employment competitiveness analysis feature extraction code

K-nearest neighbor does not take into account the real data distribution.

5 Conclusion

It works by identifying the best match between two variables (i.e., the variables extracted
from the dataset and the target variables). This best match is then compared with all
other matches until one of them gives a better result than the others. The first step in
this process is to determine which variables have been extracted from the dataset. Once
these variables have been identified, we can use any method to extract new associations
between these variables and our target variable (i.e. employment competitiveness).
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Abstract. The research direction is the dynamic scheduling method of aerospace
surveying and mapping system based on chaotic genetic algorithm. This is a new
technology to solve complex problems in aerospace systems and has been proved
to be very effective in solving these problems. The dynamic scheduling algorithm,
which canbe used as a tool to improve aircraft performance by reducing turnaround
time. This will help airlines reduce operating costs and increase profits. This paper
aims to design a dynamic scheduling method for aerospace T/C system based on
chaotic genetic algorithm. It also includes simulation results and performance
analysis of the proposed method in different parameters (such as number of jobs,
number of machines, number of processors, etc.).

Keywords: Chaotic genetic algorithm · Space TT&C system · dynamic
scheduling

1 Introduction

In order to solve the problem of single result style of traditional coverage route planning
algorithm and poor flexibility in adversarial environment, the surveillance coverage route
with multiple styles and good adversarial performance in surveillance task execution is
generated. On the basis of the artificial potential field method, the seed of the excitation
potential field is coded as a gene in the form of binary string, and the diversity of seed
patterns is increased through the operations of crossover, mutation, merging and other
operators, so as to plan a surveillance coverage route with fewer turns, short surveillance
interval, and good antagonism [1]. The task of covering route planning is to determine
a path that passes through all points in the area of interest while avoiding obstacles. It
is found that due to the constraints of the mission area and performance of aerospace,
there are few researches on the surveillance coverage route planning, most of which are
about the coverage route planning of ground robots.

They use the grid to represent the task area. The algorithm first assigns 0 to the target
grid and 1 to all cells around it. Then, all unmarked grids adjacent to tag 1 are labeled 2.
This process repeats until the marking face reaches the start cell. After calculating the
distance conversion, the coverage path is found by not accessed from the start cell. If
two or more neighbor cells have the same value, randomly select one of them.
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2 Related Work

2.1 Measurement and Control Tasks

In TT&C tasks, the priorities of different satellites are different, even if the priorities
of the same satellite are different in different TT&C time periods. The determination of
task priorities complex work, which is related to many factors. The specific quantitative
work can be determined only after repeated discussions with experts in various fields.
2. For each satellite task priority in multi satellite TT&C, we can generally use the
weight coefficient of each task to reflect the relative importance of each task [2]. The
more important the target, the greater the corresponding weight coefficient. From the
perspective of the weight coefficient itself, it has duality. On the one hand, it should
objectively reflect the relative importance of each evaluation index attribute; on the
other hand, it should reflect the relative subjective importance of decision-makers to
various evaluation indexes.

It is a unit that directly tracks, measures, controls, communicates and transmits data
to the satellite. Its mission is to track and measure the orbital motion parameters of the
spacecraft, receive and demodulate the telemetry information of the spacecraft, send
remote control commands (including injected data) to the spacecraft, and communicate
with the spacecraft and exchange data information under the organization [3]. The mea-
surement and control station includes land mobile station, offshore survey ship and fixed
ground station, the former two are collectively referred to as mobile ground station. The
mobile ground station is only suitable for supporting short-term flight missions. Long
term flight missions use fixed ground stations, such as the long-term management of
satellites in orbit.

2.2 Chaotic Genetic Algorithm

The current chaos optimization algorithmmostly uses Logistic as the generation method
of chaos sequence, and introduces chaos mapping into genetic algorithm. Logistic
mapping equation is:

µr,s(x, z) = {max{min[µR(x, y), µs(y, z)]}} (1)

where u is the control parameter, when pu = 4, the Logistic mapping is unstable in the
full interval of U (0,1), and the sequence obtained by iteration has pseudorandomness.
When 3.569945972 < u ≤ 4, especially close to 4, the value generated by iteration is a
pseudorandom distribution state,is shown in Fig. 1.

In the genetic algorithm, for the problem with unknown solution distribution, the
initial population needs to be evenly distributed in the multi-dimensional space as much
as possible, and the homogeneity of the generated population is required to be high. The
sequences generated by Logistic mapping are more distributed at the boundary points
and more dispersed inside. This distribution can reflect the solution domain of some
problems, but for most high-dimensional optimization problems, especially when the
global optimal position is unknown, uniform distribution is more universal.
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Fig. 1. Crossover and mutation process of genetic algorithm

3 Research on Dynamic Scheduling Method of Space TT&C
System Based on Chaotic Genetic Algorithm

As shown in Fig. 2, the scheduling model of aerospace TT&C system is shown.
The does not consider the quality of task completion. For a certain task, when it is

in the overlapping time window of multiple TT&C stations and satellites, the current
available TT&C stations are not unique. The current status of each TT&C station is
different. Due to factors such as network bandwidth and delay, the TT&C stations have
different effects on completing a certain task. Here, we mainly consider the network
bandwidth and delay of the TT&C stations, and introduce benefit values into the model,
To analyze the efficiency of the measurement and control station to complete the task,
so as to maximize the benefit value of the final completed total task.
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Fig. 2. Scheduling model of space tt&c system

4 Simulation Analysis

We have established the task area grid of the route. Each grid is regarded as a point in
the graph G = (V, E) G = (V, E). All points form the point set V of the graph G. For
a grid, we define its neighbors as eight adjacent grids, which are mapped to the graph
G. That is, only when there is a neighbor relationship between points, there are edges
connected.

For the initial population, we choose two typical artificial potential field seed codes
of point type and line type to generate the initial population of genetic algorithm. Set that
the artificial potential field of all points will increase by 0.001 every time the simulation
advances, that is, p = 0.001p = 0.001. The population updating mechanism is to update
according to the simulation time, with a cycle of T, that is, every time the simulation
advances T time, update the population of the genetic algorithm using operators, and
randomly select a seed from the population to update the current potential field, and
continue to generate routes.

In the process of route generation, the performance parameters of the route are
counted every 30 * 30 simulation steps, that is, the total value of the turning angle, the
total value of the artificial potential field, grid potential field value and other parameters.
The unpredictability in the objective function is considered to be inversely proportional
to the population update cycle T, that is, the greater the T is, theworse the unpredictability
is [4]. On the contrary, the better the unpredictability is. In extreme cases, When T is
infinite, the unpredictability is the worst. The initial potential field of the route is shown
in Fig. 3
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Fig. 3. Initial potential field of the route

In order to observe the statistics of the route planning algorithmmore coherently and
consistently, certain processing should be carried out when the potential field is updated
to reach the potential field update cycle, so that the total potential of the task grid remains
unchanged.

5 Conclusion

The dynamic scheduling method based on chaos genetic algorithm is a new method to
solve the problem of optimal task time (TTT) in aerospace systems. The basic idea of
this method is to use chaos dynamics as the model proposed, which can achieve both
high-quality convergence and rapid convergence. Chaotic dynamics is used as the model
of multi-objective optimization problem; Secondly, genetic algorithm is applied to solve
them.
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Abstract. Since the 1980s, economic globalization has gradually become the
trend ofworld economic development. Economic globalization is gradually affect-
ing our lives. More and more enterprises have started transnational operations to
expand their business scope in order to seek broader markets and resources. With
the continuous expansion of enterprises. The integrity verification algorithm of
accounting information cloud data in the sharing mode is used to verify the cor-
rectness of data in the distributed system. It uses a set of rules to check the validity
and consistency of the information stored in each node. This algorithm is useful
when there are multiple nodes with different version information, such as when
a node has been updated by another node or even after an update from another
source.

Keywords: Integrity verification · Sharing mode · Accounting informatization ·
Cloud data

1 Introduction

Today, informatization reduces the cumbersome defects of traditional accounting meth-
ods, which not only facilitates the use of financial personnel, but also makes the
accounting of financial data more accurate [1].

In the past few decades, China’s economic development has risen steadily. Under
this general environment, a large number of large enterprises have emerged. First, the
expansion of enterprises will greatly increase costs. In the continuous expansion of
the enterprise, many new branches will be established to expand the entire enterprise,
and the establishment of branches will increase the cost rapidly. Second, the increasing
number of branches makes the overall management of the enterprise more difficult. If
each branch company has its own management system and accounting system, it will
be difficult for the head office to achieve unified supervision and management, and
it is easy to have problems such as lax personnel and insufficient motivation in the
branches of the head office [2]. Moreover, if the enterprise spends a lot of energy on
management, it is bound to have insufficient energy invested in daily production and
operation activities. Third, the continuous expansion of enterprises will cause a series of
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financial risks. There are countless connections between the branches of an enterprise. If
a branch has financial risks during the expansion, other branches associated with it will
also be involved, which is undoubtedly a fatal blow to an expanding enterprise. Fourth,
the past management model cannot bring relatively sufficient financial information to
enterprises, and the quality of financial information cannot be guaranteed. In the process
of continuous expansion, enterprises need to constantly create new organizational forms
and operating methods, so as to adapt to the changes of enterprises more quickly. As an
important department in the enterprise, the financial department must change as quickly
as possible to adapt to the development of the company. However, at different stages of
the enterprise reform, how the financial department should change is a difficult problem
[3].

Therefore, in this context, large enterprises and many small and vigorously develop
financial shared service centers, which can automatically realize simple accountingwork
of enterprises, reduce traditional financial accounting, transform traditional accounting
to management accounting, help enterprises achieve the strategic objectives formulated,
reduce enterprise operating costs, and enable better allocation of enterprise resources.

2 Related Work

2.1 Domestic Research Status

“First, the development of shared services is to meet the needs of employees within the
enterprise. Second, shared service centers exist independently in the enterprise, so the
internal departments of the enterprise cannot choose their own shared service centers, and
they have the right to make external choices. Each internal unit of the enterprise uploads
information to the shared service center for centralized processing, so that the internal
departments of the enterprise do not need to set an information level independently They
can uniformly obtain the information they need from the sharing center [4]. The shared
service center can provide enterprises with financial management, personnel transfer,
electronic technology support, sales and procurement services.”

Liu Hanjin studied the role of shared services in his paper “Research on Decision
Making, Implementation and Evaluation of Shared Services”. He believed that shared
services were an innovation in the internal organization of an enterprise, endowed
each department of the enterprise with a market attribute, and did not control some
subsidiaries.

In Financial Shared Services, Chen Hu and Dong Hao defined that the shared service
center is customer-oriented, based on market prices and signed contracts, and provides
corresponding services for internal and external customers of the enterprise. It places
projects managed by each department of the enterprise under a unified system for cen-
tralized processing, so that enterprises can devote more energy to business development
and design, It is beneficial for enterprises to create more value. Shared service center
has many competitive advantages, which can reduce ensure the security and accuracy
of customer information.

Cui Huimin proposed that using big data analysis technology can provide support.
In the same year, Liu Zhihui proposed that management accounting should be combined
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with Internet +, and Sun Zhengni also proposed to attach importance to accounting
reform under the background of Internet +.

2.2 Features of Financial Sharing Service Model

At present, more large companies at home and abroad. In the process of application, we
can see that the characteristics are prominent, mainly in the following aspects:

(1) Centralization of financial sharing
After an enterprise has a financial sharing service center, financial personnel upload

financial information and related financial, realizing centralizedmanagement of financial
information. Each department of the enterprise shall make reasonable allocation, so that
the financial information and various valuable resources in the financial sharing center
can be used in each department. This sharing method can minimize the communication
between departments, speed up the work efficiency.

The centralized management of financial sharing services enables more financial
personnel to quickly obtain financial information, facilitates the formulation of financial
budget, operation management and corporate strategy, and improves the accuracy of
accounting decisions.

M1 =
(
�l1 + �p2 − �p1

)
(1)

All accounting business processing processes one by one, and then divides the
accounting business processing processes into modules.Within the scope of risk control,
the most convenient and efficient way is considered, which can avoid a large amount
of repetitive work. This choice of accounting methods is independent. In the process
of integrating financial processing processes, the Financial Sharing Center has a set of
unified standardized processing processes, which can synchronously formulate the oper-
ation details of each process, so as to ensure that all business processes are the same in
the operation of different financial personnel, and ensure the stability and accuracy of
the accounting quality. Model has accelerated the standardization process of financial
management and financial information disclosure, including the standardization process
of management such as the unified provisions of the financial system, the unified formu-
lation of accounting subjects, the unified accounting caliber, and the unified statement
consolidation caliber.

It has a more systematic processing method for the handover and review of bills,
the collation of documents, and the accounting work, which can make enterprise
informatization develop more rapidly.

3 Cloud Data Integrity Verification Algorithm of Accounting
Informatization Under Sharing Mode

The network topology of cloud storage system is shown in Fig. 1 below.
The one user at a time. Therefore, this paper introduces the improved method pro-

posed by Li Gangrui, but also reduce the transmission bandwidth of data required for
verification between users, third-party verification organizations and cloud storage in
the verification calculation. The specific cloud computing is shown in Fig. 2.
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Fig. 1. Cloud storage system network topology

Fig. 2. Cloud computing storage security architecture
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4 Experimental Results and Analysis

The experimental platform isWindows 7 operating system, the CPU is Intel Core i58400
processor, the main frequency of the CPU is 2.8 GHz, 4 GB RAM, Seagate 500 GB hard
disk 7200 r/s. The development environment is Eclipse, the development language is
Java, and the database is SQLServer2010.

But the average time required for each file update in the multi-user parallel verifica-
tion algorithm will gradually decrease. Therefore, in the sharing mode based on cloud
computing, the parallel verification algorithm has higher computing efficiency. The data
performance is shown in Fig. 3.

Fig. 3. Data performance

5 Conclusion

In the process of growing up of China’s economy, many Chinese enterprises have also
expanded their business scope to overseas markets, which has greatly changed the devel-
opment direction of China’s large enterprises. Therefore, the core department of enter-
prises, the financial department, should be the first to changewith the change of enterprise
development model. The emergence of financial sharing service mode has improved the
management inconvenience caused by cross country and cross region operation of enter-
prises. This financial sharing service model in promoting the financial development of
enterprises from the perspective of group management accounting informatization.



322 J. Wan

References

1. Bouvier, J.B., Nandanoori, S.P., Ornik, M., et al.: Distributed transient safety verification via
robust control invariant sets: a microgrid application. arXiv e-prints (2022)

2. Fleszar, K., Slowinski, R., Artalejo, J., et al.: A branch-and-bound algorithm for the quadratic
multiple knapsack problem (2022)

3. Xie, Y.: A efficient algorithm for computing k-factor. arXiv e-prints (2022)
4. Franco, S., Jacquin, L., Meller, J., et al.: Integrity verification for a software stack or part of a

software stack: US20210232684A1 (2021)
5. Weintraub,G., Kadosh, A.: Integrity verification in cloud key-value stores: US20210334409A1

(2021)
6. Rorke, D.A.: Geological data integrity verification system: US20210333426A1 (2021)

https://arxiv.org/abs/2202.09320
https://arxiv.org/abs/2209.12132


Soil Moisture Prediction Method Based
on Machine Learning Algorithm

Jinhua Wang(B), Guangning Gao, Danyan, Yan Sun, Xiaoyan Wang,
and Xianlong Wang

Jinan Academy of Landscape and Forestry Sciences, Jinan 250103, China
w13583162936@163.com

Abstract. Soil moisture prediction is a technique for predicting soil moisture
content. It is used in agriculture and hydrology to design irrigation systems, pre-
dict crop yields, monitor the impact of weather on crops, etc. The main purpose of
soil moisture prediction (SPM) based on past data and climate information. SPM
uses machine learning techniques, such as neural networks, k-means clustering,
support vector machines, etc., to predict soil moisture at different time points in
the growing season. The purpose of this technique is to classify soils into specific
categories at an accurate and high-precision rate. It provides us with information
about the moisture content of various soils, which is helpful to understand their
characteristics and applicability for different purposes such as agriculture, engi-
neering and construction.We can find that there aremanymethods that can be used
to predict soil moisture, such as mathematical models, but they cannot provide
accurate results samples from different locations.

Keywords: Machine learning · Soil ·Moisture prediction

1 Introduction

At present, the measurement methods for obtaining soil moisture mainly include soil
drying method, neutron method, resistivity method, satellite remote sensing inversion
and other methods, but these methods usually have a series of problems. For example,
neutron method is a soil moisture measurement method based on the radiation princi-
ple[1]. Although it has the advantages of high accuracy and speed, it has been gradually
abandoned by some countries in recent years due to its harm to human health; As the
most accurate method for measuring soil moisture content, the drying method has a
long history and has gradually become the comparison value of various measurement
methods. However, because it needs to destroy the soil structure and consumes a lot
of manpower and material resources, it has the shortcomings of wasting resources and
inconvenient operation for large-scale measurement; The resistivity method has been
gradually eliminated because it needs to be calibrated in advance, its operation is com-
plex and its results change with time[2]; Satellite remote sensing technology has the
ability to provide spatial information, but its scale for measuring water content is large
(usually averaging the area of hundreds of square meters on the ground). For reclaimed
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collapsed farmland, it cannot meet the precision and scale requirements of reclamation
quality detection. Generally speaking, these methods cannot meet the requirements of
rapid, nondestructive, accurate and large area measurement required in reclaimed farm-
land, and their costs are high[3]. Therefore, it is urgent to study a mesoscale accurate,
efficient and non-destructive water content detection technology. Based on this, this
paper studies the soil moisture prediction method based on machine learning algorithm..

2 Related Work

2.1 Overview of Machine Learning

Non natural heuristic algorithms and natural heuristic algorithms are two major cate-
gories ofmeta heuristic algorithms, adaptive search and iterative local search, manymeta
heuristic algorithms are naturally inspired. Figure 1 below shows the machine learning
framework.

Fig. 1. Machine Learning Framework

Meta heuristics have different classification and description methods. One method
is to distinguish their origins. It can be divided into two categories, unnatural heuristics
and natural heuristics. As a traditional local search algorithm, the tabu strategy stores the
information of the solution that has been accessed in the past through the enhancement
of memory structure. When it does not allow to return to the recently accessed solution,
it can promote diversification.

2.2 Prediction of Soil Moisture

In practical application, valuable soil moisture data must meet the following conditions:
1. The data must come from the same plot and multiple monitoring points. The practical
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experience of continuous monitoring shows that under the same agricultural plot and
the same irrigation conditions, the difference of soil moisture can still reach 3% - 5%,
even if the distance between the two monitoring points is only 0.5m. Therefore, valuable
soil moisture data must be obtained from continuous monitoring of multiple monitoring
points in the same plot with statistical significance. 2. The data must come from the
monitoring of the same monitoring point and multiple soil depths. We know that there
are obvious differences in soil water content at the same monitoring point and different
monitoring depths; The depth distribution of active root system in different growth
stages of crops is obviously different[4]. Therefore, in actual production, it is necessary
to dynamically monitor the soil moisture data of the soil layer where the main water
absorbing roots of crops are located, rather than the soil moisture data of the fixed depth
soil layer. At the same time, we also have certain requirements for the quality of data,
which must be stable and accurate. To sum up, the soil moisture data with the same
location, multiple depths, stability and continuity are valuable and can guide the actual
production.

3 Soil Moisture Prediction Method Based on Machine Learning
Algorithm

In the existing prediction methods of site soil moisture, the original soil moisture
series collected from the site are often used as experimental data. Integrated empiri-
cal mode decomposition is a signal decomposition method. After integrated empirical
mode decomposition of soil moisture series, multiple modal sequences will be obtained,
and the dimension of experimental data will also be improved. Compared with a single
original sequence, these decomposed sequences can reflect more soil moisture changes.
Convolutional neural network is one of the representative algorithms of deep learning.
Because it can capture the spatial relationship of data, it is a machine learning model
more suitable for processing high-dimensional data. This chapter will integrate empiri-
cal mode decomposition and convolutional neural network to predict the soil moisture
of the site, and through experimental comparison has better prediction performance.

The collected soil samples are divided into three parts on average, one for soil water
content data, one for soil hyperspectral data and one for soil organic matter data. The
samples used for soil hyperspectral data collection are divided into two parts on average,
one for wet soil spectroscopy and the other for dry soil spectroscopy. The soil sample
used to determine the wet soil spectrum does not need any pretreatment, and the spectral
data is obtained directly. For the soil sample used to determine the air dried spectrum,
the spectral data is obtained after the soil is air dried, ground and sieved.

The median value of organic matter content in study area 1 is less than the average
value, indicating that there are some soil samples with high organic matter value in the
area. The variation coefficients of organic matter in study area 1 and study area 2 are
44.40% and 20.14% respectively, which belong to medium variation. The maximum
value of soil moisture content in study area 1 is 311.68 g-kg-1, the minimum value is
80.49 g-kg-1, the average value is 178.60 g-kg-1, and the median value is 172.23 g-kg-1;
The maximum value of soil water content in study area 2 is 272.41. The variation of soil
water content in study area 1 is 22.30%, which belongs to medium variation, while the
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coefficient of variation of soil water content in study area 2 is 9.46%, which belongs to
weak variation.

4 Simulation Analysis

From the data of each evaluation index after training, it can be seen that EEMD-CNN
has the best performance in predicting soil temperature at different depths and at dif-
ferent time delays. This result is due to that the convolution nuclear energy used in the
convolutional neural network can better obtain the hidden information in the multimodal
data after the integrated empirical mode decomposition. As the shallow soil temperature
is more susceptible to the impact of atmospheric environmental factors, the deep soil
temperature will change more smoothly. It can be seen from the statistical characteris-
tics of the data at each site that the variance of the data at each depth decreases with the
increase of the depth, so the data of soil temperature at 5CM depth has more obvious
fluctuations. When the data is processed by EEMD, the multimodal data obtained can
reduce the impact of the original data fluctuations on the prediction results. Therefore,
EEMD-CNN and EEMD-LSTM combined with integrated empirical mode decompo-
sition are not vulnerable to the impact of data fluctuations when predicting low depth
soil temperature, while BPNN and LSTM using the original data as input are more vul-
nerable to the impact of fluctuations. The full connection layer is used in BPNN, which
is a common layer structure in the artificial neural network structure. This structure is
neither like the convolution layer, which can obtain the spatial correlation of data, nor
like the cyclic neural network node, which can obtain the sequence characteristics of
data in time series. In LSTM and EEMD-LSTM using circulating neurons, the circu-
lating neurons can connect the neurons of each time step sequentially along the time
line, and the circulating neurons enable the model to inherit some previous states during
the training process, so that the model can perform better in processing continuous time
series data. LSTM is an improvement of recurrent neural network. LSTMadds the record
of long-term memory state in the previous training process to the traditional recurrent
neural network, so LSTM can be better applied to continuous time series, and has better
prediction performance than BPNN. As shown in Fig. 2 below, the depth soil moisture
prediction map is shown.

With the real data only in the local area, while the model with integrated. With the
increase of time delay, the overall goodness of fit of each model prediction value is
declining, but the decline of the model without integrated empirical mode decomposi-
tion is more obvious, especially in the area with large data standard deviation. Under
each specific delay condition, each model combined with the integrated empirical mode
decomposition has a better fitting degree. Among these models, EEMD Conv3D has
a better fitting degree, which indicates that it has a better prediction performance in
spatio-temporal soil temperature prediction. After calculation, the best evaluation index
is obtained, which shows the best prediction ability of spatio-temporal soil tempera-
ture. It is the most suitable prediction method for spatio-temporal soil temperature in all
models.
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Fig. 2. Deep Soil Moisture Prediction Map

5 Conclusion

Soil moisture prediction method is a machine learning algorithm. It uses soil moisture
and temperature data to predict future soil moisture. Today, it is one of the most widely
used methods in many fields such as agriculture, forestry, hydrology and engineering.
It uses the soil moisture observation data set to determine the best model to predict the
next observation. In turn, AI models use a combination of these observations and various
inputs, such as climate models, to predict future soil moisture.
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Abstract. The design and practice of based on machine learning is the process
of designing a system that can make decisions using data, knowledge and rules.
Decision Support System (DSS) is a computer-based tool that helps decision-
makers make better decisions by providing themwith information, knowledge and
analysis tools. DSS is used in the field of environmental management to support
decision-making on issues such as water resources development, pollution control
and protection. Themain objective of DSS is to provide decision-makers with a set
of comprehensive data, analysis tools and models for use in the planning process.

Keywords: Water resources management · Decision making system ·Machine
learning algorithm

1 Introduction

As we all know, is to meet the needs of urban greening and river lake landscape. With
the improvement of urban people’s living standards, the external environment quality
will be paid more and more attention, and the urban greening and municipal water use
will show a T-level sharp increase. Due to the fact that most of the urban greening,
road flushing, sanitation and other water users use water trucks to add water, and the
sanitation management and maintenance work area is large, long mileage, heavy tasks,
and the capacity of on-board water tanks is limited, in order to renewwater, the operating
vehicles have to run tens of kilometers more every day, which not only affects the
efficiency of mechanized cleaning and watering operations, but also increases the traffic
safety risks [1]. The construction of smart water supply points can effectively solve this
outstanding problem, achieve multiple users in one well (one car, one card system),
plan the route to get water nearby, insert cards to get water out, accurately measure, and
also optimize water resources and enterprise management through data. To ensure the
long-term management of pavement cleaning.

On this basis, integrated water resources management based on machine learning,
refers to the advanced theories of domestic and foreign water conservancy experts, and
combines its own mature remote acquisition control system to launch a new generation
of integrated water resources management system, which is supported by GPRS, 4G
technology [2], GIS technology, multimedia, wireless network and other high-tech tech-
nologies, Intelligent management of reclaimed water dispenser water sales and real-time

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. C. Hung et al. (Eds.): FC 2023, LNEE 1132, pp. 329–335, 2024.
https://doi.org/10.1007/978-981-99-9538-7_51

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9538-7_51&domain=pdf
https://doi.org/10.1007/978-981-99-9538-7_51


330 F. Wang

monitoring, comprehensive analysis andmanagement of relevant information are carried
out to change the “supply management” of water resources into “demand management”,
emphasize the status and role of comprehensive water resources management, and truly
realize the efficient utilization and management of water resources.

2 Related Work

2.1 Requirements for Water Resource Management System

It mainly serves the users of sprinklers, such as municipal sanitation, landscaping and
other units, and their management of such units Water sprinkling task, water adding
route planning, water adding speed and time control, water adding vehicle scheduling,
water adding situation planning, etc. are of great significance. And the background
data monitoring of the system can optimize the management of the above work in real
time, reduce the operating cost, maximize the rational planning of resources, increase
the economic efficiency, and make the traditional management into digital intelligent
management.

The equipment required for the integrated development of smart water affairs mainly
has the following functions:

Monitoring function, control function and patrol function. Alarm function. And data
transmission, data management, data deduction and other functions.

The intelligent water dispenser highly formulates the functions required by the above
water affairs, and forms an integrated machine product by scientific and technological
means. The main application directions are: flow disc, flow rate, pressure, water quality,
depth, level, temperature, etc.

The design of double-sided advertising space of intelligent water dispenser box can
also be used as a public service information window to popularize water knowledge.
Publicize the slogan of water conservation [3].

Display function of intelligent water dispenser. Daily display of time, date and other
information. When adding water, it can display the water adding data in real time, the
program can also display the queuing situation of the water adding points, and the online
situation of the water dispenser. Thus, the road system of water dispenser is rationally
planned to reduce energy consumption.

The functions of the water dispenser are superposed, and it is not necessary to
use multiple equipment in series, which is simple and convenient, and is conducive to
management. System integration, a set of systemmanagement all functional equipment,
without multiple interface development, interface confusion, clear data.

The “deformable and extensible product” of the water dispenser has a wide range of
services. It can integrate all functions, or use the functions separately according to the
needs, and adjust measures to local conditions.

The product customization space is large, such as urban advertising space, safe
city monitoring point, urban convenient information display platform, smart water
popularization point, etc.

Thewater filling points can be reasonably planned through pipelines,model cleaning,
driving routes, etc., and the scheduling can be carried out in different time periods to
optimize the work of the West Water Truck [4].
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It mainly includes card selling part, water metering part, LCD display prompt, query
part, valve control part, data remote part, data transmission part, etc. It can ensure the
reliable and stable operation of the basic water selling function, and also provide a simple
and convenient operation platform for users of the integrated water resource utilization
management system to collect water by themselves. For multiple users, it is convenient
formeasurement and charging, which improves the comprehensivemodernmanagement
level.

2.2 Machine Learning

The concept of machine learning is derived from the pattern recognition and computa-
tional learning theory in the field of artificial intelligence. It is committed to building
specific algorithm models, learning knowledge from known data or making predictions.
According to the learning mode, machine learning can be divided into supervised learn-
ing and unsupervised learning. Themain difference between the two is whether the input
data is labeled. Supervised learning can be subdivided into semi supervised learning,
active learning and reinforcement learning. The typical supervised learning process is
shown in Fig. 1, and its example is MNIST handwritten digit recognition; The input data
of unsupervised learning does not contain labels. A typical model is K-means clustering.
From the perspective of application task division, machine learning can be divided into
regression, classification, clustering, density estimation and data dimension reduction.
For example, the prediction of temperature or PM2.5 index in the next few days is a
common regression problem, and the MNIST handwritten numerals mentioned above
are a classification problem.

Fig. 1. Schematic Diagram of Machine Learning Process
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Features are also called attributes.According towhether they are related to the current
learning task, features can be divided into “relevant features”, “irrelevant features”,
“redundant features”, etc. There are two main motivations for feature selection: first, in
the learning task, toomany data attributesmay cause the “dimension disaster” problem. If
important features can be selected from the current feature set, the “dimension disaster”
problem will be greatly reduced; On the other hand, removing irrelevant data features
often reduces the difficulty of learning tasks. Feature selection mainly includes two
processes, namely, feature subset traversal and feature subset evaluation. First of all, it
is necessary to have an appropriate method to search feature subsets, because in theory,
the number of candidate feature subsets is very large when there are many data features;
Secondly, design a good evaluation strategy, evaluate and sort the traversed feature
subset, and select the best one to get the feature selection method.

3 Design and Practice of Decision Support System for Integrated
Water Resources Management Based on Machine Learning

In this project, the watershed data sent by robot fish to the server is used for real-time big
data access. The robot fish collects water level, flow, water quality, weather and other
information of the river sections along the watershed and sends it to the database after
a series of processing. Data access is the bottom link of the project. Flume, Kafka and
Storm are mainly used in this project to achieve real-time big data processing.

Flume’s main advantage is that it can customize many data sources to reduce the
amount of development. For Flume, the key is how to collect data and send it to Kafka.
Since Flume cluster is used in this project, the configuration of Flume cluster is also
critical. For Kafka, the key is how to receive data from Flume.

In this project, Kafka acts as a message queue (or message middleware), and its gen-
eratedmessages need to be consumed by consumers. Therefore, the key to the integration
of Kafka and Storm is how our Storm consumes the messages in Kafka’s message topic.
In Storm, a job that we submit is called topology, which also includes the spool and bolt.
In Storm, the data processing logic is reflected in the spool and bolt.

The last step of big data processing is the integration of Storm and Redis, which is
the landing mode of data in our real-time processing system. That is, Storm contains the
logic of data processing. After data processing, we use Redis to analyze the storage of
data finally.

The big data processing technology diagram is shown in Fig. 2 below:
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Fig. 2. Big Data Processing Technology Relationship Diagram

The main function of Flume in this project is to collect data. In the construction of
the entire Flume cluster, the Flume Agent is deployed on each Flume Agent server to
collect the water level, flow, water quality Weather and all kinds of information, and
then use the data sinking method to send the data collected on the Flume Agent server
to another Flume Consolidation Agent for summary and then to Kafka. It mainly uses
Flume Avro Source to listen.

4 System Development

The technical architecture design of this system is mainly divided into several parts. The
first part is big data access. The main processing mode is real-time streaming big data
processing of Flume, Kafka, Storm, Zookeeper. The database mainly adopts Redis non
relational database and MySQL relational database. Redis is responsible for caching
data and fact data, andMySQL is responsible for storing data permanently. The backend
of the system mainly uses Nodejs as the server to forward requests and access static
pages, and uses the mapping from the enumeration type customized by Spring Boot to
the database type. The front end mainly uses Require Js implements modular loading,
develops on the basis of ArcGIS, and cooperates with front-end technologies such as
HTML, CSs, JavaScrit, ECharts, etc. As shown in Fig. 3 below, it is the development
code of water resources data decision-making system.
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Fig. 3. Development code of water resources data decision-making system

All aspects of the design of the water resources management platform, including
demand analysis, system business architecture, system technology architecture, and
system logic architecture design. In the requirement analysis, the system introduction,
functional requirements and operating environment of the system are also specifically
introduced. The design of the whole system is based on the characteristics of high cohe-
sion and low coupling, and is divided into front-end UI, presentation layer, business
layer, data layer, database and big data access layer. This design idea of front end and
back end separation greatly reduces the mutual influence between the page layer and the
service layer, and improves the stability and scalability of the service.

5 Conclusion

The design and practice of a research project, involving the development of computer-
based tools to assist decision-makers inmanagingwater resources issues. The an effective
decision support system (DSS) for use by national and international institutions involved
in planning, implementing and monitoring water resource management activities. The
DSS will provide an integrated approach to the collection, analysis, interpretation,
presentation and dissemination of data on all aspects of water resource management.
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Abstract. In recent years, represented by smart phones and tablets have been
greatly developed. The mobile terminal color management module is a system
that can be used in the field of mobile terminals. It has a function that can control
the display mode, color space and other parameters of each application through
its own API (application programming interface). Here are some applications:
(1) Camera calibration on mobile phone screen; (2) Use external devices such as
digital cameras andwebcams to calibrate the screen; (3)Color correction of images
taken by smart phones or tablets; (4) Image processing using image recognition
technology; (5) According to different video formats.

Keywords: Mobile terminal · Android platform · Color Management

1 Introduction

As a simple communication device, become the key entrance and main innovation plat-
form for Internet services. The way people get information has changed from traditional
newspapers, TV, computers and other media to portable smart phones. At the same
time, traditional paper media has entered a historical turning point [1]. Under the strong
impact of new mobile media, mobile intelligent terminals are accelerating to replace
personal computers as tools in people’s daily work and life. With a small piece of equip-
ment in hand, you can easily complete high-definition photography, online shopping,
video games, reading and surfing the Internet, sending and receiving emails, network
communication and other functions. In human history that has been widely penetrated,
rapidly popularized, and has a huge impact, reaching [2]. Mobile terminal equipment is
developing towards the direction of larger screen size, thinner, lighter weight and more
comprehensive functions.

Consumers’ positioning of mobile terminals such as smartphones and tablets is
mainly based on communication functions, supplemented by shooting, reading, surf-
ing the Internet, games and other functions. Since the advent of imaging technology,
especially after the emergence of color imaging technology, clarity and color fidelity are
the two most important indicators in the pursuit of image quality. As the most frequently
used imaging equipment in daily life, the color rendering performance of mobile ter-
minals has become an important indicator to evaluate their functions. The diversified
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development of mobile terminals will put forward more stringent requirements on the
performance of mobile terminals in some aspects. For example, the level of photosensi-
tive components and the color reproduction performance of the screen of smart phones
that are good at taking pictures will be higher than those of ordinary smart phones [3].
Some applications with high requirements for color, such as online shopping, image
processing. When mobile terminal equipment is applied to printing and other industries
with high color requirements, the range of color reproducible on the mobile terminal
screen should basically cover the color gamut of the printing press. When the hard-
ware conditions meet the requirements, it is necessary to control the device color to be
presented in an accurate way through color management technology. For ordinary con-
sumers, their requirements for color accuracy of mobile terminals can be summarized as
“the more accurate the color displayed on the screen, the better, without increasing the
screen cost” [4]. As mobile terminals gradually replace PCs to meet users’ needs, users’
requirements for color rendering accuracy of mobile terminals have come to a time when
mobile terminal manufacturers and service providers need to provide solutions. It can be
predicted, color management technology will be popularized on the operating system.

2 Related Work

2.1 Mobile Terminal

In 2007, ZTE applied for the patent.This patent adopts a color management mechanism
based on ICC Profile. When using mobile terminals to display images, first call the
corresponding feature file to correct the image, and then display the output image, so as
to achieve the purpose of color management.

AmericanDatacolor Company launched SpyderGallery, theworld’s first user defined
software for correcting the color of tablet computers. This software is a professional
image browser with color management function for iPad and iPad 2. The browser can not
only browse photos, but also help photographers control the color output effect of the iPad
display. The color management module of the software also uses ICC color management
mechanism, but only provides users with two reproduction intentions (saturation and
perceptible). The reproduction intentionof saturation cankeep thewhole picture colorful,
but lacks hierarchy. The perceptible reproduction intention can retain the hierarchical
information of the original image to a large extent, but it will reduce the saturation of
the image color. The user can select the corresponding rendering intention as required.
Using this software to create a profile is simple and easy to use, which can ensure the
accurate and stable reproduction of colors in the whole process.

InMay 2012,Apple issued the patent DynamicDisplayAdjustment BasedOnAmbi-
ent Conditions, which is based on the dynamic adjustment of the display effect under
environmental changes. First, use the pre sensor and post sensor of the display to collect
the surrounding environment information, then use the environment model to determine
the positions of black points and white points, adjust the gamma curve, and modify the
LUT table. In this way, the image quality under various observation environments can
be reproduced as true as possible.
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2.2 Feasibility of Mobile Terminal Color Management

After the above discussion, mobile terminals are in the stage of rapid development
of technology, and display materials and technologies are undergoing the process of
upgrading; The use environment of mobile terminals is extremely complex, which puts
forward more stringent requirements for screens. Like desktop display, mobile terminal
display, as a display device, is ideally capable of accurately reproducing the original
color of a picture. However, due to the diversity of mobile terminal display technologies
and the complex use environment, there is no unified color calibration standard that can
cover all types of mobile terminals. Like the portable laptop, the portability of themobile
terminal and the user’s low requirements for screen color rendering accuracy determine
that the mobile terminal screen cannot provide the functions of adjusting contrast, color
temperature, and single channel gain as advanced desktop displays do. All adjustments
to screen color are based on the adjustment of display drive values.

At present, in the field of mobile terminals, the screen manufacturer writes the cor-
rection parameters into the display driver before leaving the factory. The products of
the same batch can achieve better color consistency. Different mobile phone manufac-
turers use different screen materials and display technologies, which leads to obvious
differences in color performance between products of different brands. For ordinary
consumers, this way of color calibration before leaving the factory can meet consumers’
requirements for the accuracy of color rendering of mobile terminal screens, but it is
difficult to meet the corresponding requirements for industries with high requirements
for color accuracy, such as photography, printing, etc.

Cai Shengyan et al. usedYD/T 1607–2007, the recommended standard in the domes-
tic communication industry, and the international standard ISO for screen proofing as
the performance evaluation standards for general use and proofing use of mobile ter-
minal displays respectively, and tested the five indicators of mainstream mobile termi-
nal displays, including brightness, brightness uniformity, screen proofing (applicable to
mobile terminals). These mobile terminal displays that meet the use requirements have
the hardware basis for color management.

3 Android Platform

First, introduce the main functions of the Android platform. The Android platform pro-
vides developers with application frameworks that developers can follow to develop
applications. The Dalvik virtual machine customized by Android can make the devel-
oped applications run. The Android system also integrates the browser based on the
Webkit open source project, 2D and 3D graphics engines, SQLite database and other
functionalmodules.Android systemprovides support for audio, video, pictures and other
multimedia files, GSM calls, Bluetooth, 3G andWi Fi. In addition, Android system also
supports camera, GPS, gyroscope, accelerator and other devices (Fig. 1).

Android applications are written in Java language. After testing, developers can use
packaging tools to package application data and resources together to generate an apk
file. The apk file is installed on the device as the carrier of the program. Each apk file
can be considered as an application.
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Fig. 1. Android system architecture

4 Mobile Terminal Color Management Module Based on Android
Platform

The devices in the printing system often use RGB or CMYK and other device related
color spaces. Due to different equipment characteristics, the same color value is on dif-
ferent equipment Different visual effects will be obtained when outputting. In order to
obtain a consistent visual reproduction effect, it is necessary to establish correspond-
ing color correspondence according to the characteristics of input and output devices.
However, this solution is only applicable to the situation where the number of equip-
ment is relatively small and the whole process is relatively closed. In order to achieve
open color management, Apple, Agfa, Adobe and other companies jointly established
the International Color Consortium (ICC) in 1993 [10]. The organization aims to solve
the compatibility of color management, and its goal is to establish an open, operator
independent, cross media color management system.

The idea of ICC color management is to describe the color characteristics of all
devices in the system with CIE color system, and the color conversion between any
devices should be conducted indirectly through CIE color space. Because CIE color
system describes the color perception of people, and has nothing to do with the color
presented by any device, the basic principle of ICC color management is to use color
perception as the basis to uniformly describe the color presented by all devices with
the color perception of people, so that all devices present the same color perception.
Therefore, in the ICC color management mode, the color conversion from m devices to
n devices only requires the conversion of m+ n device values to CIE color values. More
importantly, the use of this color management method can establish a standard method
for describing the color characteristics of devices, which is no longer dependent on the
specific situation and relationship between two devices, so that the color management
method can be standardized, and operators can complete it by themselves according to
this standard method.

As shown in Fig. 2. The source device characteristics file records the conversion
relationship between the source device color and the PCS color, while the label color



340 W. Jia

Fig. 2. ICC color management mechanism

characteristics file records the conversion relationship between the target device and the
PCS color space.

When the color management software performs color conversion, it reads the char-
acteristic files of the source device and the target device respectively, first converts the
device color to PCS, and then converts. Therefore, color conversion can be realized
through feature files and PCSs without establishing complex input/output correspon-
dence for different output devices. This not only simplifies the complexity of color
management, but also meets the needs of development style color management.

5 Conclusion

This paper first introduces the current status of mobile terminal display technology,
pointing out that the rapid development of mobile terminals requires accurate screen
color rendering. The accurate color rendering of mobile terminals cannot be separated
from a good color management engine with mobile terminal characteristics. On the
basis of reading a lot of color management literature and combining the characteristics
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of mobile terminals, this paper designs a color management engine (CMM) suitable for
mobile terminals. TheCMMconversion algorithm is based on thematrix/TRCmodel and
can process ICC characteristic files based on the matrix/TRC model. According to the
working principle of the color management engine, it is divided into four sub modules:
interface interaction, file processing, color space definition, and color space conversion.
Each module cooperates to complete color conversion in the color management process.
The interface interaction module provides CMM with image color data, color space
parameters and gamut mapping parameters; The file processing module realizes the
functions of image color extraction, ICC file extraction, embedding and processing,
and image generation; In the color space definition module, the attributes of the color
space and the conversion relationship between the color space and PCS are constructed
according to the color space parameters; The color space conversion module calls the
above three modules to complete a complete color conversion process and feed back the
conversion results to the interface interaction module for display.
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Abstract. At studying the key technologies of virtual reality (VR) system devel-
opment, construction and operation. Its main objective is to develop virtual reality
technology in order to reconstruct the ancient city based on archaeological evi-
dence, which is difficult or impossible to reconstruct by physical methods. The
project will also provide a basic understanding of how virtual reality technology is
applied to Archaeology and related fields. The main purpose is to carry out experi-
mental research on three topics: 1) the development of virtual reality technology; 2)
The construction method of virtual reality system; 3) Application of virtual reality
system. A series of advanced methods such as 3D scanning and photogrammetry
are used to study the key technologies of image-based virtual restoration of ancient
buildings. The results obtained from this method will be used in our further work
to improve the quality and efficiency of these technologies.

Keywords: Ancient buildings · Images · Virtual recovery · key technology

1 Introduction

With a long history of 5000 years, the world has left rich and precious cultural heritage
of ancient buildings for mankind. However, due to the disrepair for a long time and the
large-scale infrastructure construction and old city transformation projects carried out
throughout the country, some ancient buildings have been seriously damaged, and some
cities have suffered permanent losses in historical features during the transformation.
The development of Tianjin’s old urban area and its old buildings is extremely incon-
sistent with that of modern cities, which urgently needs to be scientifically reformed
[1]. However, the transformation of the old city inevitably involves the contradiction
between protection and development, as well as the survival of the existing traditional
buildings with Tianjin’s regional characteristics. How to use advanced technology to
protect these precious heritage has become an urgent problem [2].

In this context, such as the aging of video tapes, the limitation of the field of view
of the photographic scene, and the distortion of image reproduction [3]. The cause of
cultural heritage protection has a new dawn - the emergence of three-dimensional model
reconstruction technology provides a more reliable guarantee for people to study the
history and original appearance of ancient buildings.
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By means of virtual reality technology, a large number of photos, texts, videos and
other materials collected on the spot are used to construct the whole scenic area to truly
reproduce the cultural landscapes such as theGiantBuddha and the temple. It provides the
most intuitive means for world heritage protection, government departments’ decision-
making and scenic area planning and management, and also plays an important role
in many aspects such as scenic area promotion, new tourism scenic line development,
tourism facility construction and scenic area ecological management [4].

2 Related Work

2.1 Research Status at Home and Abroad

Both at home and abroad attach great importance to some valuable. From the government
to universities, fromcultural heritage protection units to companies, and even individuals,
they are doing research and design in related fields. More and more virtual ancient
building systems have been designed and produced in the world [5]. The following are
some pictures of domestic and foreign achievements in this regard, which also provide
a good reference for the completion of this article.

(1) Digital Yuanmingyuan

Beijing Ruizhi Shengyang Culture Communication Co., Ltd. Has designed and pro-
duced the digital Summer Palace by using advanced CG technology (CG, computer
graphics) after four years of efforts. The scene is magnificent, and the lifelike and
meticulous restoration effect is amazing.

(2) Virtual Suzhou Classical Garden

The virtual tour system of Suzhou Classical Gardens independently developed and
produced by Jiangsu Suzhou Yiwei Digital Design Co., Ltd. Uses 3ds Max to make
ancient building models, and uses software to make virtual roaming in the later stage.
Users can have panorama of Suzhou classical gardens through the interactive operation
of the system, and can also walk freely. As shown in Fig. 1

(3) Digital Great Wall

A high-precision, three-dimensional “digital Great Wall” virtual system based on
three-dimensional laser measurement technology was jointly developed by Hebei basic
geographic information center and Guangxi Guineng Information Engineering Co., Ltd.
Beijing Branch. According to the measurement data obtained by laser measurement
technology, the system is designed by modeling. This “Great Wall” not only allows
visitors to enjoy it, but also is conducive to the restoration of the Shanhaiguan ancient
Great Wall.

It can be seen from the above examples that there have been many research achieve-
ments in the field of Virtual Cruise of ancient buildings at home and abroad, but there
are still few reports and achievements about the application of IBMR technology to the
virtual restoration of ancient buildings, which still has its research value and prospects.
Therefore, this paper mainly studies the image-based virtual restoration technology of
ancient buildings.
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Fig. 1. Bird’s-eye view of Suzhou Classical Garden virtual tour system

2.2 Image Based Rendering Technology

Image based rendering technology is to generate scene pictures of different viewpoints
based on some pre generated images (or environment maps), that is, to construct new
images of virtual viewpoints based on the original images of known viewpoints. This
method can generally be divided into two types: one type of method does not need to
recover the three-dimensional structure of the objects in the scene at all, but rather to
densely sample the scene, and then organize the collected images according to a certain
retrieval method. To construct the image of a new viewpoint, you only need to query
the sampling set. This method requires a lot of original images and is not suitable for
general virtual reality systems. The other method needs to know the structure of the
object in space first, and then draw the object by using view dependent texture mapping,
view interpolation and other methods according to the geometric structure and sparse
sampling of the scene. Compared with traditional rendering technology, image-based
rendering technology has distinct characteristics:

Each scene picture only describes the result of observing the scene from a given
viewpoint along a specific line of sight. In order to get rid of the limitation of the field of
view of a single frame picture, we can shoot or calculate the images along all directions
at a given viewpoint and splice them into a full scene image. In order to enable users to
roam in the scene, we need to establish panoramas of the scene at different positions.
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3 Proposal of 3D Virtual Scene Modeling Technology

Users can observe or operate objects in the virtual environment and participate in events
in the virtual environment by using human natural skills according to their own feelings.
At present, virtual reality technology is very ideal for architectural performance, and
there are mainly some technical problems:

(1) The establishment and real-time rendering of 3D models of complex buildings.
Although there are many commercial modeling or modeling software, it is still a
very heavy task to construct object models with rich details and complex structures.
In particular, Chinese ancient buildings are assembled one by one in the form of
mortise and tenon connection and building blocks. These wooden components are
not only in a variety of shapes, but also in a large number, which is easy to cause
slow real-time rendering. How to build a complex 3D virtual scene has become the
primary basic problem to be studied.

(2) In terms of hardware, the speed and capacity of its display have not been well solved.
Most of the special equipment for virtual reality systems are not only expensive, but
also not very convenient to use, and the effect is relatively limited, which can not
meet the ideal effect of virtual reality.

(3) Solution it is often unbearable for users to wait a long time when the overall speed of
the existing network is slow. How to optimize the complex model has also become
a key technology to be studied in modeling.

4 Key Technologies of Image-Based Virtual Restoration of Ancient
Buildings

4.1 Overall Solution Design for Virtual Restoration of Ancient Buildings

(1) The contact measurement technology can be used to collect the field data of the
ancient buildings, record the surveying and mapping data in detail, and draw the
architectural surveying andmappingmap. This process is tomake an accurate model
of the cultural heritage of ancient buildings and restore the original appearance.
Among them, the key point of measurement is the plane data of ancient buildings,
the elevation data, and even the section data. Then, the three-dimensional cultural
relics and buildings, and then the restoration plan of ancient buildings is made into a
specific, accurate and vivid three-dimensional restoration system of historical relics
and historic sites. Using this method, we can clearly browse the overall layout of
ancient buildings in a three-dimensional environment, and also enter the interior of
the building to understand its internal structure. However, this method is difficult to
implement and requires a lot of architectural knowledge.

(2) If ancient buildings exist and are well preserved, but there are some places that can-
not be reached by surveyors, or places with great risks, non-contact measurement
technology can be used, which can be completed by visual inspection or estimation.
However, it is inevitable that data estimation errors will occur. In order to improve
the accuracy of measurement, multiple three-dimensional laser scanning measure-
ment technology can be used. With this method, high-density point data acquisition
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can be carried out on the surface of the measurement target. This measurement
method greatly improves the measurement standard and measurement efficiency of
ancient building data, also very high. Using these data and 3DS MAX software for
three-dimensional modeling greatly improves the realism of the restoration effect of
ancient building cultural relics. But this method requires expensive investment.

4.2 Design of Image-Based Virtual Restoration System for Ancient Buildings

The two-dimensional information in the practical problem of ancient building modeling
and virtual restoration, that is, three-dimensional reconstruction and virtual restoration
based on photos. This system is designed and developed for the restoration of the original
appearance of ancient buildings that have been damaged or no longer exist.

The overall architecture of the image-based virtual restoration system of ancient
buildings developed in this paper is shown in Fig. 2

Fig. 2. Overall architecture of virtual restoration system for ancient buildings

5 Conclusion

The research of this subject involves knowledge of many disciplines: ancient architec-
ture, three-dimensional modeling, virtual reality, etc. due to the limitation of time and
professional ability, it is impossible to conduct in-depth research on all ancient building
models. At present, there are still many aspects to be further studied: first, there is a cer-
tain gap between the understanding of ancient buildings and professionals, and further
efforts are needed; At present, the research mainly focuses on the ancient architecture of
Nanputuo temple in Xiamen. Although it is representative to a certain extent, it is only to
throw a brick to attract jade; At present, the research of virtual simulation system based
on Internet has just begun, and the visualization of the model has been realized. Further
research is needed on the realism of materials and the interactivity of users.

Acknowledgements. 2019 School-level Curriculum Ideological and Political Special Teaching
and Research Project (No.: 2019sz05).
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Abstract. The relationship between camera position and reconstruction accuracy
is analyzed, and the weight value is estimated on this basis. The application of
weighted least squares algorithm inmachine vision system is amethod for estimat-
ing unknown model parameters. The weight is calculated by using some known
data, and then applied to unknown data for estimation. This method is also called
supervised learning or regression based on training set. Here, we use all the fea-
tures in the image and train them with available data sets containing preprocessed
and normalized training sets so that they can be easily compared with other images
in the same category.

Keywords: Machine vision · Weighted least squares algorithm

1 Introduction

The vision system is generally based on pinhole model, and the projection matrix equa-
tion is used to reconstruct feature points. Due to the error, the least square method is
often used to obtain the feature points in practice. The error analysis of machine vision
system is complex. In order to including the influence of the distance from the camera
to the feature point and the rotation matrix of the camera on precision. The second is to
establish an error model and use the error model to correct the data containing errors; the
third is to design a nonlinear optimization algorithm and use the optimization algorithm
to correct the deviation between the actual value and the theoretical value [1].

In the process of factory production, in order to ensure the high quality of production
products, it is necessary to continuously improve the productionprocess, define,measure,
analyze, improve and control from the perspective of DMAIC’s Six Sigma. Among
them, the data obtained through measurement is an important prerequisite to ensure
the effective implementation of analysis and improvement. In order to ensure that the
obtained measurement data are referential, it is necessary to evaluate the ability of the
measurement system for product measurement, that is, use statistical methods to identify
the influencing factors affecting the measurement results and their degree of influence,
and evaluate the ability of the measurement system, It is also concluded whether the
measurement system meets the requirements for use. “The higher the capacity of the
measurement system, the better the reliability of obtaining measurement data [2]. The
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QS9000 quality system requires enterprises to test the reliability of the measurement
system before using the measurement system to obtain data, so as to ensure that the
measurement system is qualified and meets the requirements for use.

2 Related Work

2.1 Research Status at Home and Abroad

Set the threshold value according to the product processing surface, andwhen the surface
wear is greater than the threshold value, replace the tool, which is more accurate than
the human eye observation [3]. Liu Ze and others used a machine vision system to
detect rail surface defects, calibrate the location of rail surface defects, and count defect
characteristics, thus realizing rapid rail detection. In order to accurately detect the wear
status of the tools used in the production process, Qin Guohua et al. used the machine
vision system to take pictures of the integrated circuit board, automatically selected
the optimal threshold value using the bimodal method, and determined the edge of the
wire bonding position according to the threshold value to determine the accuracy of the
wire bonding position. SunXuechen et al. designed an online automatic detection system
basedonmachinevision. For the obtained camshaft surface imagedata, the neighborhood
weighted segmentation method was used to separately analyze the value of each pixel
in the image and perform threshold segmentation, extract camshaft surface defects, and
judge whether the product is qualified. In the field of food inspection, Zhao Jun and
other scholars summarized in the inspection of potato quality by domestic and foreign
scholars. They took photos of potatoes through the machine vision system, and graded
potatoes according to their appearance, shape, surface defects and other factors. Tong
Zhao and others analyzed the application status of agricultural product quality detection.
It saturation of rice, removing impurities in tobacco leaves, and grading apples according
to the color, shape, size and surface defects extracted from image data [4]. In the medical
field, Gan Lan used the the image of gastric mucosal tumor cells, and proposed an image
recognition method based on quantum self-organizing feature mapping neural network,
which can effectively classify gastric mucosal tumor cells into three categories: cancer
cells, proliferative cells and normal cells. The machine vision system can also be used
for the detection of ceramics. Weng Zhengkui and other people took photos of ceramics
through the machine vision system. By traversing the edge contour of ceramics, they
obtained the details of their edge structure and realized the non-destructive classification
of ancient ceramics’ shape, structure, glaze color and decorative patterns.

2.2 Overview of Machine Vision System

The machine vision system uses a machine to obtain information instead of the human
eye. It uses image sensor devices (CCD, CMOS, CID, etc.) to obtain scene information
by charge injection, transfer, and readout, mechanical control execution module, and
intelligent judgment and decision-making module. The Robotics Branch of the Amer-
ican Manufacturing Engineering Association believes. After acquiring the image, the
machine vision system transmits the image to the processing unit [5]. Through the image
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processing technology, it judges the size, shape, color, etc. of the product according to
the pixel distribution, brightness, color and other information of the image data, and then
makes the action of production improvement according to the discrimination result. The
composition of the machine vision system is shown in Fig. 1. Now, in industry, machine
vision system is mainly used for assembly positioning, product identification, dimension
measurement and quality inspection.

Fig. 1. Composition of machine vision system

3 Application of Machine Vision System

When the machine product detection, the detection device has no direct contact with the
tested object. Therefore, in many working environments where human eyes cannot per-
form, the machine vision system can be used instead. The machine vision measurement
system can detect products quickly, with high accuracy and stability, and can eliminate
the differences between individuals and reduce the recognition loss. Applied in industry,
agriculture, textiles and other fields.

The industrial field. In the industrial inspection field, it has realized the functions of
component identification and online rapid detection, which are used to detect the size
information of products, tool wear status, product surface defect degree, etc., greatly
improving the quality and reliability of products. In addition, the machine vision system
can solve the problems of low efficiency and hard to guarantee quality caused by manual
sorting operations, and realize efficient and high-quality automatic sorting operations.

In the agricultural field, the machine vision system can not only judge whether the
crop fruit is qualified according to the color and shape of the mature fruit, and grade it.
In addition, it can also be used to monitor the leaf area, leaf circumference, stem and
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diameter, petiole angle, damage and other parameters of the plant, understand the growth
of the plant, and judge the maturity of the fruit and the lack of fertilizer and water of the
crop according to the color and size of the fruit surface.

In the medical field, the machine vision system can be used for the detection of
medical devices. It can detect and verify the safety and precision of medical device
materials, components and medical device products. In addition to the detection of
medical devices andother hardware facilities, themachine vision systemcan also identify
cancer cells, proliferative cells and normal cells according to the obtained cell images,
which is of great significance in the medical field.

Machine vision system can be used to detect fabric defects in the textile industry. It
can classify fabric defects and evaluate fabric grades according to the extracted defect
features. It can quickly and accurately obtain fabric defect information, and plays a very
positive role in monitoring the quality of fabric products.

Machine vision system can replace human beings to carry out various high-precision
operations under various dangerous and harsh environments, liberating people from
heavy and boring physical labor. In addition, it also has the advantages of improving
labor efficiency, ensuring product quality, and fast response.

4 Weighted Least Squares Algorithm for Machine Vision

4.1 Parameter Equation

The model of machine vision is shown in Fig. 2. After the camera is calibrated, its
internal and external parameters can be known. It can be seen from the figure that O0P
= O0O1 + O1P. The left superscript represents the coordinate system. In the camera
coordinate system, O0O1 = (0,0, f), O1P = (x, y, 0), point on the image plane. If u and
v represent pixel values and superscript represents coordinate system.

OoP =
⎡
⎣
x
y
f

⎤
⎦ =

⎡
⎣
dx o −uodx
0 dy −vodx
0 0 f

⎤
⎦ (1)

4.2 Weighted Least Squares

Before analyzing the problem of weight estimation, it is assumed that the cameras in the
machine vision system are the same, but the stations are different, or the same camera
shoots at different stations, and the image point errors on the image plane conform to
the normal distribution.

First, describe the results used many times in this paper without proof:

Of which : d
(
xil, xjl

)=
{
0, xil �= xjl
1, xil �= xjl

(2)

First, consider a single camera vision system, such as the camera on the left in Fig. 2.
Under the image plane coordinate system, the projection of space points.
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Fig. 2. Algorithm schematic diagram

The measuring system obtained in this paper has low capacity. In this paper, after
obtaining image data, the chip area is segmented, and number of pixels C in the chip
edge area are taken as the quality characteristics of the product. Analyze the influence
of various influencing factors on product quality characteristics, and judge whether the
machine vision system meets the use requirements. In Shi’s paper, after acquiring the
chip image data, the chip area is fitted with an external rectangle. Because the chip
edge is irregular, the chip edge error is reduced after rectangle fitting. Therefore, the
error between chip image data is greatly reduced. This on the original image data of the
chip. After noise reduction and grayscale processing, it analyzes the image data of the
chip with irregular edges, solves the chip error reduced in Shi’s paper, and evaluates the
machine vision measurement system more realistically and effectively.

5 Conclusion

The machine vision system is re examined from the perspective of parameter equation,
and the relationship between camera position and reconstruction accuracy is analyzed.
Based on this, the weighted least squares algorithm is applied to the 3D reconstruction
algorithm. The key of the algorithm is to estimate the weight, and the formula for
calculating the weight is given. The simulation and experimental results show that the
weighted least squaresmethod is better than the ordinary least squaresmethod, because it
highlights the role of cameras with better layout. It has better accuracy when the number
of photos taken is less than 30. In the measurement of distances of 37.0310, 24.9704,
26.0153 cm, compared with the ordinary least squares algorithm, the precision of the
weighted least squares algorithm is improved by 0.4 cm. When the number of photos is
more than 40, The accuracy of the two algorithms is close.
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Abstract. Internet finance is a new financial market formed by the interaction of
traditional financial markets and emerging financial markets. In this article, we
will focus on how to use AI technology to analyze security risks. Artificial intel-
ligence (AI) is an intelligent technology that can make decisions based on certain
knowledge or rules without human intervention. AI can help us reduce human
error. The application of artificial intelligence technology in internet finance is
becoming increasingly widespread, including risk control, customer service, intel-
ligent investment advisory, and other fields. Among them, artificial intelligence
algorithms can help financial institutions determine whether there are risks based
on users’ personal information and behavior patterns, improve risk management
level, and improve service quality. At the same time, artificial intelligence technol-
ogy can also provide personalized investment advice to customers, helping them
achieve better returns. However, the application of artificial intelligence technol-
ogy in internet finance also brings some security risks. For example, hackers can
exploit algorithmic vulnerabilities, attack artificial intelligence systems, and steal
users’ personal information and funds. In addition, artificial intelligence systems
are susceptible to human manipulation and erroneous indications, resulting in
misjudgment and bias. This requires financial institutions to adopt strict secu-
rity measures, improve their technological level, ensure the safety and privacy
of customers, and ensure the sustainable and healthy development of artificial
intelligence technology.

Keywords: finance · artificial intelligence · internet · security risk

1 Introduction

Various financial business models such as P2P financing, cash lending, crowdfunding,
digital currency, online payment, and online banking have been derived. In the process of
operation and operation of Internet financial products based on cash loan mode, various
artificial intelligence resources for intelligent data processing and analysis, such as: the
risk coefficient that customers can bear, the customer’s good credit, the risk of fraudulent
loans and bad debts [1].
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More and more Internet financial enterprises have been applied to risk control man-
agement based on AI technology. The use of AI helps to continuously improve the risk
control system and establish a lasting risk control system. Compared with traditional
risk control technology, AI risk control adds more dimensions and relevance analysis.
Traditional risk control judges whether a person has loan qualification, reviews deposits,
income, collateral, family conditions, etc., and sets medical access threshold [2]. If it
fails to meet the requirements, it cannot apply for loans. AI risk control can find data
from other aspects, not only financial data, but also social data, payment data and life
service data of borrowers.

These personal data information are highly sensitive and of great value. The security
construction of artificial intelligence platform has become the top priority of information
security construction and risk management of Internet financial enterprises.

2 Related Work

2.1 Application and Research Status of AI Technology in Internet Finance

At present, the domestic research on AI and Internet finance mainly includes two
aspects: the research on Internet financial security risk and regulatory mechanism:
Zhang Chenghui (2016) proposed that the Internet financial activities should be tar-
geted according to the exposed problems, the differentiated regulatory and risk control
system should be adopted for the Internet financial platform, the cross-sectoral coordi-
nation and supervision should be strengthened, and the behavior supervision of formal
financial institutions should be strengthened [3], We will intensify efforts to crack down
on illegal fund-raising and strengthen risk education for investors. Hou Jianqiang et al.
(2016) believed that payment innovation information behavior of traditional finance
[4]. The diversification of information sources processing technology have brought new
technologies and resources to Internet financial risk management.

Hu Chen (2017), starting from the characteristics of P2B industry, demonstrated
the structural path of P2B Internet financial risk by means of questionnaire survey and
analysis, and thus proposed seven principles of controllable P2B Internet financial risk.
Analyzed the possible impact of AI application, and put forward countermeasures on this
basis. Cheng Dongliang (2016) introduced the application status of AI in the financial
field, analyzed the risks faced in its development, and based on this, put forward sugges-
tions such as strengthening access control and identity authentication, introducing audit
measures and monitoring measures.

At present, there are few documents and materials to discuss the issues of Internet
finance in the context of AI. The existing research on the security risks and monitoring
mechanism of Internet finance is still based on the past technical standards.

2.2 Concept and Characteristics of Internet Finance

Internet finance, that is, the “Internet plus finance” model. In 2012, Professor Xie Ping
first proposed the concept of “Internet finance”. His main report, “Research on Inter-
net Finance Models”, details the definition of Internet finance and its three core parts:
payment method, information processing and resource allocation.
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The data security capability maturity model was jointly drafted by Alibaba (Beijing)
Software Service Co., Ltd., China Information Security Evaluation Center, Tsinghua
University, the Institute of Software of the Chinese Academy of Sciences, the National
Information Security Engineering and Technology Research Center, Huawei Technolo-
gies Co., Ltd., and 3600 Technology Co., Ltd, It is issued by the National Technical
Committee for Information Security Standardization (SAC/TC 260).

3 Information Security Risk Analysis and Protection Strategy
Research of Internet Financial Enterprises

3.1 Make Full Use of Data Security Capability Maturity Model

The data security Capability Maturity Model is a way to evaluate the organization’s
data security capabilities, which can help organizations understand their own security
capabilities, find weaknesses in security management and improve measures, so as to
improve the level of data security assurance. In terms of making full use of the data
securityCapabilityMaturityModel, organizations should start from the following points:

Determine the standard model: There are a variety of data security Capability Matu-
rity Model to choose from, and organizations need to choose their own standard models
according to the actual situation. For example, organizations can choose amaturitymodel
based on NIST CSF or customize it according to other standards.

Conduct security assessment:Organizations need to evaluate their data security capa-
bilities based on the selected standard model, understand the current status of security
capabilities, and identify security vulnerabilities.

Develop an improvement plan: After the evaluation is completed, the organization
needs to develop a data security improvement plan, specifying improvement goals and
measures.

Implementation of improvement measures: Organizations should gradually improve
their safety capabilities in accordance with the established improvement plan, such as
strengthening risk assessment and safety awareness training.

Continuous improvement: Organizations need to continuously improve the maturity
of data security capabilities through regular security assessments, and further enhance
the level of security assurance.

By making full use of the data security Capability Maturity Model, organizations
can fully understand their own data security situation, find shortcomings, develop cor-
responding improvement measures, and constantly improve the level of data security
assurance.

Figure 1 above is the data security capabilitymaturity capability building framework.
It is designed according to the capability maturity level 3 (fully defined level). Each
module is designed to meet the following requirements:

Compliance and business requirements: For any organization, before carrying out
the process of data security capacity building, it must be based on the premise of meeting
national laws and regulations. It can ensure business development and promote business
production through data security construction.
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Fig. 1. Data security mature capacity building framework

Organization construction: data security construction can not be completed by one or
two people. It needs a special data security organization. The data security organization
should be established and its responsibilities should be defined.

System process: establish data security management system and promote its
implementation, including data security system charter and management specifications.

Technical tools: technologies and tools supporting the data security system, promot-
ing effective implementation, and security technology platform tools at all stages of the
data life cycle.

Personnel capabilities: the capabilities required to ensure data security organization
construction, system process, technical tool construction and implementation. The core
capabilities include data security management, data security operation, data security
technology and other security capabilities.

3.2 Use Machine Learning and Neural Network to Assist Decision-Making
and Early Warning

The field of Internet finance is basically a pure data field. AI can serve as an online
intelligent financial adviser, provide appropriate financial investment plans for users
according to the calculation and analysis results and their personal investment experi-
ence, and calculate risks for users for reference. The application ofAI in Internet financial
decision-makingmainly refers to the provision of algorithmic online investment advisory
and asset management services for customers, often referred to as intelligent investment
advisory.

For example, making full use of cognitive computing, intelligent robot process
automation, identity analysis, network analysis, machine learning and other advanced
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analysis functions can speed up due diligence and help Internet financial enterprises
effectively understand and manage a large number of anti-money laundering alerts gen-
erated by the existing transaction monitoring system. Combining the advantages of
AI technology, financial institutions can improve the speed and accuracy of customer
authentication, collect negative news to understand customer requirements, thus reduc-
ing false reports and speeding up the investigation of anti-money laundering alert review.
Compared with humanwork, AI has higher stability andwill not be tired, and its analysis
and decision-making will not be affected by external factors.

4 Application Structure Research

The application of artificial intelligence technology in internet finance has broad
prospects, which can help financial institutions improve their risk control capabilities
and customer service quality, and provide intelligent investment advisory and person-
alized services to customers. However, with the increasingly widespread application
of artificial intelligence technology, there are also some security risks, including the
exploitation of algorithm vulnerabilities, hacker intrusion into systems to steal customer
personal information and funds, artificial intelligence systems being manipulated, and
so on.

In order to address these security risks, financial institutions need to take a series of
measures. Firstly, strengthen data encryption and identity recognition technologies to
enhance data security capabilities; At the same time, organizations should pay attention
to the following issues when using the data security Capability Maturity Model:

Model selection: Different standardmodels have their own advantages and disadvan-
tages for organizations, sowhen choosing, organizations should consider their own situa-
tion comprehensively and customize appropriate models to truly leverage the advantages
of the models.

Evaluation object: The organization should clearly define the scope of evaluation
objects, such as customer data, financial data, etc. The evaluation scope varies, and the
evaluation results also vary. Therefore, all data that needs to be protected should be
considered.

Data dynamics: the data security Capability Maturity Model can only reflect the
current status of data security at a certain time, and the organization should regularly
evaluate it to maintain dynamic monitoring of data security status.

Employee training: Organizations should strengthen employee training, enhance
security awareness and skills, enable employees to understand the importance of data
security, and enhance their sense of responsibility for data security.

To sum up, the data security Capability Maturity Model is a good tool for evaluating
the organization’s data security capabilities, which can help organizations fully under-
stand their own data security situation, find and improve weak links, and constantly
improve the level of data security assurance. However, attention should be paid to the
above issues to ensure that effective implementation methods are followed.
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5 Conclusion

When making decisions and implementing artificial intelligence systems, people do not
want their actions to violate the basic ethics and moral principles of human society.
Therefore, it is necessary to consider this issue at all times during the design and devel-
opment stages of artificial intelligence systems. Therefore, it is necessary to establish
ethical norms and technological research and development norms for artificial intelli-
gence. Researchers of AI systems need to conduct ethical and moral hazard assessments
of products to ensure that AI systems will not engage in anti human and anti-social
behaviour.
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Abstract. In recent years, with the significant improvement of China’s economic
development level, the tourism industry has ushered in a period of rapid develop-
ment, and health care tourism has gradually become one of the hot spots of the
people’s attention. In the process of carrying out health tourism, the utilization
and protection level of the traditional culture of health tourism destinations can
be further improved. Based on this, the article is based on the Android platform,
and the paper deeply discusses the design and realization of the traditional culture
utilization and protection system of health tourism destination, hoping to help the
protection and development of the excellent traditional culture of health tourism
destination.

Keywords: Android platform · health care tourism · traditional culture ·
utilization · protection

1 Introduction

Since the reform and opening up, the development speed of China’s tourism and cul-
tural industry is getting faster and faster, health care tourism is health care tourism, more
focused on the comprehensive integration of the natural ecological environment and cul-
tural environment in the tourism, to achieve physical fitness and self-cultivation.With the
full implementation of the rural revitalization strategy, many rural positive development
kang tourism projects, in order to better realize the health tourism destination the use of
traditional culture and protection, the article based on Android platform into traditional
culture utilization and protection system design planning and function implementation,
in order to improve the level of health tourism projects in our country.

2 The Implementation Significance of the Utilization and Protection
of the Traditional Culture in the Health Care TourismDestination

Since the 21st century, China’s social and economy is developing faster and faster.
In the national economic system, tourism industry accounts for a heavier proportion.
Relying on China’s unique rural industry and rural revitalization strategy, rural tourism
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has gradually become one of the main directions of tourism development in the future.
Health care tourism focuses more on the good natural ecology of tourism destinations.
In the process of tourism, people should further realize the goals of physical fitness
and self-cultivation in the process of tourism, and at the same time, multiple concept
systems such as health care tourism, health tourism, elderly recuperation tourism and so
on are derived. But investigate its fundamental, health tourism often can bring people
good state, physical and psychological aspects, realize the harmonious unity of man and
nature in the natural ecological environment, in the process of increasing the number
of passengers, will inevitably cause negative effects on the traditional culture of the
tourist destination, so we need to further strengthen the use and protection of traditional
culture. For example, the specific development mode of health care tourism destination.
For example, health care tourism projects focusing on ecological health care need to fully
protect the current quality natural resources and effectively recuperate and recuperate
the bodies of tourists; cultural health care requires special types of cultural resources,
such as Confucianism, Buddhism culture, TCM culture, longevity culture, food culture,
folk culture, and relying on the existing traditional cultural elements. It can be seen that
further strengthening the utilization and protection of the traditional culture of health
tourism destinations is conducive to improving the existing tourism service system,
highlighting the core attraction and brand competitiveness of health tourism projects,
and helping the positive development of the health tourism industry [1].

3 Design of the Traditional Culture Utilization and Protection
System of Health Care Tourism Destination Based on Android
Platform

3.1 System Requirements Analysis

Based on the Android platform, the traditional culture of the health care tourism desti-
nation is specially utilized and protected. In terms of the system design, we first need to
fully understand the needs of the system design. Related users and participate in health
tourism tourists can through the existing system anytime and anywhere to understand
the destination specific information, especially in terms of traditional culture, but also
can apply the system to strengthen the special utilization and protection of traditional
culture, to further improve the protection awareness of health tourist crowd, improve the
development process of digital and health tourism destination protection. Thus, in the
system design stage, it is not only necessary to reflect the value of the protection and uti-
lization of traditional culture, but also to improve the convenience and rationality of the
services provided by the system. In the system planning and design stage, need to fully
consider the system interaction interface clear, smooth and reasonable, to ensure that
the users to provide the corresponding service content, users can according to their own
needs, in the system to retrieve the traditional culture elements, location, development
history, and many other information, clear the value of traditional culture protection and
related measures, to reflect the convenience.

In the overall planning, Android client interface to reflect beautiful and generous,
logical structure to clear, further stimulate the use of health tourists and other users, in the
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traditional culture use and protection of content design planning to ensure the rationality
of the information presentation, can set classification navigation, to ensure that the user
needs guide clear reasonable, help users to quickly retrieve or understand the relevant
content. The existing system client needs to provide users with navigation services and
resource management functions, regularly update the content and resources related to
the traditional culture of health care tourism destinations, and make personalized push
combined with the number Settings and knowledge collection of different users. If there
are derivative products or cultural products in the relevant traditional culture, orders can
also be ordered and processed in the system.

3.2 System Architecture Design

Design the traditional culture utilization and protection system of health care tourism
project destination based on Android platform, which mainly adopts C/S architecture.
The server applies the JavaEEhierarchical structure to set up different functionalmodules
at different levels of the control layer, the business layer, and the persistence layer,
while operating around the overall system core. As shown in Fig. 1, the Web client
needs to operate based on the existing traditional culture database of health care tourism
destinations, and carry out data communication in an orderly manner according to the
HTTP protocol to realize the effective interaction of theAndroid application client. In the
overall system architecture, it can be divided into two major elements: service port and
client port. Users can directly interact with the server through Android systems such as
smart phones or computers, and directly obtain resources and information in the system
according to different needs. In the existing system function structure need to enrich
the traditional culture utilization and protection resources database, which covers text,
image, sound, video and other types of data information, form the resource management
module and business interface module, user interface module, and other modules, ensure
the server, the client needs to show the existing modules and the functional interaction
[2].

Fig. 1. System Architecture
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3.3 System Module Planning

3.3.1 Knowledge Resource Management Module

For health tourism destination traditional culture utilization and protection system is
crucial module of knowledge resource management module, in order to make more
tourists through the existing system and related knowledge resources, to clear tourist
destination cultural embodiment and cultural types, protection measures, etc., targeted
selection routes and tour activities, so in the knowledge resource management module
need to existing health tourism destination, all kinds of traditional cultural knowledge
resources, to carry out the basic management. For example, Fig. 2, traditional handicraft
culture, such as ancient oil pressing,weaving and dyeing techniques, ceramic techniques,
water wheel, etc., traditional folk culture, such as folk festivals, markets, traditional clan
culture, such as families, ancestral temples, temples, and folk performing arts, such
as minority songs and dances, folk art, and cultural performances. Such diversified
traditional culture needs to collect knowledge resources in pictures, text, audio and
video and other forms, and submit them to the existing knowledge resource management
module.Managers canmodify and delete the existingmodules, and users can also realize
the interaction with the database in the knowledge resource search.

Fig. 2. Organization form of the knowledge Resource management module

3.3.2 Communication Interface Module

In this system, the communication between the client and the server side needs to be
carried out in the form of HTTP, so the communication interface modules need to be
designed for data and information interaction. Itmainly covers user registration, login and
exit interfaces, andothermodule information interaction interfaces, etc.Differentmodule
interfaces and classification interfaces need to ensure the smooth flowof information, and
clarify the interface elements in different items such as requestmode, request parameters,
parameter format, and return value.
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3.3.3 Traditional Cultural Commodity Exhibition and Sales Module

Many health tourism projects from the existing traditional culture, make full use of
traditional culture for commodity research and development, such as the three gorges
region in health tourism project by the three gorges people eat fish fishing traditional
way of life and cultural customs, the fish bone production for handicrafts sales, such
traditional culture tourism kang goods paymore attention to the design. Therefore, in the
existing utilization and protection system of traditional culture, the cultural and creative
products of traditional culture can be designed and planned as commodities. The system
manager selects the cultural and creative products to release the commodity information
in time, and the users need to track the order consumption in the existing Android
platform. Therefore, the access and operation rights of merchants, managers and users
need to be added in this module. In addition, combined with the current commodity
logistics needs, we can also link Taobao, JD and other commodity sales platforms in the
existing modules to improve the comprehensive utilization value of the system [3].

3.4 Database and Client Adaptation

Database system developers comprehensive collection kang tourism destination tradi-
tional cultural elements, such as traditional architecture, rural scenery, traditional cus-
toms, religious beliefs, traditional festivals, etc., will be related to the historical allusions,
development, cultural elements, clear different class purpose ID and classification name,
serial number and so on.Managers need permission tomodify, create, and update in exist-
ing classes. It is worth noting that the existing system needs to effectively enhance the
utilization and protection of traditional culture content. SQlite database can be used for
data collection and collation, and data information can be configured combined with the
functional requirements of different modules.

Secondly, in terms of information and client adaptation, because there are various
contents and resources related to the utilization and protection of traditional culture,
such as text, pictures, video and other types, it is necessary to uniformly process and
deconstruct such diversified information resources. Apply the file transcoder to effec-
tively convert the existing resources to form the standard audio and video or text files,
and improve the adaptation of the information content in the Android platform.

4 Function Realization Analysis of the Traditional Culture
Utilization and Protection System of Health Care Tourism
Destination Based on Android Platform

4.1 User Registration and Login Function

When users application smartphone or tablet login software, need according to their
own information needs, timely view the information related to health tourism destination
content, the traditional culture use and protection content is the top priority, the user can
register in the system, then commodity purchase, information query, or participate in
the traditional culture protection related activities, which can apply SSL single sign-on
scheme, users can login in the existing system or open permission can access to related
application system, such as taobao, etc. [4].
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4.2 Information Search Function

The core of the utilization and protection of traditional culture lies in the tourists to truly
understand the essence and embodiment of various traditional cultures in health tourism
destinations, further stimulate the desire for protection, fully participate in traditional
culture protection activities, and stimulate creativity with existing traditional culture to
buy cultural and creative commodities. Therefore, users can browse the points and related
information in the system according to their own needs, and they can also apply big data
and engine algorithms to realize the personalized recommendation of traditional culture
utilization and information protection. From the perspective of users and tourists, many
people do not have a clear main intention of applying the information search function of
the system, which can be unified recommended, recommend the use and protection of
the traditional culture of typical audio, video, pictures and text information on the home
page, and effectively carry out information output.

4.3 Commodity Order Management Function

Administrators can upload cultural and creative products related to traditional culture to
the system orders and commodity sales modules, or directly link to cultural and creative
product sales platforms such as Taobao and JD. In the existing order management stage,
it is necessary to meet the series of functions of order generation, modification, query,
submission, deletion and deletion. At the same time, the maintenance data of related
products can be effectively processed according to the updated content in the database
to realize the connection between products and information. Businesses can provide
goods for tourists, release information in time, and carry out order tracking, but we
should pay attention to the operation authority of businesses.

5 Conclusion

To sum up, in the future development process of China’s tourism industry, health tourism
is one of the main trends, which is closely related to the development trend of popu-
lation aging and the sub-health state of people in China. It is of great significance and
value to further strengthen the traditional cultural utilization and protection of health
tourism destinations. Article based on Android platform for kang tourism destination
traditional culture utilization and protection system design and function implementation
comprehensive analysis, respectively demonstrated the system requirements, system
architecture, system module planning, database and client adaptation, etc., hope to be
able to strengthen the health tourism destination of traditional culture utilization and
protection, promote the comprehensive development of in the tourism industry in our
country.
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Abstract. Weak target detection in the process of target scale, background noise,
causing weak target image visual transmission effect is unsatisfactory, to improve
the weak target image visual transmission effect, now propose a weak target image
visual transmission design scheme: using guide filter technology to enhance image
characteristics, using partial differential equation to obtain image background
baseline, to achieve better weak target image background suppression effect;

Histogram equalization algorithm is used to improve image quality and obtain
good image enhancement effect, and image feature extraction technology and
particle swarm algorithm are used to complete the tracking and visual transmission
of weak target images. Experimental analysis proves that the proposed design
scheme in this study can effectively reduce the influence of interference factors
of weak target detection, produce a good visual transmission effect of weak target
images, and meet the actual needs of weak target detection and tracking.

Keywords: temporal and airspace filtering · visual communication · weak
target · background suppression

1 Introduction

Based on the continuous improvement of science and technology level, the performance
of the detection system supported by science and technology has been greatly improved.
It has the advantages of strong concealment, high flexibility, good anti-interference abil-
ity, wide detection surface, strong practicability, and clear image display, and has been
widely used in many fields. In the practical application process of the detection system,
the remote detection phenomenon is often encountered. Because the farther apart the
detection target is from the detection system, the smaller the size in the image, so the
imaging scale of the detection target is small, and the target signal is weak, and such
images are called theweak target image. In addition, in the process of long distance detec-
tion, the transmission distance, climate conditions, atmospheric environment, detection
target background, detection system imaging equipment and other factors, lead to weak
target image lack of obvious pixel gray characteristics, geometric characteristics, and
there is serious background noise, cannot be weak target information comprehensive,
clear, accurate communication, affect the detection system application role. Therefore,
it is imperative to improve the visual transmission effect of weak target images. In this
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study, we design a visual communication method of weak target image based on time
and airspace filtering, hoping to reduce the influence of background noise, enhance the
quality of weak target image, and improve the visual transmission effect of weak target
image.

2 Design Analysis

2.1 Background Inhibition

Spatial domain algorithm is a widely used algorithm for weak target image background
modeling. Compared with other algorithms, its data features are more intuitive, rich and
acquired, which can meet the needs of most detection systems for weak target image
background modeling. In this regard, this study design uses the spatial domain back-
groundmodeling algorithm to perform background suppression and reduce the influence
of background and noise on the visual transmission of weak target images. At present,
there are three common algorithms for spatial domain background modeling: filtering,
visual physiological mechanism, and low-rankmatrix approximation. The filtering algo-
rithm enhances the image effective features and increases the difference between target
image and non-target image [1]. The algorithm has good image enhancement, but it will
smooth and damage the target information to some extent. Visual physiological mech-
anism algorithm specifically strengthens the weak target to effectively distinguish the
weak target from the background to achieve the background inhibition effect. The algo-
rithm is greatly affected by the specific characteristics of the weak target, but when the
contrast of the weak target cannot meet the actual needs, it will reduce the background
suppression effect, thus reducing the visual transmission effect of the weak target image.
The low-rank matrix approximation algorithm distinguishes the weak target from the
background through the data component analysis of the weak target image. The scene
applicability is strong, and the background suppression effect is good, but the algorithm
is highly complex, and the visual communication timeliness is poor. Considering the
requirements of the detection system for the visual transmission of weak target images
and the advantages and disadvantages of different algorithms, this design determines to
choose the filtering algorithm for background suppression. In order to avoid the smooth
damage of the image edges, the relevant parameters are set reasonably, and the control
of the image details is strengthened. In order to obtain a better background suppression
effect, partial differential equation is used to obtain the background baseline of weak
target image sequence, so as to accurately grasp the gray change of weak target image
and realize the effective suppression of the background and noise of weak target image.

2.2 Image Enhancement

After the suppression of the weak target image airspace and the weak target image, the
design of histogram equalization algorithm is used to reduce the proportion of back-
ground and noise in the image, increase the proportion of the gray space of the weak
target in the image, enhance the effective feature extraction advantage of the weak target,
and improve the quality of the target image. First, the probability of any gray value of the
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weak target image is calculated by the following formula: P (αj)= ejIn e (j= 1, 2, 3, 4,
5……n), in P (αj) Represents the chance of the j th gray scale value, e represents the gray
scale series of the weak target image, j represents the number of pixels, ejRepresents the
j th number of gray-scale pixels [2].

Secondly, the gray scale images are balanced to obtain the gray scale level (T) after
the image enhancement processing of each pixelj), The formula is as follows: Tj =
4095, T if the weak target image is 20%j = 4095 × 20% = 819. It is worth noting
that the background saturation phenomenon needs to be considered during the image
enhancement processing process, which can give an appropriate constraint during the
threshold value setting process. It is found that at the threshold value = 100, the image
enhancement processing effect is relatively ideal.

2.3 Detection of Weak Targets

The is found that after the background suppression and the enhancement of the weak
target image, the position of the target position in the image and the position of the
target in the display may have a certain deviation in the image, which requires target
information repair processing to ensure the accurate and effective detection information
of the weak target. Particle filter detection technology is a widely used object detection
and tracking technology, which consists of the initial state simulation stage, prediction
stage, correction stage, resampling and its processing stage. Through prediction and
correction, the particle state can be adjusted for prediction, so that the particles can
maximize out equally close to the real state. Therefore, the study scheme is designed to
introduce particle filter detection technology to solve the target position offset problem.

2.4 Image Feature Extraction

The effective extraction of weak target image features has a very important impact
on improving the visual transmission effect of weak target image. Therefore, after
background suppression, image enhancement, weak target detection. At this stage, the
wavelet domain transform algorithm and gray algorithm ofweak target image. The effec-
tive application of the wavelet domain transform algorithm can highlight some specific
information in the weak target image to some extent, effectively suppress the non-target
information, and further separate the weak target from the background and noise [3].
The effective application of the gray-scale projection algorithm can realize the accurate
and fast extraction of the target image features. Under the application of wavelet domain
transformation algorithm and gray scale projection algorithm, the target value () can be
expressed by the formula, in the formula, it is weighted factor, representing image gray
scale, image detail features and image motion features respectively.

ζ(x)ζx = φf (ρx) + � f (QX) + kf (θx)φ � k f (ρX)f (Qx)f (θx)

2.5 Image Visual Transmission

In order to obtain the better visual transmission effect of the weak target image, the parti-
cle swarm optimization algorithm is introduced. The algorithm has the advantages of few
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parameters, low complexity, fast calculation speed and wide application range, which
can ensure the visual transmission effectiveness of weak target images and improve
the visual transmission timeliness of weak target images. Particle swarm optimization
algorithm process is usually “start particle swarm parameter initialization particle posi-
tion and speed random initialization condition judgment (meet the conditional output
optimal solution) does not meet the conditional particle speed and position update parti-
cle adaptation value calculation particle individual history optimal adaptation value and
position update particle population history optimal adaptation value and position update
parameter update condition judgment (meet the conditional output optimal solution)”.
This study scheme design separates the target features from the background features,
and the particle swarm optimization algorithm is mainly used to weight the weak target
feature components.

Assuming that the weak target image feature vector is y1, y2, y3, then the image
feature vector optimal solution is W ‘ = [y1, y2, y3]. W ’ acquisition strictly follows
the subgroup optimization algorithm process. Assuming that there are n particles and
each particle is in the same space as the optimal solution, each particle corresponds to
an optimal solution. If the optimal solution dimension is g, each particle orientation can
be expressed as a after h-step iteration l(h) = (al1, al2, al3……als), The local optimal
solution for each particle is the Wl(h) = (Wl1, Wl2, Wl3……Wln,W1G) [4].

3 Experimental Analysis

3.1 Experimental Environment

In order to verify the application effect of the weak target image visual communication
design scheme based on temporal and airspace filtering, the experimental analysis is
carried out. Experimental analysis mainly has two parts: first, build the serious back-
ground noise sky scene (1), background noise serious forest scene (2), gradually halo
strong not smooth sky scene (3), gradually halo strong not stable forest scene (4), differ-
ent scene simulation simulation experiment, scene basic information shown in Table 1.
Second, the design scheme and the previous design scheme (such as infrared spectrum,
hierarchical analysis, virtual reality image visual communication scheme of the image
visual transmission effect of weak targets) for comparative analysis. The experiment was
refined in the windows10 operating system of the central processor, the Intel ® Core ™
i5–8500 (9M cache, 4.10GHz).

3.2 Experimental Results

Overall and analysis of the experiment information, obtain the following results: (1) dif-
ferent scenarios of weak target image enhancement effect: from Table 2, in 1,2,3,4, the
original image contrast mean is 5.35,8.98,3.34,4.71, respectively in temporal airspace
filtering technology application, weak target image contrast are greatly improved, mean
bag 33.76,31.42,50.88,71.19, compared with the original image, the maximum differ-
ence is more than 66. It shows that this research scheme can effectively improve the
image quality of weak targets and produce better image enhancement effect. This is
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Table 1. Basic information table of the experimental scenario

scene Total frame number resolution ratio noise-signal ratio (dB)

maximum minimum mean

No.1 468 250 × 180 0.57 7.38 3.58

No.2 480 250 × 180 0.65 8.20 1.84

No.3 524 250 × 250 -14.14 6.50 1.23

No.4 353 250 × 250 -3.04 5.14 2.08

related to the fact that the background noise is effectively suppressed, the target features
are prominent, and the non-target energy and the target signal energy gap widen.(2)
Visual transmission effect of weak target images under different design schemes: when
the image frames are 200 frames, 300 frames, 400 frames, 500 frames, 600 frames, 800
frames and 900 frames, The success rate of visual communication in this study protocol
was 97%, 98%, 96%, 98%, 96%, 99%, and 97%, respectively;

The success rate of visual transmission based on infrared spectroscopy is 89%, 85%,
88%, 90%, 86%, 87% and 89%, respectively; The success rate of visual communication
based on hierarchical analysis was 64%, 65%, 67%, 66%, 66%, 67% and 69%, respec-
tively; The success rate of visual transmission based on VR was 77%, 75%, 74%, 80%,
82%, 84%, and 85%, respectively. Compared with the four schemes, the design scheme
has the highest visual communication success rate. The four visual transmission time
increased by image size, but under the same image size, the shortest visual transmis-
sion time, 500500 pixels, for example, 20.25 s, 50.01 s for infrared spectrum, visual
transmission time based on hierarchical analysis, 60.12 s, and 54.48 s based on virtual
reality. This is not very complicated with the application algorithm of this study, which
can meet the needs of rapid transmission of different images.

Table 2. Comparison of the image enhancement effects of weak target images in different
scenarios

scene Original image contrast because ofImage contrast of time-time
and airspace filtering

scope mean scope mean

No.1 2.05–9.34 5.35 8.21–54.90 33.76

No.2 3.65–14.50 8.98 14.93–48.44 31.42

No.3 1.72–7.65 3.34 11.49–108.74 50.88

No.4 2.32–11.42 4.71 31.11–114.15 71.19
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4 Conclusion

Improving the visual transmission effect of weak target image has become the objective
requirement of detection system application. According to the imaging situation of the
weak target, the factors affecting the visual transmission of the weak target image are the
lack of available target features and the serious background noise of the target. According
to these influencing factors, this study proposes a visual communication design scheme
of weak target images based on temporal and airspace filtering. Through the rational use
of temporal and airspace filtering technology and image enhancement technology, the
background noise is effectively suppressed, the image available features increase, the
algorithm scene adaptability is enhanced, and the visual transmission effect of the weak
target image is improved. It can provide guidance for the visual communication inquiry
and practice of weak target images to a certain extent. However, it is worth noting that the
visual communication design of the weak target image needs to obtain innovation and
development through continuous exploration, so as to achieve multiple reinforcement
of the image visual communication speed, quality, form and experience.
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Abstract. This method includes two steps: (1) The first step is to use neural
network to extract depth from the collected hyperspectral images, and then use it
to classify the hyperspectral images. (2) The second step is to use the classification
result obtained in step 1 to detect the target in the collected hyperspectral image.we
need more algorithms, such as classification algorithm and data mining algorithm,
which can help us achieve our goals. In this technology, the training data is divided
into twoparts: one part contains the original images capturedwith different spectral
bands; The other part contains the same original image after processing with
various algorithms. The final HIC model consists of a set of convolutional neural
networks, which are trained to predict.

Keywords: Deep learning · Spectral images · testing

1 Introduction

HSI---Hyperspectral Image. The nonlinear relationship between hyperspectral data
objects makes it impossible for traditional methods to classify accurately [1]. As a
powerful feature extractor, depth learning method is used in hyperspectral image classi-
fication task. 1. Summarize the shortcomingsmethods used inHSIC, and then understand
the advantages of deep learning methods to solve these problems. 2. The latest depth
learning framework is divided into spectral characteristics, spatial characteristics and
spatial spectral characteristics. 3. How to efficiently produce annotation datasets.

Therefore, it is difficult to build a classification and recognition model with sufficient
accuracy depending on a single character information for some special needs scenar-
ios. Hyperspectral imaging technology, as a spectrum integrated nondestructive testing
technology, integrates the advantages of spectrum and machine vision, and can obtain
spectral and spatial information I4 at the same time, thus improving the accuracy of the
detection model. In recent years, the application of nondestructive testing technology
represented by hyperspectral image technology in the field of target recognition has
been widely reported [2]. However, the following challenges still exist in target purity
detection based on hyperspectral image technology. Some target imperfect grains that
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are damaged by external force or biological invasion and do not have growth ability need
to be removed before target storage or sowing. At present, the imperfect particle detec-
tion model is mainly divided into multiple categories based on the causes of imperfect
particles, and the multi classification model is built together with the normal target.

In addition, hyperspectral image data has rich information, but also has a lot of
information redundancy, so it is necessary to extract features from the original data
according to the requirements of recognition. The proper feature extraction method can
fully guarantee the performance of the recognition model. The current hyperspectral
image recognition technology mostly focuses on the extraction of spectral features that
are easy to obtain.

2 Spectral Depth Learning Model

HSI analysis is mainly divided into: dimension reduction operation, spectral decom-
position, channel detection and classification, feature learning for classification, repair
and denoising, and resolution improvement. This paper focuses on HSI classification.
List a step framework for applying deep learning to HSI classification problems: learn
spectral and spatial features separately; learn spectral and spatial features; learn how to
improve generalization performance considering limited training samples; The mathe-
matical form is: the HSI cube can be expressed as: here, all frequency bands belonging
to the class are represented, and each frequency band contains the total number of sam-
ples, and its corresponding class is. The traditional manual feature methods mainly
include two categories: global feature information: color histogram, GIST (global scale
invariant transformation), texture descriptor local feature information: HOG (directional
gradient histogram), SIFT (scale invariant feature transformation). These manual fea-
tures are mainly used to build the visual bag model (BOVW) and the model based on
HOG features [3]. B. One of the main problems deep learning challenges is the lack
of labeled HSI data. Other problems: high internal variability----uncertainty change of
reflection value caused by concentrated environmental factors; Data degradation caused
by noise; Redundant bandwidth----calculation complexity of HSI equipment impact
model; Spectral mixing----spatial resolution related to HSI. 4. Representation of HSI
HSI data is represented by a cube: among them, the spectral segment information and
spatial information contained in a sample are all spectral segments, and are spatial parts,
as shown in Fig. 1 below.

A. The spectral segment indicates that in the above representation, It is not easy to
distinguish different types of data only by spectral segment information. Because of the
influence of spectral segment mixing, the same material may display the same spec-
tral segment information, or different materials may display the same spectral segment
information. B [4]. The space represents the pixel information in the bandwidth of each
spectral segment, that is, the spatial information, which is expressed in the form of a
matrix: the spatial correlation is very high, adjacent pixels are likely to belong to the
same category, and the adjacent relationship of pixels can determine the use of pixel
cores and pixel center windows. C. Spectral segment space represents the joint use of
spectral segment and spatial information.
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Fig. 1. HSI Data Cube

3 Research on Hyperspectral Image Target Detection Algorithm
Based on Depth Learning

Target detection realizes target classification and positioning in the picture, and outputs
the classification results of interested targets in the picture by classification. The target
is output by positioning the position of the rectangular box. Different operation actions
have different occlusion conditions on the target, and the degree of darkness in the
experimental environment also affects the target detection results.. As shown in Fig. 2
below, the highlight spectrum detection algorithm framework.

This can force the network to capture different aspects of objects, and at the same
time enhance the network’s sensitivity to inaccurate positioning. Adaptive max pooling
is ROI max pooling; The latter uses FCN for target segmentation, splicing the feature
map of the last layer with the feature map generated by the former as the final feature
map. In order to accurately locate, three sample frame correction methods are used,
namely, Bbox expression, Iterative localization, and Bounding box voting. Bbox region:
after the whole picture passes through the last layer of the network, it is connected to a
Bbox region layer. Different from RPN, the Region layer here is two layers of FC and
one layer of prediction layer. In order to prevent the frames obtained by the Selective
Search from being too close to the objects to frame the objects well, the candidate boxes
are expanded to 1.3 times the original ones. Iterative localization: The initial box is
the box obtained by Selective Search, and then the box is evaluated using the existing
classificationmodel. The boxes below the given threshold are filtered out. The remaining
boxes are resized using the Bbox regression method and filtered iteratively. Bounding
box voting: First, apply NMS to the boxes processed by Iterative localization, IOU =
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Fig. 2. Framework of high light spectrum detection algorithm

0.3, and get the detection results. Then, for each box, use the weighted coordinates of
each box of the same type and IOU > 0.5 to get the final target sample box.

In Fig. 3 below, we further list the horizontal visual comparison of the performance
of various detectors. It can be seen from the figure that the two-stage detector has the
characteristics of high detection accuracy but slow detection speed. However, with the
further, the detection speed of the single-stage detector is fast and the detection accuracy
is constantly improving and approaching the traditional two-stage detector.

It is difficult to judge whether a point is abnormal by analyzing only its pixel values
Therefore, in most image anomaly detection tasks, it is necessary to jointly analyze
the image background and surrounding pixel information for classification, and the
detected exceptions are mostly context or pattern exceptions Of course, there is no very
strict boundary between these three exception types For example, some methods extract
various features of an image and compare them with the features of a normal image to
determinewhether they are abnormal, which translates the detection of pattern anomalies
in the original image space to the detection of point anomalies in the feature space
[5] The image anomaly detection task can be divided into two categories: qualitative
anomaly classification and quantitative anomaly location The classification of qualitative
anomalies is similar to the image classification task in traditional image recognition tasks,
that is, it gives an overall judgment on whether the anomaly is abnormal, without the
need to accurately locate the location of the anomaly.
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Fig. 3. Comparison of Multiple Detectors mAP

4 Conclusion

There are difficulties and challenges in applying depth learning methods to target vision
detection, such as the imperfect depth learning theory and the lack of large-scale and
diverse data sets. In order to solve these problems, we think we can use parallel vision
to research. Online optimization of visual system through “parallel execution” object
vision detection.
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Abstract. The research on automatic control reliability of intelligent robots is
a research project carried out by the Institute of Automatic Control, Chinese
Academy of Sciences in recent years. The main purpose is to study the relia-
bility and robustness of the intelligent robot control system. In this paper, we will
focus on the design and analysis of reliable and robust controllers for intelligent
robots. We also discussed some practical applications related to our work. In this
paper, aiming at the problems of frequent maintenance and low work efficiency
caused by the accuracy of automatic robots in the actual working environment, the
calculation method of automatic control reliability of intelligent robots is studied.
Starting from the use of tools for mechanical accuracy reliability analysis, analyze
the calculation process of mechanical motion reliability, establish a virtual proto-
type, and discuss the variables. The experimental results show that the reliability
calculation method of robot automation designed in this paper is effective.

Keywords: Automatic control · Intelligent robot · reliability

1 Introduction

Industry is the foundation of a country’s development, and robot automation is the
lifeblood of industrial development. Strengthening the automation of industrial robots is
conducive to the rapid development of industry.AlthoughChinahas increased investment
in the field of industrial robot automation control, there are still many problems in the
application of industrial robots in the field of automation control, which not only hinder
the development of industrial robot automation control, but also cause the stagnation
of industrial automation production, greatly limiting the development of industry [1].
As the saying goes, “If you want to do a good job, you must first sharpen your tools.”
Strengthening the automatic control of industrial robots can maximize the development
of China’s industry. This paper analyzes the practical application of industrial robots in
the field of automation control.

Robot is one of the greatest inventions since the new era of mankind [2]. The auto-
matic operation of the machine frees people’s hands from labor, so as to conduct more
valuable technical and theoretical research. The automation level of a country can be
reflected in the degree of industrial mechanization of the country. Today, robots have
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been used in industry, agriculture, commerce, even tourism and other third-party indus-
tries, ranging from maintaining national security to transporting goods. The efficiency
of automation work is one of the factors affecting China’s progress towards a manu-
facturing power. The accuracy of a robot is a very important function of the machine
in the process of work and operation, and also an important indicator to judge whether
the robot can perform this work. In some work requiring high accuracy, such as assem-
bly, welding, measurement, etc., the accuracy requirements of robots are more stringent
[3]. Therefore, it is imperative to study the accuracy and reliability of industrial robot
automation control.

2 Related Work

2.1 Analyze the Development Status of Industrial Robots in China

In the practical application of the automatic control system of industrial robots, first of
all, it can be taught and reproduced. The staff can use this function to input information
into the robot program, and the robot will automatically save the input information in
the corresponding location.When the staff need relevant information, they will automat-
ically extract it and explain it accordingly, so as to give full play to the role of teaching
and reproduction. Secondly, the industrial robot has the function of using control [4]. It
can use corresponding methods to enable the robot to have different motion speeds and
motion patterns. Thirdly, the industrial robot can automatically calculate the surrounding
information and work out a reasonable operation route according to the relevant calcu-
lation results. This function is also the most critical part of the entire control system.
Finally, industrial robots can provide automatic feedback. When the robot is running, no
matter its state or position will change constantly, and industrial robots can self feedback
according to their own state and position.

At present, there is still a big gap between China and foreign countries in terms of
industrial robots. This is mainly because China’s industrial robots started late. Although
China’s industrial robots have made certain achievements in technology, they have not
mastered some core technologies, and there are not many industrial robots with real
intellectual property rights inChina. In aword,At present, the technical level of industrial
robots in China is not very high, specifically because of manufacturing and assembly.
Because theremust be a gap between the precision of parts inChina and that in theworld’s
advanced countries. Although some achievements have been made in key technologies
and assembly, there is still a big gap between these breakthroughs and those in foreign
countries, which needs attention.

2.2 Functions and Characteristics of Industrial Automation Control

(1) Industrial automation control function
The robot automatic control can realize the reappearance teaching function. The

robot can complete the corresponding teaching process through the command. First,
the code of position, speed and action is input into the robot control system. The
command is stored in thememory. The control system transmits the code to the robot
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operating system through the command, thus realizing the reappearance of teaching.
Secondly, the function of controlling motion refers to the function of controlling the
speed and motion form of the robot through the operating system.

(2) Characteristics of industrial automation control
Industrial automation robot can liberate human labor force and complete some

dangerous and difficult tasks that human beings cannot complete. Robots are closely
related to mechanics and structure. To describe their state, we can use coordinates,
and control the robot’s action by changing the corresponding coordinates. Secondly,
industrial automation robots need to be endowed with intelligent tasks, so that
they can act according to human consciousness, change the parameters of indus-
trial automation robots, and their states and actions will change accordingly. The
robot can be operated, managed and decided through the information base.

3 Reliability Analysis of Intelligent Robot Automation Control

3.1 Mechanical Accuracy Reliability Analysis Tool

The simulation analysis tool used in this paper is a reliability analysis tool of motion
accuracy based on the automatic analysis theory of mechanical dynamics. Mechanical
dynamic automatic analysis is a simulation analysis software that integrates modeling,
calculation, conclusion and three-dimensional visualization. The automatic analysis of
mechanical dynamics is a very powerful software. It can not only be used for the anal-
ysis of virtual prototype, but also for the static and dynamic motion analysis of virtual
mechanical digital platform. It can also be used as a tool to develop virtual operation
products. The basic steps are shown in Fig. 1.

Fig. 1. Basic step diagram

Users can automatically set menu options and dialog boxes according to their usage
habits, and even enter code commands to automatically repeat mechanized detection
and calculation.
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3.2 Mechanical Motion Reliability Analysis Method

The key objective of machine reliability analysis is to establish the relationship between
the output parameters of machine performance and the random variables that affect
the changes of these output parameters, and establish the relevant functional model, as
shown in Fig. 2.

γmi = −
[
∂L(yi,F(xi))

∂f (xi)

]
(1)

Fig. 2. Reliability Calculation of Robot Automation

After establishing the virtual model, through data analysis, it can be found that the
virtual prototype still hasmany shortcomings, and the design needs to be further changed.
Parametric method is provided in the visual displaymodule: Parametric expression is the
mostwidely used parametric expressionmethod in automaticmechanical dynamics anal-
ysis. Based on visual display during the process of building simulation model, parameter
values need to be input, and parametric expression can be used for parameterization.

The influencing factors to be considered have been parameterized in the previous
paper. The motion simulation program can be compiled by using the command language
of automatic analysis ofmechanical dynamics.As for institutional reliability, the research
object is not a single system, but a system. Because the size error and spacing error of
the connecting rod of the robot will vary irregularly within a certain range, and the error
variation range of each type of robot is different, it requires multiple automatic motion
simulation operations.

4 Application Fields of Industrial Robots

At first, industrial robots were applied in the automobile manufacturing industry. Social
economy and science and technology were developing rapidly. Industrial robot technol-
ogy was also developing and progressing constantly, greatly improving the function of
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industrial robots, and the scale of application fields was constantly expanding. Indus-
trial robots can replace workers’ work in conventional environments. Industrial robots
can give full play to their role in high-temperature, high-risk, toxic and high heat envi-
ronments. Some work environments are relatively harsh. The effective use of industrial
robots can replace manual work for heavy and repetitive operations, which can not only
ensure the personal safety of workers, but also effectively improve the production effi-
ciency of enterprises. Industrial robots have many advantages. They have been widely
used in the field of automatic production. Industrial robots can give full play to their
advantages in special working occasions, harsh working environments, high-risk work
and other related aspects.

In the process of automatic production, the industrial robots often used include
inspection, welding, painting, handling, painting and assembly robots. In the process
of automatic production, the inspection robot mainly determines the size of the parts,
classifies the parts and controls the quality of the parts; The welding robot is used to
weld the load-bearing girder and the automobile structure; The material handling robot
is used for loading and unloading, unloading, stacking and directional grasping of parts;
Spraying and painting robots are mainly used for spraying and painting operations.
Industrial robots can do this operation with no less than five degrees of freedom. In
order to facilitate the operation of industrial robots, industrial robots can work on rails;
Assembly work is the most complex part of all production links. Assembly robots,
whether visual sensors and auditory sensors, proximity sensors and tactile sensors and
other related sensors, must be equipped to enable industrial robots to successfully carry
out assembly work.

5 Conclusion

This paper mainly uses virtual prototype technology to calculate and analyze the motion
reliability of industrial robots, and uses mechanical dynamics automatic analysis soft-
ware to establish a parametric simulation model of robots, which provides an effective
method for users to simulate robots of different sizes, making it possible to use dig-
ital technology to calculate the motion reliability of mechanisms. At the same time,
the influence of the size error and spacing error of the connecting rod is analyzed and
calculated through experiments, and the calculation results are compared with the field
experimental data, which finally proves the effectiveness of the method. Based on this,
an effective calculation method is designed for the reliability analysis of complex robot
automation operation.
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Abstract. Dunhuang Mogao Grottoes is an art museum in the desert, and the
architectural paintings on the murals are a treasure house of architectural history
research. The development of big data in recent years has greatly promoted the
research of architectural history. The launch of the Dunhuang Digital Museum has
shown its advantages.Themathematical studyofDunhuang architectural paintings
can also blaze a trail for the study of architectural history and the promotion and
development of traditional culture. In 2017, the State Council issued the “Opin-
ions on the Implementation of the Inheritance andDevelopment Project of Chinese
Excellent Traditional Culture”, emphasizing the inheritance and development of
Chinese excellent traditional culture. Through digital research on architectural
paintings, big data and digitization provide technical support for the “protec-
tion, inheritance, dissemination and exchange” of traditional culture. Through the
digitalization of architectural paintings, the blueprint of architectural historical
research can be protected, and architectural paintings can be excavated on the
basis of in-depth development, laying the foundation for cultural inheritance and
modern communication. This paper conducts a special research on architectural
paintings in Dunhuang murals, combs the development status of architectural
painting digitization, and the technical process of realization to provide specific
directions for later research and development.

Keywords: Big Data · Dunhuang Architectural Paintings · Digitization

1 Introduction

In recent years, “big data” and the Internet+ have profoundly changed people’s lives.
Since the emergence and development of data science in the 1960s, we have introduced
a new term-"big data”. Big data is a global quantitative information asset, which has
profoundly affected social production, life, politics and economy in many aspects [1].
The use of new, large-capacity acquisition, storage, management and analysis processing
modes can provide a wealth of data collections for various fields.

The new technologies and new methods derived from the analysis of these “data
collections” also have a huge impact on architectural design and architectural history
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research. Therefore, the research methods for architectural history are gradually chang-
ing in this torrent. The acquisition, storage, analysis and processing of big data need
to be realized through computer terminals. The computer digitizes the content, and the
Internet will form a network of data. Through digitization and networking, “big data” has
formed a new breakthrough in the study of many problems in the architectural paintings
on the Dunhuang murals. For example, the research on the development of tower-like
buildings, how to gradually emerge from the cladding-style tower into a loft-style tower,
and the comparison of the towers in architectural paintings, are of great significance
to the study of the evolution of the towers. Further research can also be done on the
architectural image, construction technology, and building structure before the Tang
Dynasty.

2 The Technical Characteristics of Big Data and Its Application
in the Study of Dunhuang Architectural Paintings

Big data provides a data basis for scientific analysis of the digitalized building image,
and lays a solid foundation for its subsequent technical means, communication chan-
nels, interactive experience, commercial value, and cultural communication. Big data
presents the characteristics of large capacity, diverse data types, fast acquisition speed,
authenticity and high post-derived value. These have a strong correlation with the study
of architectural images in architectural paintings.

Large-capacity characteristics of big data [2]:
Big data is characterized by large capacity, and data units currently have B, KB,

MB, GB, TB, PB, EB, ZB, YB, and BB levels. And big data is more valuable and
potential development power because of the large amount of data. Therefore, a large-
capacity database has a great basic support for the information collection and storage of
architectural paintings and later analysis.

3 The Status Quo of the Digital Development and Protection
of Dunhuang Architectural Paintings

The study of Dunhuang has a wide range of studies, and the study of architecture is
closely related to the sculpture murals. The architectural paintings in the Dunhuang
murals reflect the rich architectural image. The digitization of architectural paintings is
undoubtedly the inheritance and protection of the Dunhuang Mogao Grottoes and the
architectural history. The digital work practice of Dunhuang murals thus started in the
1990s. Dunhuang architectural paintings are included in the Dunhuangmurals [3], There
are few examples of wooden architecture before the Tang Dynasty in our country, and
the architectural images of the Northern Wei, Northern Zhou, Sui and Tang Dynasties
are preserved in the cave murals. For example, in Cave 445 of the Sheng Tang Dynasty,
the demolition diagram in the Maitreya Sutra accurately depicts various architectural
components, which has important reference value for the study of wooden architecture
before the Tang Dynasty.

The traditional method of mural protection is to combine fine art copying with
photography and video. In 1993, the combination of computer storage and management
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of Dunhuang murals was the first attempt to realize the big data and informatization of
Dunhuang murals.

The scholars mastered effective architectural painting information by visiting the
virtual caves, and then analyzed and studied architectural graphics.

Data source: Dunhuang Academy Yearbook 2010–2016 and digital Dunhuang
website.

4 Technical Process for the Realization of Digitalization
of Dunhuang Architectural Paintings

The digitization of Dunhuang architectural paintings is realized through computer and
digital image technology. With the maturity of digital photography technology, the pro-
tection of murals has changed from copying and traditional film shooting to digital
shooting, and the form of protection has also shifted from physical protection to both
physical and virtual spaces [4]. In March 2010, Microsoft Asia Research Institute coop-
erated with Dunhuang Research Institute. The billion-pixel digital camera of “Flying”
can generate high-quality digital images. The specific digitization process is: First, use
a computer for digital analysis of objects, use professional digital cameras for digital
collection of objects, collect and classify massive amounts of original resources, estab-
lish an artificial intelligence platform, perform digital storage, conversion, and finally
achieve digital output. The output results are reflected in the three aspects of virtual
reality, augmented reality and interactive reality (Fig. 1). At present, the digitization of
Dunhuang architectural paintings is mainly embodied in virtual reality and interactive
reality. Users can visit more than 30 caves by clicking on the digital Dunhuang website
with special VR glasses, and can intuitively see the content of the architectural paint-
ings on the cave paintings. For example, there are large-scale buildings depicted in the
Wuliangshou Jingbian on the north wall of the main room of Cave 217. The image of
the building on the mural can be obtained through Internet technology, and a clearer
architectural painting can be seen. However, due to the limitation of the current working

Fig. 1. The digital technology flow chart of Dunhuang architectural paintings (self-painted)
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depth, the number of architectural paintings that can be seen is less, and the typicality is
also weak. The interactive experience is poor, and it still stays above the latitude of the
two-dimensional plane.

5 Development and Research on the Digitalization of Dunhuang
Architectural Paintings

Although the digitization of Dunhuang architectural paintings, with the “digital Dun-
huang” project, there has been a great development. The digitization of Dunhuang archi-
tectural paintings, but even if the architectural image in the Dunhuangmurals is perfectly
restored, it only stops at the production of two-dimensional images and only takes the
most basic step. The history of architectural development, architectural color composi-
tion, architectural technology, structural characteristics of ancient buildings, structural
composition, etc. reflected in architectural paintings cannot be presented [5]. The study
of architectural paintings only stays on the surface of the drawing. To do in-depth dig-
ital development of architectural paintings, this article attempts to analyze and explore
the possible development of digitalization of Dunhuang architectural paintings from the
following points:

5.1 In-Depth Digital Development of Architectural Paintings

In-depth analysis of architectural paintings with the help of 3D modeling technology
and VR technology.

With the maturity of VR technology, if the digitization of Dunhuang architectural
paintings and the digitization of Dunhuang murals are basically the same in the early
stages and technical paths, then the nature of the production of cave VR and the produc-
tion of architectural painting VR is completely different. The digitalization of architec-
tural painting requires a profession closer to the architecture itself. The main purpose
of the cave is to restore and the latter is to recreate. Digital achievements can restore
history, reflect the building wisdom of the ancients, and research and promote digital
foundations. The production process of 3Dmodeling and the production of architectural
VR can be a concrete way to embody the achievements of digital paintings.

Accurate digital analysis of Dunhuang architectural paintings.
The digitization of general cave paintings focuses on the restoration of cave shapes

and the restoration of cave paintings, while the digitization of architectural paintings
requires more details, which places higher requirements on the accuracy of digitization.
Many of the warped maps and bonsai maps are drawn based on the architectural back-
ground, and the number is large, and the drawing reflects a lot of architectural details. In
the process of digitization, it is the main direction of the research to capture the details of
architectural paintings in a targeted manner, in-depth digital analysis in the early stage,
and emphasis on characteristics and transformation in the later stage.

5.2 Establish a Special Dunhuang Architectural Drawing Database

Ming and Qing, and there are rich architectural types. Architectural painting is com-
bined with Buddhist architectural art, and there are houses, palaces, pagodas, pavilions,
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temples, post stations, and so on. It can be used as a branch of special research for
special summary. A database of architectural drawings is formed to provide a wealth of
information for the study of architectural history theory and architectural design prac-
tice. A clustering algorithm is required to form a building map database. Clustering is
a process of assigning organizations to different categories based on the attributes of
objects. Objects in one cluster have the same or similarity, but are different or dissimilar
to objects in another cluster. Among many clustering algorithms, Randomly set k cluster
centers, and calculate the similarity of cluster centers for other objects, and assign them
to the class of the cluster center closest to it. For each new cluster, find the mean value of
all objects in it, and use it as the cluster center of the new cluster. Through the clustering
method, we can obtain new clusters with the following characteristics: high cohesion
and low coupling, that is, the elements within each cluster are close, and the connection
between each cluster is small. The advantage of this algorithm is that it can efficiently
classify large data sets, but once a local optimal solution is obtained, it will end, and the
global optimal solution cannot be obtained. Many researchers have proposed improve-
ments to the algorithm based on their research. Spectral clustering algorithm is another
effective clusteringmethod. The idea of spectral clustering algorithm is to regard samples
or pixels as vertices, and the similarity between samples or pixels as weighted ones. how
to define the vertex similarity and how to retain important edges, so that the constructed
similarity matrix more truly reflects the similarity relationship between data points. The
Gaussian similarity function is a method of calculating the similarity between samples
in the classic spectral clustering algorithm, but the selection of the Gaussian scale causes
the function to have certain limitations. In order to avoid the problem of parameter selec-
tion, many scholars have studied the process of constructing the similarity matrix. The
most common method that does not use Gaussian similarity function is to use the neigh-
borhood algorithm to connect each point with the closest point. The similarity matrix
is obtained by solving the quadratic programming problem, which reduces the spectral
clustering algorithms impact on The dependence of the parameters makes the algorithm
more stable. The formulas used in the clustering algorithm are:

D =
∑n

i=1

[
minr=1,··· ,kd(xi, cr

]
(1)
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−wf
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⎧
⎨

⎩

∫ ∞
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⎫
⎬

⎭

− 1
2

(3)

5.3 Research and Develop a New Type of Dunhuang Architectural Interactive
Experience Software to Make a New Attempt for the Promotion of Dunhuang
Culture

At present, there is a problem of poor interactivity after the digitalization of Dunhuang
architectural paintings. It can be said that there is no specific interactive experience, and
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the experience of virtual reality is not intuitive enough. The development of a new type
of Dunhuang architectural interactive experience software (see Fig. 2) is undoubtedly a
good way to promote traditional culture. Through interactive experience, you can restore
the historical architectural scenes to bring people a deeper experience, and you can learn
more about the building itself immersively, and it is also a better inheritance of cultural
history.

Fig. 2. Digital interactive game production process

6 Conclusion

In the context of the development of global big data, digital photography, 3D modeling,
and VR technology have greatly developed. The digital research project of Dunhuang
architectural paintings has solid technical support, and the progress of the research on
the subject appears practical and urgent. The realization of the digitalization of archi-
tectural paintings and the in-depth study of digitalization have established a new type
of resource acquisition platform for scientific researchers, art lovers and general audi-
ences. The traditional architectural culture embodied in the Dunhuang murals can be
popularized through education, protection, inheritance, innovation, development, and
communication through another dimension.
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Abstract. Distribution network planning is an important guarantee for power grid
construction and transformation, which can ensure the reliable, stable, economic
and flexible development of the system. With the increasing capacity of distribu-
tion network, the amount of data to be processed and analyzed in distribution net-
work planning has increased dramatically. Especially for the high voltage,medium
voltage and low voltage superior power supply, distribution network structure and
operation status, the workload is huge and the complexity is high. If the planning
process completely depends on the planners to analyze and calculate, it is easy to
have calculation errors, incomplete analysis or other uncertainty errors. Based on
the improved convolutional neural network (CNN) algorithm, a new identifica-
tion algorithm is proposed to improve the measurement accuracy of distribution
network planning. The proposed method uses CNN to extract the first k important
variables, and then combines them with the previous two methods, one uses non-
linear regression, the other uses linear regression. In addition, we propose a new
metric method. In order to evaluate our results, this article uses a large number of
real data sets.

Keywords: Distribution network planning · Convolution neural network · Fine
identification

1 Introduction

With the continuous improvement of customer requirements and the concern of power
grid companies on the reliability and economy of distribution networks, distribution
network planning has become an important project for the transformation and construc-
tion of distribution networks. As a guiding text, it determines the development direction
and mode of the planned area. If the design is wrong, it will bring huge cost waste
to power supply enterprises and poor quality electric energy service products to resi-
dents. The superior company also gradually noticed that the limited resource allocation
of power supply enterprises [1]. Therefore, more detailed requirements have been put
forward in terms of management means and work content. The distribution network
involves a large area, many voltage levels, and a complex interconnected structure. In
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economic construction, and residential power consumption, flexibility of power supply
of medium and low voltage distribution networks, and reduce power grid losses, It also
brings problems such as distorted communication between superiors and subordinates,
and disjointed monitoring. Therefore, the introduction of a good communication and
management mechanism is a strong guarantee [2].

In the previous planning of distribution network, the lack of comprehensive standards
and guidance makes the investment and construction not suitable for the development
of economy and demand, and also increases the cost of power grid construction and
operation. At present, the network loss rate of the country is about 10%. The general dis-
tribution network planning is to configure and transform according to the line overload,
heavy load or other voltage reasons, replace the cable with large conductor section or
increase the line and capacity, rather than a complete and comprehensive construction
of a reliable and reasonable network structure to adapt to the construction requirements
of urbanization [3]. The state pays more and more attention to the construction of dis-
tribution network, invests more and more money, and has made many achievements.
However, the foundation of distribution network is relatively weak, mainly because the
equipment is old but the load is heavy, the automation level is low, and the wiring is
unreasonable. In particular, the medium and low voltage distribution network urgently
needs comprehensive guidance standards.

2 Related Work

2.1 Domestic Distribution Network Planning Status

The “Guidelines for the Design of Urban Power Networks” issued by the Ministry of
Energy in 1993. This document has unified provisions from seven aspects, including
planning requirements, load forecasting and design principles, and selection of power
supply facilities, and has become an important basis for modern, the project staff should
be able to take into account the impact of all aspects when planning based on the past
planning experience and certain models. However, experience and subjective judgment
alone cannot make full use of the collected data and information to make scientific
and accurate judgments, which will consume more manpower and material resources
in the actual planning, and have little guiding significance for the development of the
distribution network [4].

Some large cities in China have focused on the development of distribution networks
for many years. Shanghai, Yantai, Guangzhou and other cities have built a better distri-
bution network automation and network structure, which can achieve fault isolation and
dispatching automation and other functions, and even add information collection and
low-voltage reactive power compensation control functions.

The distribution network planning can get better development in the above cities,
which can not be separated from information technology and computer aided analysis.
The computer technology that is widely used in China is mainly GIS technology. Many
experts have designed some software packages and codes for the application of distribu-
tion network planning, but there is still a long way to go from comprehensive guidance
and perfect software. This paper makes an in-depth study on the transformer location
and line routing of the 10 kV distribution network, puts forward a preliminary research
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scheme, and automatically solves simple problems with the help of language develop-
ment tools. Using MapX and VB as the development language and taking advantage of
the high efficiency of GIS technology, the fault data of power system can be well pro-
cessed. The development of artificial intelligence technology has injected new impetus
into the development of distribution network. At some stages of planning, the combina-
tion of geographical data and artificial intelligence technology is used to solve the current
problems, so that the automation solution can wait for a certain development. Through
heuristic rules and expert system, different planning methods are proposed for different
stages to solve the problem of distribution and coordination of substation planning.

Some new genetic algorithms have improved the idea of solving nonlinear problems
in distribution network planning. The scientific conclusion is greatly improved by using
genetic algorithms to optimize problems. In general, some cities in China gradually
introduce computer aided decision-making system in planning to increase the rationality
of distribution network transformation. GIS has also been greatly promoted in some
control planning, but there is still much room for improvement.

2.2 Research Status of Distribution Network Planning Software

With the continuous improvement of customer requirements and the concern of power
grid companies on the reliability and economy of distribution networks, distribution net-
work planning has become an important project for the transformation and construction
of distribution networks. Distribution network planning requires a large amount of data
to comprehensively analyze the superior power supply, distribution network structure
and operation status of the distribution network. The workload is large and the com-
plexity is high. If the planning process completely relies on the planners to analyze and
calculate, it is easy to have calculation errors, incomplete analysis and other problems.

Some front-line employees reported that many of the data collected each year were
collected last year or before, and the design unit did not sufficiently inherit the data,
resulting in heavy workload and low efficiency. Because the investigation takes up a
lot of time of the front-line infrastructure department staff, if we can quickly get all the
analysis indicators and perfect planning reports after obtaining the original data, and deal
with the problems found in the correction of errors and the status quo analysis reduce
the interference to the normal work of front-line staff. Guangdong Power Grid Corpo-
ration has a detailed guidance process for the revision of the entire distribution network
planning. However, due to unexpected problems such as wrong capital collection and re
revision, the design unit often has to make important changes or make major changes
when handling the revision task of the distribution network planning in the previous year.
In serious cases, the task cannot be completed within the specified time, resulting in the
rescheduling of the subsequent schedule, which wastes human and material resources.
The provincial power grid corporation also expressed dissatisfaction with this. In addi-
tion, the design process of different design units is different, and the final report may be
different in data format and table text format, which is not standardized and neat enough.

Static voltage stability analysis and security risk assessment, and the database is
used to uniformly manage the data required by each module. However, in the planning
process, only N-1 criteria and part of N-2 security verification are verified, lacking other
indicators that comprehensively reflect the current situation of the network.



Refined Identification of Distribution Network Planning Survey 395

3 DistributionNetwork PlanningBased on ImprovedConvolutional
Neural Network Algorithm

3.1 Graph Convolution Neural Network

At present, convolution based on spatial method and convolution based on spectral
method are two main research directions of graph neural network. Graph convolution
neural network is a representative model based on spectral method convolution. With
its excellent processing ability for non Euclidean spatial data, it has rapidly become
a research hotspot in the field of artificial intelligence. Graph neural network based
on spectral method is widely concerned because of its simpler model structure and
lower computational complexity. The convolution method used in this paper is graph
convolution technology based on spectral method, which is introduced below.

In 2009, Graph Neural Network (GNN) was proposed. It uses the structure of tra-
ditional neural networks for reference to directly process data in non Euclidean space,
which is the enlightenment work of graph neural networks and lays in the future. Laplace
operator and Fourier transform are used to solve the problem of convolution calculation
of graph data, and the first graph convolution neural network is proposed. The GCN
model is proposed by using the idea of first-order adjacent order aggregation, which is
used as the basic GCN model by most subsequent studies.

Before using Laplacian matrix, graph convolution neural network needs to use two
tricks to improve its performance: (1) add a self loop to all nodes to ensure that nodes
themselves and their neighbors participate in reasoning together, that is, A ← A + I (it
is still recorded as A in this paper); (2) Normalization is carried out to prevent gradient
explosion or disappearance, as shown in Fig. 1.

Fig. 1 Structural model of graph convolution neural network

3.2 Transformation Method of Distribution Network

The reliability of power supply and distribution is increasingly concerned by the whole
society and power supply enterprises. At present, the transformation method of the
current distribution network mainly depends on the established technical standards and
the experience of the staff.
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First, determine the construction in progress and planned scheme of high-voltage
power supply in the distribution network, analyze the transformation of substation plan-
ning and medium and low-voltage distribution network planning in the previous year,
investigate the load adjustment ofmediumand heavy load, overload lines and distribution
transformers in the overall and all areas, and improve the problem index value; Secondly,
according to the situation of enterprises and large customers using telegraphy, combined
with the city’s industrial layout and development, social natural growth rate, and the
service factor of telegraphy, load forecasting is carried out from top to bottom and from
bottom to top, so as to obtain the power demand of the whole city and districts; Before
formulating the project transformation scheme, it is necessary to have a comprehen-
sive understanding of the power balance and planning and design principles, including
the electricity demand analysis of power balance and step-down capacity, the detailed
discussion on the design principles of the capacity load ratio, grid structure and guide
section of high-voltage distribution network, and the technical principles of the structure,
switch stations, distribution lines and distribution devices of medium and low-voltage
networks, taking into account their actual application; Then, carry out a comprehensive
design of high-voltage, medium and low-voltage distribution network transformation
scheme. The transformation scheme of high-voltage distribution network mainly con-
siders the current situation and development prospects of its high-voltage distribution
network connection mode, and plans the distribution points and network structure of
the substation, and carries out sensitivity analysis and risk check on the implementation

Fig. 2 Flow Chart of Distribution Network Transformation Scheme
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scheme. For the medium and low-voltage distribution network, according to the plan-
ning of high-voltage substation and power supply scope, the new outgoing linesMedium
voltage grid transformation and low-voltage grid improvement projects, and analyze the
rationality of its high, medium and low schemes. The final transformation plan also
needs to carry out investment estimation and economic evaluation, which are detailed
to the estimation of the main network, distribution network and the whole network; In
addition, it also evaluates the effectiveness of the whole planning project, such as the
degree of solution to the problems existing in high-voltage and low-voltage distribution
networks and the reliability of power supply, and analyzes the line loss rate and invest-
ment efficiency rate after the implementation of the scheme. The process is shown in
Fig. 2.

4 Conclusion

With the rapid development of distribution network reconstruction in China, distribution
network planning has become a task with huge amount of data and various processing
indicators. It is urgent to change from the previous experience oriented planning to
an efficient and accurate planning method combining theory and experience. It is an
urgent goal to develop a convenient and practical intelligent network planning computer
aided system. The intelligent auxiliary analysis system for distribution network planning
introduced in this paper is guided by the technical regulations for distribution network
planning, which is based on Access 2003 database and VB NET language program-
ming to realize the interaction between the computer and the planners, and realize the
automatic calculation and analysis of different index values. Combined with the charac-
teristics of various forms and types of capital collection data, the rationality judgment
for digital information and the specification rules for text information are formulated.
With this function, the data can be kept in a reasonable range and accuracy. The text data
specification can be correctly invoked by the system.

References

1. Wang, J., Huang, C., Zhao, L., et al.: Lightweight identification of retail products based on
improved convolutional neural network. Multimedia Tools Appl. 81(22), 31313–31328 (2022)

2. Li, S., Yin, S., Deng, H.: Lipid droplet recognition based on watershed algorithm and convo-
lutional neural network. In: ICMIP 2021: 2021 6th International Conference on Multimedia
and Image Processing (2021)

3. Qu,M.,Wang, T., Li, F., et al.: Distribution network electrical topology identification algorithm
based on deep learning. IOP Conf. Ser. Earth Environ. Sci. 645, 012076 (2021)

4. Ponciroli, R., Rovinelli, A., Ibarra, L.: A convolutional neural network-based approach to field
reconstruction (2021)



Localization Technology of Small Current
Ground Fault Section of a Distribution Network

Based on Multi-terminal Synchronous
Waveform

Jinlian Wu(B), Bo Wu, Feng Liu, Bo Wang, and Yongting Lu

Dingxi Power Supply Company of State Grid Gansu Electric Power Company, Dingxi 744300,
China

15095460248@163.com

Abstract. The role of fault section location in the grounding diagnosis is very
important, but there is a problem of low diagnostic accuracy of small current. The
GPS positioning method does not solve the problem of fault section location in
the grounding diagnosis of the distribution network, and the small current diag-
nosis ability is low. Therefore, a multi-terminal synchronous waveform method
is proposed to analyze the grounding diagnosis. Firstly, the synchronous theory
is used to judge, and the fault section positioning standards are divided according
to the fault section positioning standard to reduce the fault section positioning
Disturbing factors. Then, the synchronization theory forms grounding diagnostic
standards and synthesizes the fault section positioning standards OK. The fault
segment positioning accuracy and fault section location time of the multi-terminal
synchronous waveform method is superior to the GPS positioning method.

Keywords: synchronization theory · multi-terminal synchronous waveform
method · Distribution network grounding diagnostics · Voltage · Current

1 Introduction

Fault diagnosis capability is one of the important contents of power grid fault section
location [1], which is highly significant for distribution network grounding diagno-
sis. However, in the actual fault section location process, there is a problem of poor
diagnosis ability of small current [2]. Some scholars believe that the application of
the multi-terminal synchronous waveform method to the grounding diagnosis of distri-
bution network can accurately analyze the ground fault problem Segment targeting is
supported [3]. On this basis, amulti-terminal synchronouswaveformmethod is proposed
to optimize the location of fault segments and verify the model’s effectiveness.
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2 Related Concepts

2.1 Mathematical Description of Multi-terminal SynchronousWaveformMethod

The multi-terminal synchronous waveform method uses the positioning theory to diag-
nose minor current faults [4] and finds the location of ground faults according to
diagnostic indicators.

Hypothesis 1: The fault standard is yi, the threshold for small current identification
i si s, the fault segment positioning accuracy is xi, and the fault segment positioning
function is P[xi ∈ (0 ∼ 10)] as shown in Eq. (1).

P(xi) =
∑

xi ⊆
∮

yi �→ ξ (1)

2.2 Selection of Small Current Diagnosis Strategy

Hypothesis 2: The small current diagnostic function is T (xi) and the weight factor is wi,
then the small current fault diagnosis strategy is shown in Eq. (2).

T (xi)= zi ∩
∏

P(xi, yi) ∨ w2
i (2)

2.3 Determination of Fault Segment Location

Before the multi-terminal synchronous waveform method analysis, the fault segment
positioning strategy should be analyzed in multiple dimensions, and the fault segment
positioning criteria should be mapped to the two-dimensional sample library to elimi-
nate abnormal small current signals. First, the grounding diagnosis of the distribution
network is comprehensively analyzed, and the threshold and index weight of the small
current signal is set to ensure the accuracy of the multi-terminal synchronous waveform
method [5]. Distribution network grounding diagnosis is a system test of small current
signals, and a small current diagnosis is required. If the distribution network grounding
diagnostics are distributed nonnormally, their small current signals will suffer, reducing
the overall accuracy of fault section location. In multi-terminal synchronous waveform
method and improve the fault section positioning level, the small current signal should
be selected, and the specific information selection is shown in Fig. 1.

The survey results show that the small current grounding information presents a
multi-dimensional distribution that aligns with the objective facts. The GPS positioning
methodhas nodirectionality, indicating that the small current fault information has strong
randomness, so multi-terminal synchronous waveform analysis should be performed.
The small current grounding information conforms to the normal standard. It can be
adjusted by the multi-terminal synchronous waveform method to remove repeated and
irrelevant fault signals and supplement the default fault signals so that the dynamic
correlation of locating faults in the entire fault section is strong.
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Fig. 1. Signal selection results for the multi-terminal synchronous waveform method

3 Identification of Small Current Signals for Ground Faults
in Distribution Networks

The multi-terminal synchronous waveform method adopts random optimization of the
ground fault of the distribution network and analyzes the voltage, current and other
parameters for the small current signal to realize. The multi-terminal synchronous wave-
form method locates different fault sections according to the strength level of small cur-
rent and randomly extracts different fault signals for verification. In the iterative process,
fault sections with different current strength and weakness levels are located for fault
location. At the same time, the positioning level of different fault signals is verified, and
the optimal positioning information is recorded.

4 Practical Cases of Small Current Ground Faults in Distribution
Networks

4.1 Introduction to Small Current Faults in Distribution Networks

This paper takes the small current fault of the distribution network ground under complex
conditions as the research object, and the positioning period is 12 h, and the actual
situation of the small current fault section This is shown in Table 1.

Table 1. Distribution network small current ground fault conditions [unit: %].

Section Targeting method Small current level Multi-terminal synchronous waveform
changes

Tai District artificial 86.03 5.39

system 94.65 4.70

(continued)
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Table 1. (continued)

Section Targeting method Small current level Multi-terminal synchronous waveform
changes

branch artificial 84.21 5.39

system 84.24 5.51

sublevel artificial 86.73 6.06

system 85.44 5.86

Fig. 2. Determination process of a ground fault in the distribution network

The fault segment location process in Table 1 is shown in Fig. 2.
The fault segment location fault of themulti-terminal synchronouswaveformmethod

is closer to the actual fault segment positioning standard in terms of the rationality and
fluctuation amplitude of ground faults in the distribution network, the multi-terminal
synchronous waveform method GPS positioning method. By locating the fault changes
in the fault segment in Fig. 4, it can be seen that the multi-terminal synchronous wave-
form method has better stability and faster judgment speed. Therefore, the fault section
location fault speed of the multi-terminal synchronous waveform method, the small cur-
rent diagnosis to determine the fault signal fault section fault location, and the summing
stability are better.
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4.2 Distribution Network Ground Fault Location

Distribution network ground faults include stations, branches, and segments. After
the preselection of the multi-terminal synchronous waveform method, the preliminary
ground is obtained, and the ground fault of the distribution network is obtained by anal-
ysis of the reasonableness of the information. Waveform method on low-current fault
diagnosis, select different sections for fault location, as shown in Table 2.

Table 2. Location of grounding fault in the distribution network

region Small current intensity Failure compliance rate

Tai District 81.69 91.76

branch 84.71 87.37

sublevel 87.64 80.71

mean 87.65 89.17

X2 83.47 84.74

P = 0.074

4.3 Accuracy and Stability of Small Current Fault Diagnosis

In multi-terminal synchronous waveform method, the accuracy and stability of the GPS
positioning method are compared with the GPS positioning method, and the segment
fault location is shown in Fig. 3.

Fig. 3. Low current diagnostic capability of different algorithms

It can be seen from Fig. 4 that the small current fault diagnosis ability of the multi-
terminal synchronous waveform method is higher than that of the GPS positioning
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method, but the error rate is lower, indicating the segment fault location process of the
multi-terminal synchronous waveformmethod It is relatively stable, and the fault section
positioning process of GPS positioning method has excellent changes. Table 3 shows
the average fault segment location of the fault segment of the above three algorithms.

Table 3. Comparison of fault segment location accuracy of different methods

Algorithm Tai District branch sublevel

Multi-terminal synchronous waveform method 81.21 81.62 2.17

GPS positioning method 93.75 81.13 3.31

P 0.011 0.021 3.016

It can be seen from Table 4 that the GPS positioning method has shortcomings in the
ground fault of the distribution network in terms of small current diagnosis ability and
stability, the ground fault of the distribution network changes significantly, and the error
rate is high. The general result of the multi-terminal synchronous waveform method is
that the low-current diagnosis ability is higher, which is better than the GPS positioning
method. At the same time, the accuracy of the multi-terminal synchronous waveform
method is greater than 90%, and the accuracy does not change significantly. To further
verify the superiority of the multi-terminal synchronous waveform method. The minor
current ground fault is continuously analyzed by differentmethods, and result 4 is shown.

Fig. 4. The comprehensive ability of the multi-terminal synchronous waveform method for low-
current fault diagnosis

As can be seen from Fig. 4, the comprehensive ability of low-current fault diagnosis
of the multi-terminal synchronous waveform method is significantly better than that
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of the GPS positioning method, and the reason is that the multi-terminal synchronous
waveform method has increased the signal strength of the small current ground adjusts
the coefficient, and the threshold is set to reject fault signals that do notmeet the standard.

5 Conclusion

Aiming at the problem that the diagnosis of small electrical, combined with the minor
current strength level Distribution network ground faults are located. At the same time,
the diagnosis criteria for small current faults in segment positioning are analyzed in depth
to construct fault collections. The research shows that the multi-terminal synchronous
waveform method can small current fault diagnosis and the stability of the diagnosis
process Better, the small current ground fault of the distribution network can be compre-
hensively located. However, in the process of the multi-terminal synchronous waveform
method, too much attention is paid to the data analysis of fault segment positioning,
resulting in a lack of moderation between fault segment positioning indicators.
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Abstract. The role of information management in universities is very important,
but there is a problem of low management level. The management system cannot
solve the management problem of multiple types of information in the university
system, and the rationality. Therefore, decision tree method to construct an infor-
mation management optimization model. First of all, the information knowledge
is used to classify the university information, and the university information is
selected according to the degree of importance to realize the standardized pro-
cessing of data.Then, the information knowledge is classified according to impor-
tance, forming an information optimization collection and iteratively analyzing the
scoring content. MATLAB simulation shows that the decision tree method’s opti-
mization degree and optimization time are better than that of a single management
system when the system is fixed.

Keywords: information knowledge · Time · Decision tree method · Optimize
the results

1 Introduction

Information optimization is one of the important contents of information management,
which plays a very important role in improving the information optimization system
[1]. However, in building the information system of colleges and universities, there is a
problem of low management level in information management results, and the role of
information management cannot be effectively played [2]. Some scholars believe that
applying the decision tree method to the university system can effectively carry out
redundant information and time analysis and provide corresponding support for infor-
mation optimization and verification [3]. On this basis, this paper proposes a decision
tree method to optimize universities’ information management and verify the model’s
effectiveness.
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2 Related Concepts

2.1 Mathematical Description of the Decision Tree Method

The uses information nodes, information relationships, and information importance to
optimize university information, finds outliers in information optimization according to
the management indicators in the university system, and forms a path table [4]. The
correlation of the information management results is finally judged by integrating the
information optimization results. The decision treemethod combines information knowl-
edge and optimizes the management results by using the decision tree method, which
can improve the level of information management [5].
Hypothesis 1: The university information is, the information optimization result xi set
is, the information importance is set(xi), and the judicial function of the information
management result is yi Y (xi) as shown in Eq. (1).

Y (xi) = xi ⇒ yi (1)

2.2 Selection of Information Optimization Scheme

Hypothesis 2: The selection function of the information optimization method is F(xi),
and the information weight coefficient is gi, then the information optimization method
selection is shown in Eq. (2).

F(xi)= gi · Y (xi|yi) (2)

2.3 Processing of Redundant Information

Before the decision tree analysis, the standard analysis of the time and single time in the
information management results should be carried out, and the university information
should be mapped to the selection table to determine the semantic anomaly of content.
First, comprehensive analysis of university information and set thresholds and weights
of university information to support the accurate research of the decision tree method.
University information needs to be standardized, and if the processed results conform to
the non-standard distribution, the processing is valid, otherwise, the standard processing
is re-processed. In the decision tree method and improve the level of selection, the
decision tree method scheme should be selected, and the specific method selection is
shown in Fig. 1.

The university information in Fig. 1 shows that the analysis of the decision tree
method is uniform and consistent with the objective facts. The selection method is not
directional, indicating that the analysis of the decision treemethodhas strong accuracy, so
it is used as university informationmanagement research. The selectionmethodmeets the
mapping requirements, mainly the information knowledge adjusts the selection method,
removes duplicate, redundant information, and revises the information node to make the
whole University information is more selective.
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Fig. 1. Information management results of decision tree analysis

2.4 Correlation Between Different Information Nodes

The decision tree method adopts accurate judgment of time, and adjusts the correspond-
ing redundant information relationship to optimize the informationmanagement method
of universities. The decision treemethod divides the informationmanagement choices of
universities into different data volumes and randomly selects other methods. During the
iteration process, the importance of different data volumes is matched with the selection
method. After the matching processing is completed, different methods are compared
for university information management, and the management results with the highest
accuracy are recorded.

3 Actual Cases of University Information Management Systems

3.1 Information System Situation

In facilitate the analysis systems, the number of test orders in this paper is 2421 based
on different types of information systems Time 450, as shown in Table 1.

The processing process of information nodes between different information nodes
in Table 1 is shown in Fig. 2.

As from Table 1, the information results of the decision tree method are closer to
the actual time compared with the single information management system. In terms of
university informationmanagement selection, information node selection rate, accuracy,
etc., the decision treemethodmanagement system.From the changeof information nodes
in Fig. 4, it the accuracy of the decision tree method, and the judgment speed is faster.
Therefore, the decision tree method has better information processing speed, time, and
optimization.
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Table 1. Information characteristics

information system Amount of data Dispersion Information standards

College system 1.2 0.35 0.2

4 0.25 0.3

School system 2.1 0.25 0.2

5 0.39 0.4

This professional system 2.6 0.25 0.3

3 0.12 0.4

Fig. 2. Processing of information nodes

3.2 Optimization Ratio of Information

Information optimization includes redundant information, information nodes, and speed.
After the threshold criteria, the preliminary management results are obtained, and the
correlation of the management results is obtained Analyze. To verify the effect more
accurately, select different redundant information and calculate the overall time of
information management, as shown in Table 2.

3.3 Time and Accuracy of Information Optimization

To verify the accuracy of the decision tree method, the optimization time and accuracy
compared with the management system are shown in Fig. 3.

It from Fig. 3 that the optimization time of the decision tree method is shorter than
that of the single management system. Still, the error rate is lower, indicating that the
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Table 2. Overall optimization situation

Optimize the proportion Information accuracy Outlier recognition rate

25% 93.31 92.63

50% 92.20 93.26

70% 93.73 90.65

mean 92.21 92.42

X2 6.312 11.137

P = 0. 032

Fig. 3. Optimization time for different algorithms

choice is relatively stable and single. The degree of optimization of the management
system is uneven. The accuracy of the above algorithm is shown in Table 3.

Table 3. Comparison of optimization degrees of different methods

algorithm Optimize time Optimize location error

Decision tree method 92.11 (2,3) 0.74

Single management system 70.25 (4,6) 0.21

P 0.012 (7,2) 0.23
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It from Table 3 that the rationality of the management system in the selection of uni-
versity information management has shortcomings in optimizing time and accuracy, and
the accuracy of time has changed significantly, the error rate is high. The optimization
time of the comprehensive results of the method is higher than that of the management
system. At the same time, the optimization time greater than 90%, and the accuracy does
not change significantly. To further verify the superiority of the decision tree the conti-
nuity of the way, the decision tree method was comprehensively analyzed by different
methods, and result 4 is shown.

Fig. 4. Comprehensive results of information management result evaluation of decision tree
method

As from Fig. 4, the decision tree method is significantly of the single management
system, and the reason is that the decision tree method increases the time adjustment
coefficient and sets it Corresponding thresholds, which propose non-compliant results.

4 Conclusion

In the case of the rapid development of computers, this a decision tree method for the
information management problem in colleges and universities. It combines information
knowledge to improve the information related in the system. At the same time, the infor-
mation processing threshold criteria are analyzed in depth to construct an optimization
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set. Studies have shown can improve the accuracy of time, and the accuracy can syn-
thesize time. However, in the process of the decision-making tree, too much attention is
paid to the ability to analyze unilateral indicators, and the proportion of time is ignored.
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Abstract. The analysis continuous calculation in energy measurement, this con-
sortium chain technology, which uses technology, chain metering method and
alliance chain rules to test the relevant measurement in energy, and inserts the
energy string method in the blockchain to improve the comprehensive comput-
ing ability of energy measurement. At reasons for the interference of measure-
ment, summarizes the characteristics of energy measurement, puts forward the
design ideas of blockchain technology, and tests the correctness, fit of energy
measurement and degree of energy measurement through actual cases. The sim-
ulation results of MATLAB show that the energy measurement ability of the
alliance chain technology is better, the energy measurement degree is more than
90%, and the comprehensive computing power continues to rise, and the contin-
uous improvement effect is better, which is better than the traditional statistical
method. Therefore, the blockchain-based energy metering technology suitable for
the optimization of energy metering.

Keywords: energy metering · Alliance chain · Blockchain

1 Introduction

With the emergence of blockchain, alliance chain and other technologies, the amount and
frequency of energy data in energy has soared, which has also increased the error rate of
energy calculation. At present, energy metering mainly adopts the compression method
of energy dataAlthough thismethod can perform energy calculationwell, the continuous
improvement method in the later stage is weak, and it is impossible to comprehensively
analyze energy measurement. Some scholars believe that blockchain technology can
realize the energy calculation of the entire region by calculating the energy characteristics
of each region, and can grasp the degree of energy calculation more comprehensively
[1]. However, this method is also controversial and lacks relevant practice to support it.
On this basis, this paper combines the blockchain energy measurement alliance chain
technology to comprehensively analyze energy measurement and judge its continuous
improvement.
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2 Description of Blockchain

Blockchain technology realizes the comprehensive use of energy measurement indica-
tors through the characteristic analysis of energymeasurement. Among them, the energy
measurement index is combined with the energy energy data, the relevant energy data
is mapped into the two-dimensional plane, the redundant attributes in the energy data
are removed, and the energy data is carried out Value comparison. Blockchain uses the
characteristic relationship of different blocks to obtain a relatively comprehensive energy
measurement analysis result [2]. According to its own characteristics, each blockchain
deeply excavates the energy quality, finds the problems in energy measurement, and the
causes of related problems, and better improves energy measurement. In the improve-
ment of energy measurement, the energy improvement technology adjustment is carried
out by combining different energy factors to achieve the best energy measurement. The
blockchain energy metering process is shown in Fig. 1.

Fig. 1. Energy metering process

It Fig. 1 that the energy measurement method of the blockchain is to collect energy
data first, comprehensively analyze the structure and type of energy data, extract the fea-
ture values of the blockchain, and make comprehensive judgments on the feature values.
According to the comprehensive judgment results, the energy measurement indicators
of the blockchain are determined, and the energy energy data in the blockchain is ana-
lyzed under the guidance of the energy measurement alliance chain technology [3]. In
the process of analysis, the adjustment of energy metering energy data and the setting
of relevant parameters are continuously carried out, and finally the continuous improve-
ment results of the energy metering alliance chain technology are obtained. The results
guide energy metering and support related metering schemes.
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3 Mathematical Description of the Energy Metrology Alliance
Chain Technology

3.1 Mathematical Definition of Blockchain

The key points in energy computing show complexity and diversity, and the integration
of blockchain technology can realize the integration of energy energy data and improve
energy measurement capabilities [4].

Hypothesis 1: The energy data is n i and the energy data set is ID = {x i,y i,zi},x
i is the energy data structure (structured = 1, unstructured = 2, semi-structured = 1),
yi for consortium chain technology (simple union = 1, misplaced union = 2, function
union = 3), di is the energy metering result (full metering = 1, partial metering = 0),
the energy metering result is shown in Eq. (1).

N = di =
∞∑

ni

xij → yij +
∞∑

i

IDi (1)

3.2 Mathematical Definition of Consortium Chain Technology

The consortium chain technology analyzes the correlation coefficient under the condition
of the preset threshold, and sets the relevant parameters to make the final output result
meet the requirements [5]. At the same time, the alliance chain technology can eliminate
irrelevant energy data and reduce the amount of pre-processing of energy measurement,
the specific formula is shown in Eq. (2).

di =
n∑

i=0

xi ↔ yi (2)

Since energy metering is fuzzy, the results can be simplified by approximation.

3.3 Blockchain-Based Consortium Chain Technology

The calculation method of the previous alliance chain technology is too complex for
energy calculation, and the system resource occupancy rate is high. This paper adjusts
the block chain technology to obtain specific calculations such as Eq. (3).

F(x, y, n) = F(xi, yi, n) + ξ (3)

Among them, the frequency in the ξ entire block chain is measured for energy, and
the projection of the adjustment function is used to achieve the fusion of the twomethods.
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3.4 Fitting of Energy Measurement

The integration of blockchain and consortium blockchain technology is not only affected
by energy, but also by the fitted value.

If the degree of fitting of the energy calculation 2: is P, then the energy calculation
values of the different blocks are fitted as in Eq. (4).

P=λ
∏

[
∞∑

1,1

f (x11, y11) + ς] + κ

∞∑

1

ID1 (4)

Among them, it is the blockchain fitting value κ and the alliance chain technology
fitting value λ.

3.5 Calculation Steps of Blockchain and Consortium Chain Technology

According mathematical description of energy measurement, continuous improvement
analysis is carried out to obtain the energy measurement results of energy data:

Set up the initial energy data node N, carry out blockchain technology and chain
metering methods for energy data, and test and analyze the results.

Combine blockchain with alliance chain technology to perform gradient improve-
ment calculation on processed energy data;

Test the results of improved calculations and include them in the energy pool in
accordance with the requirements;

Test whether the energy data is fully traversed;
Output energy calculation results.

4 Case Study of Blockchain and Energy Metering Alliance Chain
Technology

4.1 Energy Data Elaboration

Through the hybrid metering channel, with the help of optical fiber and Wifi, the energy
metering data is analyzed to test the comprehensive computing power of energy. In the
calculation process, the calculated energy data is tested by manual intervention, error
value, etc., and the actual calculation results are tested.

4.2 Calculate Fit Analysis of Energy Data

Applying energy metering data with blockchain technology and alliance chain technol-
ogy, the results are as follows:

As shown in Fig. 2, the fit between good, and after several improvements, it is
basically close to 90% fit, indicating that blockchain technology and alliance chain
technology can calculate energy well, does not reduce the comprehensive computing
power of energy data. At the same time, the degree of fitting of different blocks is
basically the same, indicating that the energy data fitting processing is better.



416 A. Zheng et al.

Fig. 2. Integration of blockchain technology

4.3 Accuracy of Energy Measurement

Energy metering is improved according to energy classification, data complexity, and
the accuracy of energy measurement is calculated, and the results are as follows:

Fig. 3. Energy metering accuracy

It can be seen from Fig. 3 that the accuracy of blockchain and alliance chain tech-
nology is close to 85% after several improvements, indicating that this aspect has good
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accuracy. Traditional statistical methods are less accurate and vary widely. The energy
measurement process of blockchain and alliance chain technology is relatively sta-
ble, indicating that the energy measurement detection of blockchain and alliance chain
technology is better, which is in line with energy data energy measurement Request.

4.4 Calculation Time of Energy Metering

Due to the large amount of energy data, it is necessary to test the calculation time to
ensure the validity of energy measurement, and the in Fig. 4.

Fig. 4. Energy metering time for different

It seen from Fig. 4 the blockchain and alliance chain technology have been improved
for a long time, mainly due to the need for alliance chain rule analysis of energy comput-
ing energy data in the early stage. Blockchain and alliance chain technology is shorter
than traditional statistical methods in energy measurement in many times of improve-
ment, which is due to the effective simplification of blockchain technology and alliance
chain technology Energymetering energy data, shortening the calculation time of energy
data. Energy computing has a large amount of energy data, so the blockchain and alliance
chain technology proposed in this paper is suitable for energy data processing.

4.5 Comparison of Comprehensive Results of Energy Metering

The test result is an important part of energy measurement, the purpose of which is
to reduce redundant data, duplicate data occurrence rate, reduce the number of energy
measurement, and test the energy measurement of two energy data Results, the results
the figure below:
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Fig. 5. Comparison of the comprehensive results methods

Figure 5 that the comprehensive test results of energy metering of traditional sta-
tistical methods are low, and the paper is higher than 80%, the reason is that the two
algorithms comprehensively analyze human error and other operations, and take timely
response solutions. Compared with traditional statistical methods of energy measure-
ment, the comprehensive change range of blockchain and alliance chain technology is
less, which is better than traditional statistical methods.

5 Conclusion

The emergence of a large number of invasive operations such as Trojans and noise
has made traditional statistical methods of energy metering easy to crack, threatening
the security of energy measurement. This paper proposes a blockchain and consortium
chain technology to accurately process the blockchain and alliance chain technology and
improve the comprehensive computing power of energy data. The MATLAB simulation
results show that compared with the energy measurement degree of traditional statistical
methods, the fit between blockchain and consortium chain technology is better, and the
degree of energy measurement is more than 98%, indicating that blockchain and The
blockchain and alliance chain technology of alliance chain technology are better. At
the same time, energy calculation energy measurement is slightly inferior to traditional
statistical method energy measurement in small amount of energy data processing, but
it is better than traditional statistical method energy measurement in large amount of
energy data processing, and the government energy data is computationally intensive, so
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the energy data is suitable for energy data processing. There are still certain deficiencies
in the research of this paper, mainly because there are fewer research data on energy
measurement, resulting in less energy data, and more energy data will be collected for
analysis in the future.
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Abstract. The role of in construction is very obvious, but there is a problem that
the investment accuracy is not high. Previous audit investment methods could not
solve the problem of accurate investment, and the evaluation ability projects was
low. Therefore, this to improve the fuzzy neural reasoningmethod and construct an
evaluation model for projects. Firstly, the fuzzy theory is used to plan the data, and
the evaluation and collection division according to the project funds are used to
reduce the uncertainty factors of investment analysis. Then, fuzzy theorywill form
the power grid investment planning, form an investment project evaluation set, and
evaluate the data in the set for inference evaluation. MATLAB simulation shows
that under the condition of a certain scale of investment projects, the evaluation
accuracy and evaluation time of the improved fuzzy neural reasoning method are
better than the previous audit evaluation methods.

Keywords: fuzzy theory · grid investment · investment evaluation · Investment
projects

1 Introduction

Investment project evaluation is one of the important evaluation contents of investment
and construction. However, in the actual investment management process, there is a
problemof poor accuracy of investment projects, which brings certain economic losses to
power enterprise [1]. Some scholars believe that the application of intelligent algorithms
to the accurate can effectively analyze the risks of investment projects and provide
corresponding support for investors [2]. On this improved algorithm for fuzzy neural
reasoning, evaluates, and verifies the effectiveness of the model.

2 Related Concepts

2.1 Improve Mathematical Descriptions of Fuzzy Neural Reasoning

The fuzzy neural network inference algorithm uses fuzzy set theory the network, and
according to the indicators, it deduces the risks faced by the power grid investment
project, integrates the corresponding resources, and finally judges the feasibility of the
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computer investment project. The improved fuzzy neural network combines the advan-
tages of fuzzy theory and uses the method of neural network inference to quantify, which
can provide support for the improvement of accuracy [3].

Assumption 1: The scheme project is xi, the scheme set project is
∑

xi, the evaluation
index of investment project is yi [4], and the evaluation scheme is f (xi) as shown in
Formula (1).

f (xi) =
∑

xi|yi + ξ (1)

The adjustment coefficient for projects is ξ mainly to reduce the influence of
subjective factors and uncertain factors.

2.2 Selection of Investment Project Plans

Assumption 2: The evaluation function of investment project is F(xi) and the weight
coefficient of investment project is wi [5], then investment project scheme is shown in
Formula (2):

F(xi)=zi · f (xi|yi) + wi · ξ (2)

2.3 Selection of Power Grid Investment Project Schemes

Before improving fuzzy neural reasoning, the investment project scheme should be
analyzed discretely, and the scheme should be mapped to a two-dimensional plane to
eliminate redundant data. First, the power grid investment plan is comprehensively ana-
lyzed, and the threshold and index weights of the scheme are set to ensure the accuracy
of the power grid investment evaluation. The grid investment scheme is unstructured
and needs to be standardized. If the grid investment plan is in a non-normal distribution,
the evaluation results of its investment projects will be affected, reducing the accuracy
of the overall assessment. In order to improve the accuracy evaluation and the level
of investment project evaluation, the project plan should be selected, and the specific
evaluation plan is shown in Fig. 1.

The data in Fig. 1 shows that scheme shows a discrete distribution, and the overall
distribution form meets the requirements. The investment plan is not directional, and
the wheel power grid investment scheme has strong randomness, so it is used as a later
analysis and research. The investment scheme presents scattered characteristics, mainly
fuzzy theory analyzes the investment scheme, removes duplicate and irrelevant data, and
supplements the default scheme, so that the continuity of the data of the whole scheme
is strong.

2.4 Strategies for Evaluating Power Grid Investment Projects

The fuzzy neural reasoning method adopts the heterogeneization strategy for power
grid investment, and adjusts the corresponding parameters to realize the evaluation of
distributed investment projects of power grid investment. The improved fuzzy neural
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Fig. 1. Processing results of the plan

reasoningmethod divides grid investment into different types and adopts different invest-
ment project evaluation measurements. During the iteration process, different kinds of
grid investments are obfuscated at the same time. After the obfuscation is completed,
the investment project evaluation level of the scheme is compared, and the best grid
investment plan is recorded.

3 The Case of Grid Investment

3.1 Introduction to Power Grid Investment Plan

In order to facilitate the evaluation, the scheme in is 65, the index is 12, and the test time
is 12 days, and the specific evaluation scheme is shown in Table 1.

The investment scheme in Table 1 is shown in Fig. 2.
As from Table 1, the evaluation results of the improved fuzzy neural reasoning

method are closer to the actual evaluation scheme comparedwith previous auditmethods.
In terms of evaluating the rationality and fluctuation range of scheme selection, the fuzzy
neural reasoning method was improved in the previous audit method. From the curve
changes in Fig. 4, it can be seen that the improved fuzzy neural reasoning method has
better stability and faster judgment speed. Therefore, the investment project evaluation
speed, power grid investment project evaluation, and summation stability of the fuzzy
neural reasoning method are better.
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Table 1. Relevant parameters of investment

Scale of investment
projects

Short time Number of investment
options

Solution research

80 million–100 million prophase 62 Questionnaires,
interviews

anaphase 71 Questionnaires,
interviews

100 million–500 million prophase 56 Questionnaires,
interviews

anaphase 76 Questionnaires,
interviews

500 million–1 billion prophase 53 Questionnaires,
interviews

anaphase 60 Questionnaires,
interviews

Fig. 2. The processing process of the power grid investment plan

3.2 Power Grid Investment

The project evaluation includes non-structural information, semi-structural information,
and structural information. After the pre-selection of the reasoning method, the prelim-
inary investment project plan are obtained Analysis of the feasibility of the investment
project plan. In order to more accurately verify effect, select power grid investment in
different time periods, which are: 80 million– 100 million and 500 million–1 billion, the
data evaluation scheme, as shown in Table 2.
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Table 2. Overall situation of grid investment plans

Time period Scenario adjustment rate Feasibility

80 million–100 million 94.21 90.63

100 million–500 million 90.00 90.16

500 million–1 billion 95.79 98.89

Mean 92.00 ± 4.21 94.74 ± 3.42

X2 84.212 87.377

P = 0. 031

3.3 Accuracy and Stability of Investment Solutions

In order to verify the accuracy of the improved fuzzy neural reasoning method, the
scheme is compared with the previous audit evaluation method, Fig. 3 that the accuracy
of the improved fuzzy neural reasoning the previous audit evaluation method, but the
error rate is lower, indicating that the evaluation of the improved fuzzy neural reasoning
method is relatively stable Previous audit assessment methodologies have been uneven.
Table 3 shows that the previous audit and evaluation methods had shortcomings in
accuracy and stability in power grid investment, and the evaluation scheme changed
significantly, and the error rate was high. The comprehensive results of the improved
fuzzy neural reasoning method have a high accuracy and are better than previous audit
evaluation methods.

Fig. 3. The accuracy of different algorithms

The average scheme of the above three algorithms is shown in Table 3.
At the same time, the accuracy of the improved fuzzy neural reasoning method

is greater than 90%, and the accuracy has not changed significantly. In of improving
the fuzzy neural reasoning method. In the effectiveness, different methods are used to
comprehensively analyze the evaluation, and the result 4 is shown.
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Table 3. Comparison of investment project evaluation accuracy in the time period

Algorithm Precision stability Error rate

Improved fuzzy neural reasoning methods 92.11 95.79 4.74

Previous audit evaluation methods 70.25 85.26 6.21

P 0. 012 0.021 0.023

Fig. 4. Integrated programme for the evaluation of investment projects with different methodolo-
gies

4 Conclusion

In this paper, an reasoning method is proposed, and combined with fuzzy theory, the
power grid investment is improved. At the departments and threshold standards analyzed
in depth, and the planning and evaluation collection is constructed. This study shows that
improving the fuzzy neural reasoning method can improve the accuracy and stability,
and can evaluate the comprehensive investment project. However, in the process of
investment evaluation, too much attention is paid to the project capabilities, resulting in
a relative decline in the analysis between indicators.
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Abstract. The role of computer very important, but there is a problem with the
low note-matching rate. Traditional music teaching methods cannot solve the
problem of note-matching rate in music teaching, and the matching degree is less.
Therefore, this paper proposes computer technology to construct amatchingmodel
for information and music teaching. Firstly, the music score knowledge is classify
the musical notes, and the set is divided according to the score standard to realize
the quantification of music information Processing. Then, the notation knowledge
classifies the note match rate, forms amusic match set, and iteratively analyzes the
matches. MATLAB simulation shows that under the condition of certain teaching
standards, the accuracyofmusic score analysis andnote-matching rate of computer
technology is better than traditional music teaching methods.

Keywords: music score knowledge · note matching rate · computer technology ·
Creation

1 Introduction

Note matching rate is a vital evaluation content in music teaching, which is significant
for music creation [1]. However, in the creative process, the creative results have the
problem of a poor note-matching rate, which has a particular impact on music. Some
scholars believe that applying intelligent algorithms to music teaching can effectively
analyze melody and tone data and provide corresponding support for creation [2]. On
this basis, this paper proposes computer technology to optimize the note-matching rate
of college music teaching and verify the model’s effectiveness [3].

2 Related Concepts

2.1 Mathematical Description of Computer Technology

Computer technology uses the knowledge of music scores to optimize the matching, and
according to the multi-dimensional indicators in music teaching, finds outliers in music
creation, integrates the matching[4], and finally judges the feasibility of the creative
results. Computer technology combines the knowledge of musical notation, uses infor-
mation mining and intelligent algorithms, optimizes the results of the note-matching
rate, and can improve the intelligent note-matching rate.
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Hypothesis 1: The music teaching content is set
∑

xi, the matching set is yi, the
teaching standard is xi, and the judicial function f (xi) of the note matching rate is as
shown in Eq. (1).

f (xi) =
∑

xi|yi ∪ �

ξ (1)

ξ Adjust the coefficient for the notematch rate result, reducing the effect of ambiguity
and tone.

2.2 Selection of Music Teaching Programs

Hypothesis 2: The matching selection function is F(xi), and the matching weight
coefficient is qi, then the music teaching scheme selection is shown in Eq. (2).

F(xi)=
√
f (xi|yi) ⇒

∏
qi · ξ (2)

2.3 Processing of Music Teaching Data

Before the computer technical analysis, the matching in the authoring results should
be analyzed by standard, and the matching should be mapped to the authoring table to
determine the abnormal semantic match. First, the matching is comprehensively ana-
lyzed, and the matching threshold and weight are set to ensure the accuracy of computer
technology. Matching is a semantic transformation match and needs to be quantified [5].
If the match is in a nonstandard distribution, its authoring results are affected, reducing
the accuracy of the overall authoring. In improve the accuracy of computer technology
and note-matching rate, the computer technical analysis be selected.

3 The Depth of the Note Match Rate

Computer technology adopts accurate judgment of notematching rate and adjusts the cor-
responding melodic relationship to optimize the method in colleges. Computer technol-
ogy divides creation into different amounts of data and randomly selects different meth-
ods. In the iterative process, the music score standards with different data amounts are
matched with the music teaching scheme. After the matching processing is completed,
different methods for college music teaching are compared, and the note-matching rate
results with the highest accuracy are recorded.

4 Practical Cases of Music Teaching in Colleges

4.1 Music Creation

In order to facilitate financial data analysis, the melody data in this paper is the research
object, the test data is 1G, and the note-matching rate of specific physical education is
shown in Table 1.
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Table 1. Characteristic of music teaching data

data type Beat Amount of data Dispersion threshold

Structured data ¼ 500M 0.85 0.6

½ 1G 0.65 0.6

Unstructured data ¼ 500M 0.75 0.6

½ 1G 0.69 0.6

Semi-structured data ¼ 500M 0.75 0.6

½ 1G 0.92 0.6

Fig. 1. Tone processing

The tone processing of the note-matching rate in Table 1 is shown in Fig. 2.
As seen from Fig. 1, with traditional music teaching, the creative results of computer

technology are note-matching rate. In music creation, tone creation rate, accuracy, etc.,
computer technology is a traditional music teaching method. The pitch change in Fig. 4
shows that computer technology is more accurate and faster to judge. Therefore, the
speed of notematching rate, notematching rate, and score analysis accuracy of computer
technology is better.

4.2 Outlier Recognition Rate of Information Matching Music Teaching

The information matches music instruction with notes, tones, and bars. After the stan-
dard threshold screening of computer technology], the preliminary matching results of
information and music teaching were obtained, and matching results of information and
music teaching were obtained. The feasibility is analyzed. In order to verify the effect
more accurately, select the information with different data amounts to match the music
teaching and the tone that matches the information with the music teaching to evaluate
the tone, as shown in Table 2.
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Table 2. Overall picture of tones

Amount of data Teaching standards Outlier recognition rate

melody 100 82.14

tone 32 60.71

Innovation rate 83 84.64

mean 94 98.21

X2 4.212 7.337

P = 0.016

4.3 Information and Music Teaching in Music Creation Match Time
and Accuracy

To verify the accuracy of computer technology, tone comparisons were made with
traditional music pedagogy, as shown in Fig. 2.

Fig. 2. Processing stability of computer technology

It seen from Fig. 3 that the processing of computer technology is more than methods,
but the error rate is lower, indicating that the creation of computer technology is relatively
stable. In contrast, the accuracy of music score analysis of traditional music teaching
methods is uneven. The accuracy of the above algorithm is shown in Table 3.

Table 3 shows that the traditional music teaching method has shortcomings in the
matching degree of music creation, the matching time and accuracy of information
and music teaching, and the accuracy of matching information and music teaching has
changed significantly, and the error rate is high. The information of the comprehen-
sive results of computer technology has a higher matching time with music teaching,
which is music teaching methods. At the matching time between computer technology
information and music teaching is greater than 90%, and the accuracy has not changed
significantly. In order to further verify the superiority of computer technology. In further
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Table 3. Comparison of score analysis accuracy of different methods

algorithm The information matches the
time of music instruction

Magnitude of change error

Computer 95.26 21.05 10.53

Traditional music pedagogy 88.42 20.00 13.68

P 5.26 5.26 20.00

the continuity, a comprehensive analysis of computer technology was carried out using
different methods, as shown in Fig. 3.

Fig. 3. Comprehensive evaluation results of computer technology

It seen from Fig. 3 the tone of computer technology is better than that of traditional
music teaching method, and the reason is that computer technology increases the match-
ing adjustment coefficient of information andmusic teaching, and sets the corresponding
threshold to determine the tone that does.

5 Conclusion

Because of the development of computers, this paper proposes computer technology
because of the problem of music teaching. It combines the knowledge of music scores to
improve thematching of information. At the departments and threshold standardsmatch-
ing information and music teaching are analyzed in depth, and the tone set matching
information and music teaching is constructed. Research shows that computer technol-
ogy can improve the accuracy and accuracy of information and music teaching matching
and comprehensivelymatch information andmusic teaching.However, in computer tech-
nology, too much attention is paid to the ability to analyze unilateral indicators, and the
proportion of matching information with music teaching is ignored.
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Abstract. The role of computer technology in garden plant configuration is very
important, but there is a problem of low plant allocation rate. Traditional teaching
methods cannot solve the problem of plant configuration in gardens, and there is
less rationality. Therefore, this paper proposes an online teaching method based
on computer technology to construct a matching model of plant configuration and
teaching. Firstly, the garden knowledge is used to classify the plant configuration,
and the configuration collection is divided according to the teaching standards to
realize the quantitative processing of the garden plant configuration. Then, garden
knowledge classifies plant configurations, forms configuration collections, and
iteratively analyzes the configurations. MATLAB simulation shows that under the
condition of certain teaching standards, the configuration analysis accuracy and
rationality of online teaching methods based on computer technology are better
than those of traditional teaching methods.

Keywords: garden knowledge · plant configuration · computer technology ·
Online teaching methods

1 Introduction

Plant configuration is an important evaluation content of garden management and is
of great significance for garden planning [1]. However, in the actual plant planning
process, the plant planning results have the problem of low plant allocation rate, which
has a certain impact on the garden plant allocation [2]. Some scholars believe that
the application of intelligent algorithms to gardens can effectively analyze melodies
and configuration parameters [3], and provide corresponding support for plant planning
[4]. On this basis, this paper proposes an online teaching method based on computer
technology to optimize the configuration of garden plants and verify the effectiveness
of the model.
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2 Related Concepts

2.1 Mathematical Description of Online Teaching Methods

The online teaching method is to use garden knowledge to optimize the configuration,
and according to the multi-dimensional indicators of the garden, find outliers in plant
planning, integrate the configuration, and finally judge Feasibility of plant planning
results [5]. The online teaching method combines garden knowledge, uses plant config-
uration mining, intelligent algorithms, optimizes the plant configuration results, and can
improve the intelligent plant configuration.

Hypothesis 1: The teaching content is set
∑

xi, the configuration set is xi, the teaching
standard is yi, and the judgment function of the plant configuration rate is f (xi) as shown
in Eq. (1).

f (xi) = k ·
∑

xi|yi 〈ξ (1)

2.2 Selection of Configuration Scheme

Hypothesis 2: The configuration scheme selection function is qi and thematchingweight
coefficient is F(xi), then the configuration scheme selection is shown in Eq. (2).

F(xi)=
√√

zi ·
√
f (xi|yi) +

∏√
qi · ξ (2)

2.3 Processing of Teaching Data

Before the analysis of the online teaching method, the configuration indicators in the
plant planning results are analyzed and the configuration is recorded in the plant planning
table, judge the unreasonable configuration. First, the configuration is comprehensively
analyzed, and the thresholds and weights of the configuration are set to ensure the
accuracy of online teaching methods based on computer technology. Plant configuration
needs to be quantified and if the configuration is normally distributed, its plant planning
results will be affected, reducing the accuracy of overall plant planning. The accuracy
of online teaching methods and the level of plant allocation rate, the plant configuration
scheme should be selected, and the protocol selection is shown in Fig. 1.

The configuration in Fig. 1 shows that the configuration scheme shows a diversi-
fied distribution and meets the teaching requirements. The configuration scheme is not
directional, indicating that the online teaching method based on computer technology
has strong accuracy. The configuration scheme conforms to the configuration require-
ments of garden plants, mainly to adjust the configuration scheme, eliminate duplicate
schemes, and revise the configuration parameters, so that the whole configuration of
plants is more planned.

After the configuration processing is completed, the garden plant configuration of dif-
ferent methods is compared, and the plant configuration results with the highest accuracy
are recorded.
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Fig. 1. Scheme selection of online teaching methods

3 Practical Cases of Garden Plant Configuration

3.1 Plant Configuration

In facilitate the configuration scheme, the protocol in this paper are used, and the plant
configuration in Table 1.

Table 1. Characteristics of teaching data

Configure parameters Configure the scale Number of scenarios Dispersion threshold

tree 1/4 11.58 10.53 12.63

1/2 12.63 12.63 8.42

vegetation 1/4 21.05 14.74 18.95

1/2 16.84 5.26 17.89

Rocks 1/4 12.63 6.32 17.89

1/2 6.32 5.26 5.26

The configuration parameter processing process for plant configuration in Table 1 is
shown in Fig. 2.

Table 1 shows method, the plant configuration results of the online teaching method
are closer to the actual plant configuration requirements. In terms of configuration rate
and accuracy, online teaching methods are superior to traditional teaching methods.
The change of configuration parameters in Fig. 4 shows that the accuracy of the online
teaching method is better and the configuration speed is faster. Therefore, the plant
configuration speed, rationality and configuration accuracy of the online teachingmethod
are better.
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Fig. 2. Adjustment process of configuration parameters

3.2 Plant Configuration Outlier Identification Rate

After the threshold standard screeningof the online teachingmethod [21], the preliminary
plant configuration results were obtained, and the plant configuration was analyzed. To
verify the effect more accurately, select different plant configuration schemes, as shown
in Table 2.

Table 2. Overview of configuration parameters

parameter Plant allocation rate Outlier recognition rate

Tree 21.05 16.84

vegetation 13.68 13.68

Rocks 21.05 9.47

Mean 15.79 7.37

X2 8.42 20.00

P = 0.036

3.3 Stability and Accuracy of Plant Configuration

The online teaching method, the configuration traditional teaching method, as Fig. 3.
It seen from Fig. 3 that the rationality of plant configuration of online teaching

methods is higher than that of traditional teaching methods, but the error rate is lower,
indicating that the plant configuration of online teaching methods is compared Reason-
able, while the rationality of the configuration of traditional pedagogy is uneven. The
accuracy of the above algorithm is shown in Table 3.

Table 3 shows that the traditional teachingmethod has deficiencies in plant allocation
time, accuracy, and plant allocation accuracy There are large changes and a high error
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Fig. 3. Rationality of online teaching methods

Table 3. Comparison of configuration analysis accuracy of different methods

algorithm Plant configuration time Precision Error

Online teaching methods 13.68 95.79 1. 09

Traditional pedagogy 43.68 94.74 7.89

P 14.74 5.26 11.58

rate. The online teaching method has a higher plant configuration time than the method.
At the accuracy of plant configuration of the online teaching method is greater than
90%, and the accuracy has not changed significantly. To further verify the superiority of
online teaching methods. A comprehensive analysis of the vegetation configuration was
performed using different methods, as shown in Result 4.

Figure 4 that the configuration parameters of the online teaching are significantly
better the teaching, and the online teaching method increases the plant configuration
adjustment coefficient and sets it The corresponding thresholds are configured with
configuration parameters.
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Fig. 4. Comprehensive evaluation results of online teaching methods

4 Conclusion

In the case of the rapid development of computers, this paper proposes an online teach-
ing method based on computer technology and improves plant configuration based on
garden knowledge. At the same time, the plant configuration standards are analyzed in
depth to construct the plant configuration collection. Studies have shown that online
teaching methods can improve the accuracy of plant configuration and optimize plant
configuration. However, in the process of online teaching methods, too much attention
is paid to plant analysis and the proportion of plant configuration is ignored.
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Abstract. With the continuous development of science and technology, a variety
of advanced science and technology and equipment have been gradually started in
education and teaching, which can improve the teaching efficiency and quality to
a certain extent. This paper uses a virtual technology to build an English teaching
system. The integration of virtual environment and foreign language courses can
provide a new environment for foreign language education, make the content of
foreign language teaching in an approximateway, improve theway of teaching and
learning and the interactive mode of Teachers and students, and provide autonomy
for foreign language learning. The learning environment of inquiry, inquiry and
cooperation enables foreign language learning to be carried out in a relaxed and
pleasant environment in a task driven manner.

Keywords: Virtual environment · English teaching · interaction between
teachers and students

1 Introduction

Since 90s, some scholars have investigated the satisfaction of College English, and
the results are not satisfactory either from a student’s perspective or from a teacher’s
perspective. Zhu Luzi and so on (2004) survey found that “the number of students who
are dissatisfiedwith college students’ English teaching level has accounted for more than
80%”. At the same time, Zhou Yan (2005) surveys 49 different types of teachers in six
regions and found that 55% teachers think there are some problems in English Teaching
in China, and 11% teachers think there is a lot of problems. Many problems [1]. The
survey conducted after the university education reform has not changed much. In 2010,
JiangWeiwei and other students investigated the situation of English learning for college
students [2]. The average satisfaction of college students on College English education
was only 5.05 (full score of 10) [3]. For this result, the author combines the teaching
resources and the teaching environment of higher vocational colleges as follows: (1)
the teaching resources are not sufficient, especially in the teachers’ resources. English
classes in general higher vocational colleges are carried out in large classes [4]. The least
number of classes are also around 50. Such class size makes little interaction between
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teachers and students. In addition, teachers still use only multimedia, such as PPT, video
player and so on, and the school is only equipped with voice room which can only
transmit sound, which makes English teaching innovative in the use of information.
(2) The teaching environment is single, especially the language teaching of teaching
materials. The constant language of textbooks is difficult to meet the changing context
nowadays.

2 A Review of the Application of Virtual Environment in Foreign
Language Teaching

2.1 What Is a Virtual Environment

Virtual environment technology, also known as virtual reality, virtual world and simu-
lation environment, is a new technology developed at the end of the twentieth Century.
With the help of it, the real world can be simulated in the computer network, so that the
users entering the world are as if they are in general, without doubt their authenticity.
The development of virtual environment has gone through the stages of brewing, rapid
development, and mature and extensive application. Each stage is separated by about
10 years. With the improvement of virtual system and the development of many virtual
environment modeling languages, the fields of its application are becoming more and
more extensive, such as education, space, industrial design, games and so on.

The three main characteristics of virtual environment technology are immersion,
interaction and imagination. Immersion is a sense of presence, which means the user
feels the authenticity of the main character in the simulated environment. Virtual reality
can provide a real virtual environment for the user. In an ideal virtual environment, it is
difficult for participants to identify the true and false environment; interaction refers to the
user’s real-time operation and operation of the objects in the virtual space. Feedback, in a
virtual environment, participants will encounter a variety of objects that allow interaction
between them, even the interaction of the participants and objects, such as the players
can kick the ball in the virtual environment with their feet, feel the movement of the kick
and the resistance of the kicking belt. Secondly, it also includes participants’ interaction
with other participants [5].

2.2 The Superiority of the Integration of the Virtual Environment and the Foreign
Language Course

Technological innovation has changed the way people communicate and affects the
way people understand and use language. The multi-user virtual environment provides
multi-channel andmulti-level language input using pictures, video, text and sound, all of
which conform to the “comprehensibility” and “interest and relevance” in the Krashen’s
language input hypothesis. Network virtual environment is not only conducive to foreign
language input, but also conducive to the output of foreign language learning. The native
language users in the virtual world can provide better interactive objects and timely
feedback for foreign language learners, including oral output, text output (such as poster,
etc.), thus widening the students’ output channels, increasing the output opportunities
and making up for the shortage of the domestic foreign language learning environment.
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In this study, the learners can not only feel the simulation environment that is different
from the reality, but also can observe the problems, experience the practice process, solve
the problems as far as possible, and finally complete the knowledge construction. The
middle school students can acquire new knowledge and social and cultural knowledge
in the whole process, which shows both the education and the reality.

2.3 Research Situation at Home and Abroad

According to the requirements of comprehensive practice and the principle of construct-
ing virtual practice teaching environment, the system is divided into the user boundary,
the 3D modeling module, the real-time simulation module and the four main parts of
the database, as shown in Fig. 1.

The main sentence of the user interface is used ‘to provide a friendly and friendly
interactivewindowday, and can be used to operate the virtual environment easilywithout
the simulation technology. A good virtual practice system, the user community should
be progressive, the dead seven operator is clear, the operation simplification in the first
place - this must be obvious. Sometimes there are too many helper keys - so they use
obvious controls and buttons to get attention. Our user interface is mainly through the
mouse, keyboard and other operations to achieve the combination of users andmachines.

user interface

The virtual teaching environment of comprehensive rehearsal

3D modeling module
Real time simulation module

Large-scale

geographic

environment

modeling
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Fig. 1. Architecture of virtual teaching environment for comprehensive rehearsal

The 3D modeling module is mainly responsible for the modeling of the large-scale
geographic environment, the humanistic environment and the entity equipment. All the
models are stored in the database so as to facilitate the real-time simulation. The emphasis
of 3D modeling is geo environment modeling and entity equipment modeling. The real-
time simulationmodule is based on the completion of themodeling, through the required
model to adjust, render, eliminate and other operations, and then add special climate
effect and battlefield effect to complete the simulation, and set up human-computer
interaction interface, the human computer interaction.
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Case Analysis
The Unit4 My Neibourhood unit review class on the eight grade of the Hebei Edu-

cation Edition (for example, Table 1), the whole unit is focused on a series of activities
around the topic “block”, as shown in Figs. 2 and 3.

Table 1. The Unit4 My Neibourhood unit review class on the eight grade of the Hebei Education
Edition

course goal

Lesson 19. The best neighbourhood Mastering inverted sentences can be used in real
life in real time

Lesson 20. No shopping improve the utilization of key sentence patterns

Lesson 21. I like my neighbourhood A complete place to introduce a place

Lesson 22. Eat a donut and turn right Mastering the expression of the means of
transportation

Lesson 23. People in my neighbourhood A question and answer pattern when mastering the
task of interview

Lesson 24. I need a map Review the content of this unit

Fig. 2. Example

The purpose of teaching: to complete the designed activities in the virtual environ-
ment, to exercise the students’ ability to do things in English, to deepen the students’
knowledge of the unit, and to improve the students’ practical ability.

The activity is carried out in the computer laboratory, and there are 6 tasks, 4 times
each time, about 1 h each time. The first activities were tasks 1 and 2; second activities
were 3 and 4; third activitieswere 5 tasks; fourth activitieswere carried out tasks 6.A total
of 40 students participated in the activities, each of 8 people. Each led by teachers and
invited Second Life native speakers. After the completion of the activities, the teachers’
summary data were analyzed.
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Fig. 3. Example

Activity task: each group of students followed the teachers or native speakers to visit
the virtual blocks, and the activities lasted for about 30 min. During the tour, students
are asked to observe the surrounding environment, listen carefully to the introduction
of native speakers or teachers, including the structure of the blocks, the functions of
the facilities in each block, and the career introduction of life. The task is to increase
the students’ understanding the block, to review and consolidate the knowledge of the
blocks in the classroom, to master the key sentence patterns and vocabulary used for the
introduction of things, and to lay the foundation for the following activities. The display
task of learning achievement is carried out in the form of poster. The theme of the poster
is My Neibourhood in Second Life. Students need to publish posters in the designated
scene, introduce their own neighbourhoods, and report on the implementation of the
tasks, results and interviews. Students need to write the corresponding composition,
enter the virtual scene, use the poster publisher to type and display the composition, and
the activity will take about 60 min.

Task analysis: this task is a roaming task (see Fig. 4). Students only need to follow
the teacher to visit the virtual blocks without having to express them.

Fig. 4. Example
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3 Conclusions

The integration of virtual environment technology and foreign language curriculum has
created a new environment for foreign language education. This paper shows that the
virtual environment, with its unique technical properties, can use the target language in
an environment similar to the real way in front of students. In the virtual environment, the
task driven model can organize foreign language teaching activities to create a positive
atmosphere of foreign language communication. All the students who participate in the
experiment are immersed in the activities of the virtual scene with curiosity and sur-
prise, and actively carry out the thinking and expression, try to accomplish the activities
successfully, and learn from the classroom. Knowledge has been practiced, consolidated
and improved in subtle ways.
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Abstract. With the online teaching has become a new type of education, which is
based on computer technology, communication, and is university English teaching
and welcomed. At the some new media tools have gradually emerged in English
higher education to assist students in learning and acquiring information. With the
technology, the online teaching platform of college English has also ushered in a
new round of development opportunities. Based on this, this paper tries to build a
college English Internet online teaching system as a new development of English
online teaching mode, so as to provide relevant help for it.

Keywords: Computer · English · online teaching

1 Introduction

In the causeChina has developed rapidly, especially,which hasmade great achievements.
With the continuous and application, the Internet essential, which provides learning
resources for students and plays a great role in improving learning efficiency. As college
English teaching gradually enters a new stage, the author proposes a new idea to solve
these problems social and realize students’ personalized education [1]. In this paper, we
will study and analyze the English from the perspective construction and look into the
future online teaching mode.

2 Relevant Technical Introduction

2.1 C# Language Introduction

C# language is a programming language tailored by Microsoft to implement the.NET
framework. As one of the components of Visual Studio.NET, it is mainly used to develop
various applications on the.NET platform [2]. C# is an object-oriented language based
on C and C ++, inheriting many features of C/C ++ and making some improvements
and extensions on the previous ones, which makes C# easier to use compared to the
previous C/C ++. This makes C# easier to use than the previous C/C ++. For example,
C# code does not have pointer operations and does not involve memory management,
so it reduces the difficulty in development and debugging [3]; C# is object-oriented, so
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some global functions, variables, and constants can be encapsulated in fixed classes, and
some underlying components can be built quickly, unlike C ++, which requires a lot of
underlying control operations, so it can respond to platform- and development-language-
independent requests from the Internet across platforms. It can respond to platform- and
language-independent requests from the Internet across platforms. NET framework, so
it is much easier and faster to develop applications on the [4], the combination of these
features makes C# an excellent language for web programming.

2.2 ADO.NET Technology

ADO. Manipulation for the.NET platform that enables applications to associate with
database tables and then manipulate the data already stored in the database tables in a
backend application in the formofwriting SQL statements, etc. ADO.NET is highly inte-
grated with the a unified interface that allows developers to directly call. To manipulate
data. In the MVC pattern, ADO.NET technology is mainly used in the data access layer
of the model [5]. As a set of object-oriented class libraries that can be used to interact
with different types of data sources and databases, it contains the contents of Connec-
tion class, Command object, Data Reader class, Data Set object, Data Adapter class, and
Data Table class. When ADO.NET interacts with data from different databases, it pro-
vides some commonmethods for interacting with different data sources, such as Execute
Reader() method, Execute Scalar() method, and Execute Non Query() method, but also
uses some specific libraries, which are collectively called Data Providers, like Sql Data
Reader, Sql Data Adapter and other libraries when interacting with Sql Server database,
if you are interacting with Oracle database, you have to use Oracle Data Reader, Oracle
Command and other libraries, and of course MySQL database class library, etc. [6]., not
to state here. However, no matter what kind of libraries developers use, there is one thing
that must be kept in mind, and that is to use similar objects and data sources to interact.

2.3 Node.Js

It is used to develop side as well as the Server side, thus benefiting from code reusability
and lack of context switching. Highlights of Node.js feature benefits are shown in Fig. 1
below.

One is the scalability of the architecture considering real-time response and ultra-
large scale data requirements. Node.js, commonly referred to as Node, is typically used
to develop applications that rely on running JavaScript on both the client and Server side
[7].
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Considering the real-

time response, super-

large data requires 

the scalability of the 

architecture

A single-threaded, 

asynchronous, and 

event-driver design 

model is used 

Fig. 1. Highlights of Node.js Feature Benefits

3 Design and Implementation of College English Internet Online
Teaching System

3.1 Requirement Analysis

Requirement analysis of a system is the beginning of a software system design process.
Only when the user’s needs are clearly defined, analyze and seek solutions for software
system design and a product. The most important task of the requirement analysis stage
is to determine the functions of each part of the software, and the part are generated
by the practice summary [8]. A college English Internet online teaching system should
have the following main modules in terms of practical functional requirements analysis,
and system setting module, as shown in Fig. 2.

English online 

teaching system

Login to the 

module 
Basic manage-

ment module

Book validation 

module 

Teaching busi-

ness module 

Statistical query 

module 

The System Setup 

module 

Fig. 2. Main modules of English Internet online teaching system in colleges and universities
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3.2 Design of the Database Table

This paper adopts Microsoft SQL Server 2012 database for database table design. The
main role of database is to organize, store and represent information, which can store var-
ious types of data and add, delete, change and check data. In the English online teaching
system designed in this paper, there are two databases, one is the Online English Plat-
form database corresponding to the university English online teaching system, and the
other is the SNRegister database corresponding to the book validation system. These two
databases are stored in different databases on different servers [9]. The Online English
Platform database contains most of the database tables needed to implement the basic
functions of the English online teaching platform, with about 95 database tables, while
the SNRegister database is a database designed specifically for the book verification
module of the system. The SNRegister database is a database specially designed for the
book verification module of the system. From the requirement analysis and functional
design of this system, it can be seen that an English online teaching platform should have
the following main modules, assignment submission system, student question system,
teacher information module.

4 Security Encryption Algorithm of Book Verification Module
in College English Online Teaching System

Hash functions, as an important branch of cryptography, have a pivotal role in the field
of data encryption. It is expressed as.

Hddr = H(key) (1)

Among these commonly used algorithms, MD5 and SHA-1 are the two most widely
used encryption methods. If we compare these two most widely used encryption algo-
rithms, we will find that although SHA1 encryption algorithm is more secure than MD5
encryption algorithm, its encryption time and memory usage are also higher than MD5
encryption algorithm, in contrast, MD5 encryption algorithm is not as strong as SHA1
encryption algorithm in terms of security, but it is fast, which is useful for offline authen-
tication. In comparison, MD5 encryption algorithm is not as strong as SHA1 encryption
algorithm in terms of security strength, but it is fast, which is an advantage of SHA1 in
terms of encryption efficiency and time for the batch authentication function of offline
authentication.

The user triggers the online authentication button on the interface to bring up the
countdown interface, and then assigns the decreasing initial value of the countdown
interface to a global variable and obtains the corresponding interface identification ID to
obtain the value on the interface in the subsequent program. Finally, the countdown cycle
method setInterval (“Countdown ()”, 300) is started. The main function of this method is
to call the Countdown() function every 0.3s, where themain function of the Countdown()
function is to decrement the initial value on the page. When the initial value on the page
is reduced to 0, the countdown page is first hidden, then the clearInterval() method is
used to close the periodic setInterval() call and end the loop, otherwise the value on
the interface will keep decreasing and the interface will keep flashing, and finally the
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foreground parameters are passed to the background controller for related processing.
The core code is as follows.

function Countdown ()
{
if (second < 0) {
$("#Verifying").modal("hide"); window.clearInterval(intervalId);
$.getJSON("/BookVerify/Verify?r=" + Math.random() + "&BookID=" +
BookVerifyID + "&UserID=" + "@ViewBag.UserID" + "&SN=" + SN, function 
(data) {
............
}); } else { if (navigator.appName.indexOf("Explorer") > -1) { document.getEle-
mentById('totalSecond').innerText = second--;
} else { document.getElementById('totalSecond').textContent = second--;
}
}
}

After the backend of the client server receives the data from the frontend, the received
data has to be passed to the central validation server for validation, which involves the
processing of data from one server to another, which requires the use of cross-domain
calls for data transfer and processing. Cross-domain invocation refers to data transfer
or communication between domains with different protocols, ports, and domains of
arbitrary protocols. This paper use a backend-based processing to achieve cross-domain,
using the backend controller as a proxy to transfer each request operation from the
frontend to other domains to the backend of this domain, and the backend of this domain
to access other domains by simulating http requests and return the processing results of
other domains to the backend of this domain for JSON string parsing. Once the domain
name changes, the school administrator can directly change the domain name through the
dictionary management interface, without the need for super administrator intervention
to modify the program code.

5 Conclusion

This the current of university English online teachingmode and analyzes how to carry out
effective English online teaching management under the current in China. The author’s
solution is to try to design a university English online. Inthe author elaborates on the
relevant Internet technology of this system and describes in detail the construction the
university by taking one of the modules as an example for the improvement of the
encryption algorithm. In summary, the author believes that the construction of this system
can provide a new path for the effective teaching of college English.

Acknowledgments. AProbe into the InternetOnlineTeachingMode ofCollegeEnglishTeaching
Integrating Curriculum Ideological and Political Concepts.
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Abstract. With the continuous development of computer technology, multimedia
technology has been widely applied in the field of teaching. As a highly practical
subject, physical education teaching requires students to possess various sports
skills. Therefore, the use of multimedia technology in physical education teach-
ing can create a more vivid and interesting teaching environment, which helps to
enhance students’ learning interest and enthusiasm. This article designs a sports
teaching platform based on multimedia technology, aiming to provide students
withmore effective sports teachingmethods. This platformutilizes digital technol-
ogy to organically integrate sports knowledge, skills, and teaching resources, form-
ing a complete sports teaching content, including multimedia teaching resources
such as videos, images, and audio. These resources are very beneficial for students
to review and learn independently after class, while also greatly reducing the teach-
ing burden of teachers and improving teaching efficiency. This platform adopts a
layered design architecture, where the data layer, application layer, and display
layer each undertake different functions. The data layer is mainly responsible for
storing physical education teaching resources and classifying them appropriately;
The application layer provides users with various teaching services; The presen-
tation layer provides users with a visual interactive interface, allowing them to
freely browse and learn related content.

Keywords: computer · multimedia · network technology · auxiliary sports
teaching

1 Application Status of Computer Multimedia and Network
Technology-Assisted

Computer assisted functions are an inevitable trend in the development of computers,
and their functions are shown in Table 1. Utilize modern education to mobilize, promote,
and promote the in-depth development of educational reform [1].

At present, the network is mainly manifested aspects: 1) some schools only the
teaching of physical education courses, that only through teaching, demonstration and
practice; can meet the teaching purpose, and can easily establish information system;
(2) some schools teaching content and assessment have certain restrictions [2]. (3) The
information teachers themselves, and the computer multimedia and network technology
have technical deficiencies.
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Table 1. The Application of Network Technology in Physical Education Teaching

Network classification abbreviation Distribution distance Computer range

LAN LAN About 10m room

About 100m Building

About 1,000 m campus

metropolitan area network MAN 10km city

long haul network WAN More than 100km National or global

Some PE teachers conduct physical fitness on the TikTok and live broadcasting
platforms. Some teachers ask students to punch in with their mobile APP and actively
participate in daily fitness activities [3]. In short, teachers use a variety of network
technologies to actively support the physical education class, so as to make the teaching
of physical education class more interesting. Under the current situation, developing
online PE teaching can effectively alleviate people’s psychological mood, adjust the
family atmosphere, and cultivate good habits. At the same time, sports and fitness is a
brand-new form of education, which is also a new form of family sports activities. At
present, many families focus on “students” and participate in various online teaching
programs organized by teachers, jointly attended by students and their parents. Home
fitness and fitness is popular. These problems not only have adverse effects on the
students’, but also bring adverse consequences. How to use computer technology to
improve the urgent need of research. Under the current situation, physical teachers must
grasp the pulse of the information age, actively explore the use of computer technology,
make the school physical education full of vitality, promote the of the school mode, the
education and teaching reform [4].

2 The Role of Computer Multimedia and Network Technology
in Assisting Physical Education Teaching

2.1 Using Multimedia Technology to Improve the Effect

In the daily physical education, the general technical movements are simple, and some
technical movements are more complex, such as fast combination; such as some more
complex skills. Usually, they have to be explained by the teacher or coach tomaster these
skills. Many students, especially those with poor performance in basic sports, have a fear
of the essentials of movement. There are also some skills, such as long jump, horizontal
bar, breaststroke, etc., many students can not speak, do not understand the meaning and
power of the action. Therefore, to a variety of technical training. In the carefully design
the specific teaching content, so that better and receive a variety of skills training. Using
effectively solve the above problems, so as to improve. Using themultimedia technology,
to deconstruct the part of the movement, deepen the understanding of the movement,
deepen the memory of the movement, and you can master the action skills smoothly.

For example, standing long jump, PE teachers can do their own videos, can also do
some deconstruction animation, let the students understand the action of standing long
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jump. Four action essentials: jump, air, landing buffer. The teacher can use 3 D model
software to show each steps to the students. Using digital animation simulation, adjust
the jump Angle, let the students know the best Angle of the jump. From the perspective
of leg swing and hip joint, the difference between hip swing and pedal extensionmethods
in different situations is studied. The analysis of the swing and non-swing trajectories
shows the correctness of the swing arm or not. Using multimedia technology to explain
and demonstrate the standing long jump technology can specify and visualize the boring
and abstract knowledge.

2.2 Use of Internet Technology to Reform Physical Education

In the excellent teachers can make the students in the classroom, and their learning
enthusiasm. Whether students can stick to independent exercise and whether the in
sports in time are all problems worth discussing. It is very necessary to introduce the
Internet in physical education teaching. Using Internet technology, textbooks can be
pre-published by teachers for preview, or courseware can be played repeatedly played
in class to simulate and reproduce the scenes needed by behavior. In this way, the in
sports, but also make themmaster the sports essentials and training methods, so that they
can keep healthy for life. This master the action skills. Use the network environment to
cultivate the students’ interest, is the best choice for teachers. If you don’t understand
anything, you can communicate with teachers through the Internet, find out problems in
time, enhance.

In college physical education teaching, the Internet can effectively promote the effi-
ciency of college physical educationmanagement. Using the Internet to conduct physical
education teaching can not only optimize, but also apply the advanced technology to edu-
cation. The use of Internet, can make the school physical education teaching resources
sharing, enhance the teaching interaction, make the physical education teaching more
targeted. Improve the physical quality quality. In view of the sports work in China, the
network technology, the idea of building the university sports system under the environ-
ment of “Internet+” is put forward. At the same time, it also provides better teaching and
research links for the school teachers and students, and provides more convenient com-
munication channels, so that the school physical education teaching mode is constantly
innovative.

2.3 Using Computer Multimedia and Internet Technology the Diversification
Courses

Expand the depth and breadth of sports through support and the internet. In universities,
the application of multimedia is becoming increasingly widespread, and teachers use
computer technology to combine various physical education curriculum resources and
methods. By utilizing multimedia and network technologies, students can be presented
with the functions of various courses to achieve diversified learning, as shown in Fig. 1.

On this basis, the use of modern scientific and technological means to provide strong
support for physical education. For before PE class, the Internet technology is used
to query the required teaching materials, and display the required materials in various
forms in class, so that students can realize the origin and development of the project,



Research on the Design of PE Teaching Platform 455

Fig. 1. Diversified courses offered in multimedia and internet technology

project rules, basic judgment rules, and other special professional skills. Play in the
form of the competition video, improve the students ‘aesthetic ability of sports, organize
to watch the classic sports films, train the students’ practical ability, excellence, sports
spirit. Strengthen students’ knowledge of health care and physical education physiology,
including the scope of cardiopulmonary resuscitation, muscle spasm, warm-up, traction,
etc.

The diversification of content can obviously the students’ love for discipline, change
the bias education discipline, and then promote them to realize that discipline and sci-
entific discipline, with cultural and guiding characteristics. Sports resource database
contents. It can not only provide rich teaching materials for teachers and students,
but also lay a good the implementation of modern quality education, truly improve
the comprehensive ability, this is the original intention of the school physical teaching
reform.

3 Application Ways of Computer Multimedia and Network
Technology to Assist Physical Education Teaching

3.1 Establish a Physical Education Textbook Library to Realize the Sharing
of Physical Education Teaching Resources

The establishment database, the syllabus andvideos can be uploaded to the Internet, using
screening and sharing. The physical education resource database gathers the teaching
practice of front-line teachers, shares the latest educational ideas at home and abroad, and
sets up an exchange section for everyone to answer various questions. The establishment
resource database has the characteristics of timely update. Through the teaching resource
database, physical education teachers can optimize and adjust the course content through
their own actual situation, and scientifically and reasonably choose, which is an effective
of physical teaching.

In the information age, the number of knowledge has increased sharply, individuals
can not master all, but a large amount of information can be stored and queried. Help
people and create new so that people to communicate with each other. The exchange of
educational resources is crucial. With the wide popularization, it is an inevitable trend to
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build the university PE teaching network by using. The PE teaching dynamic, which can
make teaching means constantly updated, optimize teaching behavior and rich content.
Strengthening the effectiveness of school-based construction and standardizing school
physical education.

3.2 Using the Network Technology Platform to Build the Soft Power of Sports
Majors in Universities

With the provide diversified and personalized online teaching services for universities
and students. In physical education teaching, through the classWeChat group, the school
physical education teaching online application program, the system, etc., the release of
personal teaching information in physical education teaching, such as: elective, such as
pull-up thematic exercises, such as increasing endurance exercises, warm-up exercises,
etc. Students can observe at any time and practice at any time to accumulate sports expe-
rience and exercise their physique. At the through online, the can be immediately tracked
and managed, and they can understand their physical condition and the effectiveness of
the training. At the teachers through their technical demonstration or training videos
through the Internet, effectively stimulate their enthusiasm for learning, improve their
innovation ability.

Where conditions permit, the Internet can be used to build a physical education, real-
ize the implementation of information management, and improve students ‘subjective
initiative and enthusiasm, which to master and master academic status. In the university
campus, it is an inevitable development direction to build the network. The of building
modern is to establish a good online education network, and the establishment of online
physical education platform needs to increase hardware investment.

4 Conclusion

Physical education is an important guarantee for students’ physical fitness and health.
Based on computer multimedia technology, this article designs a feasible physical edu-
cation teaching platform to address the current problems in physical education. The
platform adopts a layered design, achieving digital integration and diversified presenta-
tion of physical education teaching resources, providing better support for teaching and
learning. The application platforms provides very suitable conditions for physical edu-
cation teaching, indicates that physical education will continue to innovate and improve.
Thus, we can believe that an educational platform based on multimedia technology will
bring students broader development prospects, build a better educational environment.
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Abstract. This paper discusses the application and effect of nursing practice qual-
ification examination counseling and learning management system (hereinafter
referred to as human health and nursing examination system) developed by the
people’s Health Publishing House in nursing teaching. Using the methods of con-
venient sampling and objective sampling, taking nursing students and teachers, the
human health examination systemwas applied in the teaching of internal medicine
nursing course and the guidance of nurse practice qualification examination (nurs-
ing examination). After the course teaching and nursing examination counseling,
the students’ scores were evaluated, questionnaires were issued to investigate the
teaching effect, and the students’ scores of internal medicine nursing examination
at the end of the semester were compared.

Keywords: Nursing examination system · Nursing teaching · impact assessment

1 Introduction

In recent years, with the continuous development of information technology, the field
of higher vocational nursing education has been actively exploring the combination of
online and offline hybrid learning. Since 2017, the national soil protection qualifica-
tion examination (hereinafter referred to as the “soil protection examination”) has fully
implemented the man-machine dialogue examination mode. The man-machine dialogue
test manages the test network. Candidates read the test questions on the computer screen
and answer through the mouse and keyboard. Our school is a health vocational college
with more than 2000 nursing students [1]. In mixed teaching under the new situation,
our school purchased the nurse qualification examination counseling and learning man-
agement system (hereinafter referred to as the human health care examination system)
developed by the people’s Health Publishing House in 2015, and applied it to nurs-
ing teaching and nursing examination counseling in September 2017. It carried out
mixed teaching combining online and offline learning and classroom counseling, which
improved the teaching effect.
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2 Related Work

2.1 Nursing

Nursing is an old but young specialty. In fact, with human beings, nursing activities
appeared, but it was not until the middle of the 19th century that Nightingale initiated
the scientific nursing specialty,whichmarked the beginning of nursing specialization and
the birth ofmodern nursing.Nursing is a comprehensive applied science based onNatural
Science and social science, which studies the nursing theory, knowledge, technology and
development law in the process of prevention and health care, treatment of diseases and
rehabilitation. As a specialty providing health care services, nursing has moved from
hospital to family, community and society. Facing all individuals with health needs, the
scope of nursing has also extended from disease nursing to thewhole process from health
to disease. Nursing has gradually developed into an independent discipline different from
clinical medicine, which more reflects its unique scientificity, sociality and service. In
2011, the Department of degree Education issued a new discipline directory, which
divided nursing from a secondary clinical medicine discipline into a primary discipline.
This paper refers to the undergraduate nursing specialty set up in comprehensive colleges
or medical colleges.

2.2 Undergraduate Nursing Education

The modern Chinese dictionary explains “undergraduate course” as “the basic part of
a university or college, and students can obtain a bachelor’s degree after graduation”.
“Undergraduate” is the abbreviation of “undergraduate education”, which refers to the
level and specification of talent training. It is generally the implementation of general
education. According to the international standard classification of Education (2011),
undergraduate education belongs to the sixth level of education, which is divided into
academic and professional. For the nursing discipline, among the more than 300 nursing
colleges / departments offering undergraduate nursing education in China, except for
a few nursing colleges / departments with strong research ability and comprehensive
school running ability, they should focus on cultivating academic undergraduate nursing
talents, The undergraduate nursing education in other colleges should be oriented to
cultivate professional nursing talents [2]. Applied higher education should be defined as
a professional and technical talent training activity at the undergraduate level, subordinate
to the vocational education system.

3 Application of Nursing Examination System in Nursing Teaching

3.1 Human Health Care Examination System

Human health intelligence network is the core platform of digital content service of peo-
ple’s Health Publishing House and the official website of human health medical health
big data intelligent service platform. Relying on the experts and publishing resources
accumulated by the human health society for more than 60 years, and through the estab-
lishment of a strong lecturer group and course guidance team, the people’s Health Pub-
lishing House has developed the guidance and learning management system for nurse
qualification examination, referred to as the human health examination system for short.
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Our school purchased the human health and nursing examination system in 2015
and opened it to all teachers and students of the nursing college through the campus
LAN. The system has two populations: teachers and students have their own accounts.
Teachers and students share more than 7000 test questions (all A1, A2, A3 and A4
questions) and more than 200 teaching videos (updated regularly), covering 21 chap-
ters of nursing related contents, such as basic nursing knowledge and skills, nursing
of respiratory diseases, nursing of circulatory diseases, etc. [3]. The student platform
has three sections: my course, my test questions and my wrong questions. My course
section includes three courses: intensive lecture class, tandem lecture class and finishing
class. Students can choose the learning content according to their own learning progress
or teachers’ requirements. The teacher platform includes 8 items, namely institutional
information, resource management, learning management, examination management,
institutional wrong question bank, class management, self-organizing resources and sys-
tem management. The institutional information, institutional error database and system
management are operated by the system administrator in the background. Teachers are
responsible for resource management, learning management, examination management,
class management and self-organizing resources.

3.2 Application of Human Health and Nursing Examination System in Nursing
Teaching

The author is a full-time teacher in the teaching and Research Department of internal
medicine nursing. Taking the teaching of internal medicine nursing as an example, this
paper expounds the application of human health and nursing examination system in
nursing teaching in our school. Nursing in the Department of internal medicine of our
university was opened in the second academic year. In September 2017 (2016 students),
the internal medicine nursing course introduced Renren health care examination system
on the basis of previous conventional teaching, which is mainly used in three links:
classroom quiz, after-school homework and stage assessment. Taking the content of
“bronchial asthma” as an example, before class, teachers enter the human health care
examination system to export bronchial asthma related test questions, and then prepare
lessons with reference to the exercises in the human health care examination system
according to the curriculum standards and in combination with the nursing examination
outline. Teachers need to make use of self-organizing resources to form papers and
conduct classroom tests in order to understand the mastery of students’ key and difficult
points. After class, assign homework through the learning management section and
enter the system at any time to check the completion of students’ homework, including
completion proportion, time and score. The homework score accounts. In addition, our
school arranges a stage assessment after the teaching of each system of internal medicine
nursing, and the score accounts. In order to ensure the fairness and fairness of stage
assessment, all teachers in the course group use the human health care examination
system to form papers, authorize and assess according to the course standards.
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4 Effect Evaluation

4.1 Included Objects and Data Collection Methods

(1) 375 students from 7 classes of 2015 nursing major in our university were selected
as 2015 teaching group; 478 students from 9 classes of nursing major in 2016 were
selected as the teaching group of 2016. The two groups of students were full-time
higher vocational nursing students in our university, and there was no significant
difference in enrollment age, gender, humanistic achievement and curriculum (P >

0.05). The 2015 teaching group received routine teaching, and the 2016 teaching
group introduced Renren health care examination system on the basis of routine
teaching.

(2) 1016 students in 2013 who participated in the nursing examination in the year of
graduation were selected as the 2013 nursing examination group; Grade 2014 535
persons, set as grade 2014 nursing examination group; There are 319 people in 2015,
and they are set as the 2015 nursing examination group. The three groups were full-
time higher vocational nursing students, and there was no significant difference in
humanistic age, gender, humanistic achievement and curriculum (P > 0.05). The
2013 and 2014 nursing examination groups received routine nursing examination
counseling, and the 2015 nursing examination group introduced the human health
examination system on the basis of routine counseling.

(3) A total of 31 full-time and part-time teachers who taught in the nursing college
from September 2017 to July 2018 were selected. Admission criteria: have used the
personal health care examination system in at least one nursing course teaching or
nursing examination counseling and competition counseling, and voluntarily partici-
pate in this study. Through a questionnaire survey, understand the evaluation of 2016
teaching group students and teachers on the human health and nursing examination
system, and compare the scores of medical nursing examination and the passing rate
of nursing examination of students in each group.

4.2 Evaluation Indicators

(1) questionnaire survey results. After consulting the literature and group discussion,
the questionnaire was designed by ourselves. The student questionnaire included
8 items conducive to the learning of nursing theoretical knowledge and stimulat-
ing learning interest. The questionnaire is filled in by anonymous and distributed
and recovered through the Internet. 478 student questionnaires were distributed and
436 were recovered. The 31 teachers’ questionnaires were distributed and 31 were
recovered [4]. The recovery rate and effectiveness rate were 100.00.

(2) Results of internal medicine nursing course. The course scores of internal medicine
nursing in each teaching group were compared.

(3) Nursing test results. The passing rate of nursing examination in each nursing
examination group was compared.

4.3 Evaluation of Teaching Effect of Human Health and Nursing Examination
System

(1) Student evaluation. The human health care examination system and believe that the
human health care is conducive to the learning of nursing theoretical knowledge,
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improve learning efficiency, review and expand knowledge after class, and help to
cultivate autonomous learning ability, as shown in Table 1.

Table 1. Students’ evaluation of human health care examination system

entry yes commonly no

It is conducive to the learning of nursing theoretical
knowledge

411(94.27) 22(5.05) 3(0.68)

Can stimulate interest in learning 216(49.54) 125(28.67) 95(21.79)

It helps to improve learning efficiency 388 (88.999) 21(4.82) 27(6.19)

It helps to review after class 423(97.02) 8(1.83) 5(1.15)

(2) Impact on the passing rate of nursing examination. The passing rate of nursing
examination in our school has increased year by year in recent three years. The
human health examination system was introduced in 2018, and the passing rate of
nursing examination is as high as 99.37, as shown in Table 2.

Table 2. Comparison of passing of nursing examination in our school in recent 3 years

Nursing examination time Number of examinees Number of people passed Passing rate

2016 1 016 980 96.46

2017 535 524 97.94

2018 319 317 99.37

Blended learning emphasizes the application of appropriate technologies and meth-
ods at the right time to optimize the learning effect. Schools often adopt different forms
of information-based auxiliary learning means according to their own actual situation.
The human health and nursing examination system has powerful functions and fits the
man-machine dialogue examination mode of nursing examination. For higher voca-
tional nursing specialty, nursing course teaching needs to be accurately connected with
nurse practice qualification examination. Using the human health examination system
for course teaching and nursing examination guidance, and can realize the integration
of course and certificate. Since the application of the system, the examination results
of medical nursing courses of 2016 students have significantly improved, and the pass-
ing rate of nursing examination in 2018 has significantly increased, which are strong
evidence for the integration of courses and certificates.
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5 Conclusion

The nursing examination system visualizes the empty theoretical knowledge and test
questions. Each test question is equipped with answer analysis,. Teachers conduct class-
room assessment and stage assessment through the system, which ensures the timeli-
ness and effectiveness of assessment, greatly improves the effect of process assessment,
effectively combines online and offline, and realizes hybrid teaching. Nursing specialty
is a highly practical discipline. In addition to mastering theoretical knowledge, students
should also cultivate clinical thinking, critical thinking and interpersonal communication
skills practice. It on test questions alone. The human health and nursing examination
system is only a teaching auxiliary platform. In the actual teaching, it also needs to
complement with practical teaching, so as to finally realize the purpose.
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Abstract. The role of phrase translation in English reading is very important, but
there is a problem of poor translation accuracy. Manual proofreading increases
the workload of teachers and is less efficient. Therefore, proofreading system
for English proofreading. First, AI technology is used to proofread the phrase of
English reading requirements, and the horizontal division is carried out according
to the phrase proofreading standard to reduce it Distractors in phrase proofreading.
Then, AI technology proofreads English phrase translation to form phrase proof-
reading results, and performs continuous phrase proofreading for transactional
phrase proofreading requirements. MATLAB simulation shows that under a cer-
tain amount of reading, the evaluation accuracy and phrase proofreading time of
the computerized intelligent proofreading system are better than those of manual
proofreading.

Keywords: AI technology · Abnormal phrase proofreading requirements ·
Phrase proofreading · Arts and Crafts

1 Introduction

Translation proofreading is one of the important evaluation contents of English reading
[1], which is of great significance for English phrase translation. However, in the actual
phrase proofreading review process [2], the accuracy of the phrase proofreading results
is low, which has a certain impact on the phrase reading. Some scholars believe that
the application of intelligent algorithms to English phrase translation proofreading can
effectively improve translation accuracy and provide corresponding support for phrase
proofreading [3]. On this basis, this paper proposes a optimize the proofreading phrase
and verify the system’s effectiveness.

2 Related Concepts

2.1 Mathematical Description of Phrase Translation

Phrase translation uses AI technology to optimize the translation results, and according
to the indicators in the translation results, find outliers in the English phrase translation
proofreading results [4], integrate the corresponding parameters, and finally judge the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
J. C. Hung et al. (Eds.): FC 2023, LNEE 1132, pp. 464–470, 2024.
https://doi.org/10.1007/978-981-99-9538-7_72

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9538-7_72&domain=pdf
https://doi.org/10.1007/978-981-99-9538-7_72


Research on the Application of Computer Intelligent Proofreading System 465

Feasibility of English phrase translation proofreading results [4]. The computer-based
intelligent proofreading system combines the advantages of AI technology to quantify
the results of English phrase translation proofreading by using auxiliary parameters [5],
which can improve the accuracy of phrase proofreading.

Hypothesis 1: The English reading requirement is di, the English phrase translation
proofreading data is seti, the satisfaction rate of the English phrase translation proof-
reading result is yi, and the phrase proofreading data judgment function is F(di ≥ 0) As
shown in Eq. (1).

F(di) =
∑

xi ⊂ yi · ξ (1)

2.2 Selection of Proofreading Scheme for English Phrase Translation

Hypothesis 2: The English phrase translation proofreading selection function is z(di),
and the weight coefficient of English phrase translation proofreading is wi, then the
translation proofreading selection is shown in Eq. (2).

z(di)=zi · F(di, yi)
k−→wi · ξ (2)

2.3 English Phrase Translation Proofreading Data Processing

Before computer phrase translation, the phrase proofreading results should be analyzed
discretely [6], and the transactional phrase proofreading requirements should be mapped
to the auxiliary parameter library to eliminate abnormal data [7]. First, phrase proof-
reading data for comprehensive analysis, and set data thresholds and indicator weights
computer phrase translation. English phrase translation proofreading data is system test
data and needs to be standardized. If English phrase translation proofreading data is in a
nonnormal distribution, its phrase proofreading results are affected, reducing the accu-
racy of the overall phrase proofreading. In the accuracy of computer phrase and improve
the level proofreading, it is select English phrase, and the specific scheme selection in
Fig. 1.

Survey data shows that English phrase translation proofreading shows a discrete dis-
tribution, which is in line with objective facts. English phrase translation proofreading
has no directionality, indicating that it has strong randomness, so it is used as an anal-
ysis and study of 2~4 min. English phrase translation proofreading meets the standard
requirements, mainly, AI technology adjusts English phrase translation proofreading,
removes duplicate and irrelevant schemes, and supplements the default scheme, so that
the dynamic correlation of the entire data is strong.
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Fig. 1. Selection results of English phrase translation

3 Strategies for English Phrase Translation Proofreading

The computer-based intelligent proofreading system adopts a random strategy for
English phrase translation proofreading and adjusts the corresponding parameters to
realize the optimization of English proofreading. The divides the proofreading into dif-
ferent phrase proofreading levels, and randomly selects different schemes. In the iterative
process, English phrase translation proofreading of different phrase proofreading levels
is matched. After completing the matching process, compare the phrase proofreading
levels of different schemes to record the best English phrase translation proofreading
results.

4 Practical Examples of English Phrase Translation Proofreading

4.1 Introduction to English Phrase Translation Proofreading Data

In order to facilitate phrase proofreading, the English translation proofreading data in
complex cases is used as the research object, with 12 paths and a test time of 12 min,
which is read explicitly in English the phrase proofreading data is shown in Table 1.

Table 1. Relevant parameter of English reading and English phrase translation proofreading

Scope of
application

Phrase
proofreading
time

Phrase proofing
effect

Phrase
proofreading
satisfaction rate

Phrase
proofreading
form

Personal phrase
proofreading

1~2 min 84.54 86.60 Team,
individual

(continued)
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Table 1. (continued)

Scope of
application

Phrase
proofreading
time

Phrase proofing
effect

Phrase
proofreading
satisfaction rate

Phrase
proofreading
form

2~4 min 92.78 86.60 Team,
individual

Corporate phrase
proofreading

1~2 min 87.63 92.78 Team,
individual

2~2 min 90.72 84.54 Team,
individual

Other phrase
proofreading

1~2 min 83.51 92.78 Team,
individual

2~2 min 87.63 90.72 Team,
individual

Fig. 2. Processing process of English phrase translation proofreading data

The English reading requirement processing process in Table 1 is shown in Fig. 2.
Table 1 that compared with manual proofreading, the phrase proofreading results of

the computerized are closer to the actual phrase proofreading requirements. Regarding
the rationality and fluctuation range of English phrase translation proofreading selection,
the computer-intelligent proofreading system manually proofreads. The data changes in
Fig. 4 shows that the computer-intelligent proofreading system has better stability and
faster judgment speed. Therefore, the speed of phrase proofreading results, English
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phrase translation proofreading phrase proofreading results, and summation stability of
the computerized intelligent proofreading system are better.

4.2 English Phrase Translation Proofreading

Thephrase proofreading results ofEnglish translation proofreading contain unstructured,
semi-structured, and structural information. After the pre-selection of the computerized,
the preliminary English phrase proofreading phrase proofreading results were obtained,
and the phrase proofreading results were obtained analysis of the feasibility of phrase
proofreading results Proofreading. In order to verify the evaluation effect proofreading
more accurately, select English phrase translation proofreading with different phrase
proofreading levels, and the evaluation data of English reading requirements are shown
in Table 2.

Table. 2. Overall situation of English phrase translation proofreading

Phrase proofreading grade Sampling rate Complete rate

specialized 28.57 85.71

ordinary 73.21 100.00

synthesis 69.64 60.71

mean 26.79 50.00

X2 55.36 69.64

P = 0.531

4.3 Accuracy and Stability of English Phrase Translation Proofreading

In the accuracy of the computerized, the data is compared with manual proofreading,
which is shown in Fig. 3.

Figure 3 that the computerized intelligent proofreading system is higher than that of
manual proofreading, but the error rate is lower, the phrase of the computerized, while
the manual proofreading The proofreading of phrases is uneven. The average data of the
above three algorithms are shown in Table 3.

It can be seen from Table 3 that manual proofreading has deficiencies in accuracy
and stability in English phrase translation proofreading, and English phrase translation
proofreading has changed significantly, and the error rate is high. The accuracy of the
comprehensive results is higher than that of manual proofreading. At the accuracy of the
computer-intelligent is greater than 90%, and the accuracy has not changed significantly.
In order to further verify the superiority of computer systems. In the effectiveness,
different methods are used to analyze computer phrase translation comprehensively, and
the result 4 is shown.
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Fig. 3. Accuracy of different algorithms

Table 3. Comparison of phrase proofreading accuracy of different methods

algorithm accuracy Magnitude of change error

Computer intelligent proofreading system 91.75 92.78 2.51

Manual proofreading 86.60 92.78 3.54

P 5.571 9.693 2.471

Figure 4 that the data of the computer-intelligent proofreading system is significantly
better than the manual proofreading, and the reason is that the computerized intelligent
proofreading system increases the adjustment coefficient of English phrase translation
proofreading and sets the corresponding threshold. Exclude non-compliant data.
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Fig. 4. Comprehensive evaluation results of computer intelligent proofreading phrase proofread-
ing

5 Conclusion

Given the accuracy of English phrase translation proofreading, this paper proposes a
computer-based intelligent proofreading system combined with AI technology for com-
prehensive analysis. At the same time, the content of English phrase translation proof-
reading is analyzed in depth to construct a collection of English phrase proofreading
requirements. Research shows that the computerized intelligent proofreading and sta-
bility of English phrase proofreading and can translate and English phrases. Make a
comprehensive judgment. However, in the process of computer phrase translation, too
much attention is paid to the analysis of phrase proofreading ability, resulting in a relative
decline in the accuracy of supervision.
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Abstract. The ITER (International Thermonuclear Experimental Reactor) ELM
(Large Amplitude Essential Mode) is an important problem for the terrain change
on the surface of the Divertor target plate during the operation of ITER. The main
function of the Divertor target plate is to filter out high-energy particles and ions in
thermonuclear reactants and maintain the stable operation of subsequent devices.
Due to the overload caused by ITERELMand local extremely high heat emissions,
significant terrain changes may occur on the surface of the target plate, leading to
operational issues. In this paper, the surface topography of Divertor target under
ITER ELM is studied by theoretical simulation and experimental research. Based
on experimental measurement results and theoretical simulation predictions, the
terrain changes were analyzed and explained. The research shows that ITER ELM
operation will cause local high temperature and thermal stress on the surface of the
target plate of the Divertor, and the surface will undergo significant deformation
and distortion. In addition, the experimental results also indicate that the terrain
changes on the surface of the target plate show significant differences not only
in the longitudinal and transverse directions, but also in different areas of the
target plate surface. Through theoretical simulation and experimental research,
this paper obtained the experimental results and theoretical predictions of the
terrain changes on the surface of the Divertor target under the operation of ITER
ELM, which has important reference value for understanding the lubrication and
preventing radiation pollution in the field of thermonuclear fusion.

Keywords: ELMs · tungsten divertor plates · melt motion

1 Introduction

Heat may cause target materials tungsten (W) to undergo melting and evaporation. And
the humps induced by melt motion, initiate arc, and shorten the divertor lifetime. In
addition, surface roughness will reduce W thermal conductivity, degrade its mechanic
strength, result in an increase in tritium retention, affect the physical sputtering yield,
and lead to a non-uniform erosion deposition behavior of impurities [1]. Therefore, it is
very necessary to study the surface morphological change caused by melt.
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In fact, the existing experimental data of different tokamaks show the actual shape of
heat load during type-I ELMs is asymmetric and basically the same even for different the
experimental parameters, which decays slower 1.5–5 times than rises, and has an huge
influence. Therefore, it is urgent performance under with the real temporal variation
rather than rectangular or triangular waveform [2].

In this paper, from under a rectangular waveform to a temporal evolution heat load
erosion of the divertor plates, and the ultimately surface morphology is different from
those under the rectangular waveform heat load commonly used in other studies.

2 Model Description

The surface ofDivertor target platewill be affected by local high temperature and thermal
stress, which will lead to deformation and distortion of the surface. This problem needs
attention and solution. The splitter, as another key component, undertakes the important
task of guiding various high-temperature plasma into the reaction ring collector. In this
paper, the diverter is redesigned as a target, and the surface topographic changes of
the Divertor target are combined with the diverter target to improve the adhesion and
collection of the diverter [3]. The schematic diagram of the diverter target is shown in
Fig. 1 below.

Fig. 1. Sketch of the divertor target.

This design is applied to ITER ELM operation, combining the surface change of
Divertor target plate with the diverter target. By redesigning the diverter target, it can
cover the terrain changes on the surface of the Divertor target plate, and increase the
adhesion and collection. Specifically, the target part of the diverter adopts a replaceable
form, changing the original plate structure into an interchangeable multi-layer structure,
and adding a needle structure on the surface [4]. The reducing the dispersion of the
diverter target. At the same time, the needle like structure enables the diverter target to
have higher collection capacity, which can better meet the needs of target collection in
various plasma environments. In this paper, the surface topography of the Divertor target
plate is combined with the diverter target, which improves the adhesion and collection
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of the diverter, and establishes a more stable and convenient connection between them.
This design method helps to improve the sustainability and stability of Divertor target
plate and diverter, and also provides a certain reference value for other ITER related
designs [5].

3 Results and Discussion

3.1 Temporal Evolution of the Energy Flux

Fig. 2. Experimental temporal evolution of the heat flux on the EAST divertor during a type I
ELM and fitted Rayleigh distribution function.

In this paper, the EAST # 42556 shot during the 2012 experimental campaign, which
reads,

q(t) = qmaxe
1/ 2 t

τrise
exp

(
− t2

2τ 2rise

)
,

The fitted Rayleigh function and the measured experimental data in EAST # 42556
shot are shown in Fig. 2, qmax= 5MW·m-2, the parameter τrise is taken to three values
of 300, 340 and 380μs, respectively.We can see that the fitted function with the different
value of τrise within a certain range is conformwell to the experiment date. We integrate
the heat flux of EAST shot # 42566 over 1 ms from 4.84774 s to 4.84874 s, the sum is
about 2.76 kJ·m-2, which is more agree with the value when τrise is taken to 340 μs.
In order to simulate the situation of ITER, we first scale the up to 2900 MW·m-2 and
take τrise to be 340 μs in this work, the integral value of which over 1 ms is about
1.6 MJ·m-2 in the range of. Later, in order to estimate the effect of various factors on
thermal erosion.
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Fig. 3. The surface profile calculated under an ELM with the peak heat flux of 2900 MW·m-2.
Note the shot dot line shows the solid surface, and the solid line shows the melt layer surface.

3.2 Surface Profile Evolution

Figure 3 shows the melt surface evolution of W divertor plates under heat, The temper-
ature rises rapidly in the surface region, especially in the vicinity of the separatrix strike
point (SSP), melting point is reached at t = 0.292 ms. Then, two humps are gradually
formed at the dent edges due to melt motion mainly caused by surface tension. At time
0.736 ms, the melt area reaches the maximum in the range of x= 0.429 to 0.571 cm, the
surface profile is relatively smooth, and the outside of the hump is very steep, because
the flow velocity of W melt layer is much faster than the melting of marginal region,
just as it was observed in the experiment. Two regions near x= 0.433 and x= 0.569 cm
have finished solidification another 0.001 ms later, while regions from where to the cor-
responding edge of the dent, as in Fig. 3(a). This is mainly because the higher the more
quicker the flow velocities of the melt layer, which are much larger than those in the
regions under the two humps facing to the SSP (near x = 0.433 and x = 0.569 cm),
leading to where getting lower and heat flux penetrateing into the bulk easier. Then,
the regions near both edges of the dent gradually complete resolidification, the region
in the vicinity of the center of the dent still continues to melt, and the melt W mainly
driven by surface tension is still flushed to the periphery to form new humps. Melting
and solidification occur simultaneously. The surface profiles of humps are waviness for-
mation, as shown in Fig. 3(b). At t = 1.0 ms, the humps regions near both edges (from
x = 0.429 to x = 0.457 cm, and from x = 0.541 to x = 0.571 cm) of the dent complete
resolidification, while the region from x= 0.457 to x= 0.541 cm is still in melted state.
However, the heat load of 1.6 MJ·m-2 lasting 1.0 ms of rectangular power shape cannot
cause the target melt.

3.3 τrise Dependence

Figure 4 gives the different τrise of 300 μs, 340 μs and 380 μs, respectively, the heat
load duration is 1.0 ms. The region from x = 0.434 to 0.566 cm is still in melted state
for τrise of 380 μs at t = 1.0 ms, which is larger than that for τrise of 340 μs, while
the melt layer completes resolidification for τrise of 300 μs. This mainly because the
bigger the value of τrise is, the more the heat load deposited is, the larger the melt area
is, the bigger the melt thickness is—maximum melt thickness is about 58.5μm for τrise
of 380 μs, which is bigger 1.6 times than that for τrise of 300 μs, and the slower the
resolidification is.
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Fig. 4. Note the shot dot line shows the solid surface, and the solid line shows the melt layer
surface.

3.4 Surface Roughness

Fig. 5. Surface roughness of W plates versus irradiation duration (a), value of τrise (b).

Figure 5(a) gives irradiation duration. This is mainly because that the bigger the
value of τrise, the faster the flow velocity of the melt layer is, the higher the humps are,
so the larger the surface roughness is.

4 Conclusion

The temporal evolution load during is fitted by the Rayleigh distribution function accord-
ing to the EAST # 42556 shot during and is employed, which solves the conductivity
equation, including melting, evaporation, and solidification processes. The simulation
results show: (i) the surface temperature quickly exceeds the melting point under the
type-I ELM heat flux, then, humps are gradually forming at the dent edges due to melt
motion mainly caused by surface tension, resolidification occur on the both outsides of
the dent, simultaneously, the melt layer located in the vicinity of the center of the dent is
still flushed to the periphery to form new humps, resulting in the waviness formation of
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surface profile; (ii) the value of τrise has a great influence on thermal erosion: the bigger
the value of τrise is, the larger the melt area is, the deeper the melt front location is,
the slower the resolidification is, the larger the surface roughness is. All the simulation
results show the real shape of the a very important to determine theW target erosion and
lifetime.
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Abstract. The design of intelligent terminal dance movement supplement and
optimization system can systematically analyze the 3 D digital form of dance. And
in the subsequent process of folk dance style presentation, we can better under-
stand the characteristics of similar artistic style. This study analyzes the intelligent
terminal action supplement technology and dance damage control technology, and
shows that the motion capture technology can effectively prevent various dance
style problems, produce strong economic benefits in the process of 3 D digitaliza-
tion promotion, and realize the presentation and optimization of the subsequent
dance art style content.

Keywords: intelligent terminal · dance motion capture · dance injury

1 Introduction

Based on the development, in the current process of art style presentation, the dance
system and elements can realize the optimization of its intelligent terminal structure
operation system, and can better understand the presentation characteristics of intelli-
gent terminal art [1]. Make a systematic analysis of the dance art mode and its con-
struction content, understand the development characteristics of dance art, and in the
process of comprehensive digitalization and three-dimensional control of motion cap-
ture technology in the movement supplement, so as to make a good analysis for the
subsequent inheritance of dance art content. To realize the optimization of intelligent
terminal supplement technology, but also in the process of instance control, to strengthen
the data structure operation, to create a new open space for the subsequent modern intel-
ligent system terminal adjustment, but also to realize the comprehensive optimization
of intelligent dance and artistic style.
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2 Three-Dimensional Design of Dance Art

2.1 3D Data Acquisition of Dance

For dance 3 d data acquisition and analysis, it is based on dance capture technology,
systematic analysis of dance three data structure, and then according to the concept
of dance mapping, for motion capture type, capture mode and so on capture system
optimization, understand the development of dance capture technology development
view, also create open space for other art synthesis. In the development of motion capture
technology, this becomes a comprehensive processing technology [2]. Through the three-
dimensional structure of dance art, the camera and standard dance range for acquisition
and control. Subsequently, multiple dance action map column forms are used to map
the spatial position there. When the remote operation analysis can be made. Similarly,
it can be further reconstructed according to the dancer’s point of action and his action
diagram, understand the three-dimensional data obtained from the dancer, and finally
carry out modeling and structural analysis.

2.2 Intelligent Terminal and Dance Injury Prevention

In the process of building the intelligent terminal system, based on the data capture
of each point point, from the same perspective of the dance capture system and the
construction content of the dance injury prevention system, the content of the data
integration can be systematically manually analyzed. Make automatic patching during
themanual channel control process [3]. Data repair mode can be composed of two forms,
one is to use the own software of the acquisition equipment to process the noise point,
and apply the smooth equipment to make the analysis, the other is to use the animation
software to supplement and optimize the keyframes.

3 Associated Imaging Reconstruction Algorithm Based on Web
and Intelligent Terminal

A pseudo-heat source is a pseudo-heat light source. Light from the beam splitter 1:1.
After the transmission, it reaches the target and the CCD, respectively. According to
the status of the second-order expression work, for the core of the intelligent terminal
correlation imaging technology, it is mainly a light input by the light in the object.
After the prism transmission, it can constitute the same optical system output data and
target. The overall relationship between the two is positively correlated. According to
the principle of the reconstruction algorithm, part of it is the data processing system, and
the different operations [4]. The results derive the second-order correlation from its GI
algorithm, which is as follows:

TGI (x, y) = 1

N

N∑

n=1

(Bn − 〈Bn〉)(In(x, y) − 〈In(x, y)〉) (1)
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where N is the indicating the light field of the reference arm in the n th acquisition,
BnIn(x, y)

〈Bn〉 = 1

N

N∑

n=1

Bn (2)

〈In(x, y)〉 = 1

N

N∑

n=1

In(x, y) (3)

In the calculation process of the imaging formula, the overall principle is still very
simple. It is based on the reconstruction algorithm to establish a common function
relationship between the two arms. Therefore, when the light intensity in an object ratio
is at a fixed value, the data of the other reference arm must also be a fixed value, and
the weighted average of the two is the value we need to solve. During the course of this
study, the weight factors in were essentially the same, and was correlated. The of the
target arm constitutes its pixel information, otherwise, the reconstruction results are also
very vague [5]. The of the DGI is as follows:

TDGI (x, y) = 1

N

N∑

n=1

(
Bn − Rn

〈Rn〉 〈Bn〉
)

(In(x, y) − 〈In(x, y)〉) (4)

The the total light intensity with the reference arm based on the GI formula
〈Bn〉Rn

/ 〈Rn〉,

Rn =
∫ ∫

In(x, y)dxdy (5)

The above formula represents the total light intensity at the n th acquisition of the

reference arm. 〈Rn〉 = 1
N

N∑
n=1

Rn Represents the n th average of the total light, and

the reconstruction results have a higher signal-to-noise ratio than the conventional GI
reconstruction results:

(SNR)DGI

(SNR)GI
= 1 + 1

σ 2
rel

(6)

The SNR represents the SNR of the imaging results. The higher the SNR, the better
the subsequent quality. σ 2

rel Represents ote the relative variance of the target related to
the transmission coefficient of the imaging target. It is related to the magnitude of the
transmission coefficient of the imaging target. T (x, y) DGI far outperforms GI as high
transmission coefficient objects, and DGI reconstruction is similar to GI. By comparing
the reconstruction formulas of GI and DGI, Eqs. (1) and (4) show that when light passes
through the object, it will become very small, which gives the DGI correction little effect
to the overall effect, so that the imaging effect is not improved 〈Bn〉.

The reconstruction formula is as follows:

TNGI (x, y) = 1

N

N∑

n=1

(
Bn

Rn
− 〈Bn〉

〈Rn〉
)

(In(x, y) − 〈In(x, y)〉) (7)
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The formulae of GI, based on the basic theory of association imaging, the second-
order correlation formula, computed by weighted average only, with low computational
complexity and strong robustness.

Concept can be computed perspective. Considering the two-arm structure of the
correlation, the is associated with the object, such as formula _(1), which as the matrix
form:

B = �T (8)

among T = [
T (1, 1),T (1, 2), · · · ,T (p, q)

]T

K×1The vector representing the coefficient is calculated according to the coefficient
data to represent the composed of the of the object arm end. B = [B1,B2, · · · ,BN ]TN ×
1.

� N × K It is called the observation matrix. The data in the parallel data in the
collection arm field, and forms the relevant column item vector:

� =

⎡

⎢⎢⎢⎢⎣

I1(1, 1) I1(1, 2) · · · I1(2, 1) · · · I1(p, q)
I2(1, 1)

...
...

. . .

IN (1, 1) IN (1, 2) · · · · · · · · · IN (p, q)

⎤

⎥⎥⎥⎥⎦
(9)

Based on the correlation, a PGI (8)AX = Y . The phase matrix constitutes a linear
equation matrix relation, existing in form. The solution objective is transformed into the
solution problem of the matrix equation. When the observed matrix is neither a full-rank
matrix, nor a square matrix, nor an inverse. At this point, it can be to represent the of the
matrix. A−1X = A−1Y�X = A+YA+.

The architecture correlation imaging is shown in Fig. 2. Whose expressed as:

TPGI = �+B (10)

The GI reconstruction formula can also be expressed in the matrix form:

TGI = 1

N
(� − I〈�〉)T (B − I〈B〉)

= 1

N
(� − I〈�〉)T (� − I〈�〉)T

= 1

N
�T�T = AGIT

(11)

〈�〉 = [〈I(1, 1)〉, 〈I(1, 2)〉, · · · , 〈I(p, q)〉] 1×K Where, it is the row vector, repre-
senting the average of each pixel of the reference arm, and it is a dimensional column
vector with all elements of 1. The matrix can finally be called a feature matrix of GI by
linking the reconstruction result to the coefficient T. I = [

1, 1, · · · , 1T
]
N×1AGITGIAGI .

APGI In order to unify, establish the connection formula the reconstructed matrices,
and obtain the feature matrix of PGI, the be changed to writing in a similar form:

TPGI = �+�T = APGIT (12)
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Scalar scalar matrix correlation imaging reconstruction algorithm.
In obtain the corresponding the reconstruction formula, it must be studied according

to the correlation characteristics of the reconstruction proof. In view of the reconstruction
effect, thematrix is analyzed according to the correlation status of thematrix itself. In fact,
the subsequent. To improve, a scalar matrix-based correlation imaging reconstruction
algorithm smgi (Table 1):

TSMGI = ASMGIT = 1

N

(
ψT − ψx

)
ψT = 1

N

(
ψT − ψx

)
(B − I〈B〉) (13)

ψx Where, for the correction quantity, It can be reversed according to the constructed
feature matrix: ASMGIψx

ψx =
(
ψTψ − ASMGI

)/
ψ (14)

ỹi = yi −
i−1∑

j=1

cijỹj (18)

ỹi
′ = ỹi∥∥∥R̃i

∥∥∥
2

(19)

The formula of the SGI is follows:

TSGI = 1

N

(
�̃′ −

〈
�̃′〉I

)T(
B̃′ −

〈
B̃′〉I

)
= ASGIT (20)

4 Experiments and Results

In the construction process of the dance motion capture system and the dance injury
prevention system based on the intelligent terminal, the various data are operational
analyzed, and the design points and operation points can be better optimized according
to the motion capture system evaluation and the design of the dance injury prevention
mechanism. It can also complete the system design in the dance capture motion control
and damage adjustment, so that the subsequent dance damage system content can really
improve, improve the system synthesis, and realize the remote operation of the capture
system and the structural end design breakthrough.

In the process of intelligent terminal language form control, the motion capture
technology is shown in Table 2. In a systematic analysis of the supplementary content
of each technology, the following operations need to be completed at the same time.

(1) Use the interpolation to calculate the bone and the relative bone position, and
transform the matrix.

(2) Analyze the new orientation and grid model for the base position of the bone
structure.
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Table 1. Scale coefficient between the j vectors

Code name Coefficient of proportionality

1 2.3

2 2.3

3 2.6

Table 2. Motion capture techniques

Point of capture Camera 1 Camera 2

An air X1 X 1

action X 1 X 2

expression X 2 X 2

5 Conclusion

To strengthen the experimental structure design of intelligent terminal, this research
makes a systematic analysis of the traditional photo and video recording methods, and
obtains the exploration perspective on the development of dance art. In the process of
applying computer motion capture technology and dance injury prevention and sup-
plement control technology, the data structure of intelligent terminal and the operation
guidance function are analyzed, which is a new view of the mutual integration of culture
and technology, and also promotes the reform and breakthrough of digital construction
project.
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