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Preface 

This book contains outstanding research papers as the proceedings of the 2nd Inter-
national Conference on Advances in Data-driven Computing and Intelligent Systems 
(ADCIS 2023) organized by BITS Pilani, K. K. Birla Goa Campus, India, and 
co-organized by National Forensic Sciences University (NFSU), under the tech-
nical sponsorship of the Soft Computing Research Society, India. The conference is 
conceived as a platform for disseminating and exchanging ideas, concepts, and results 
of researchers from academia and industry to develop a comprehensive understanding 
of the challenges of the advancements of intelligence in computational viewpoints. 
This book will help in strengthening congenial networking between academia and 
industry. We have tried our best to enrich the quality of the ADCIS 2023 through the 
stringent and careful peer-review process. This book presents novel contributions to 
Intelligent Systems and serves as reference material for Data-Driven Computing. 

We have tried our best to enrich the quality of the ADCIS 2023 through a 
stringent and careful peer-review process. ADCIS 2023 received many technical 
contributed articles from distinguished participants from home and abroad. ADCIS 
2023 received 1076 research submissions from 18 different countries, viz., Austria, 
Bangladesh, Fiji, Germany, Greece, Iraq, Italy, Japan, Malaysia, Malta, Morocco, 
Russia, Saudi Arabia, Serbia, UAE, United Kingdom, and Vietnam. After a very 
stringent peer-reviewing process, only 162 high-quality papers were finally accepted 
for the presentation and the final proceedings. 

This book presents the second volume. It includes 40 research papers in data 
science and applications and serves as reference material for advanced research. 

Kolkata, India 
Goa, India 
Mexico City, Mexico 
New Delhi, India 

Swagatam Das 
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Deep Learning Models for Classification 
of Remotely Sensed Data of Sugarcane 

Mansi Kambli and Bhakti Palkar 

Abstract The traditional machine learning algorithms are giving way to approaches 
for deep learning in computer vision, which refers to a computer’s capacity to infer 
meaning from digital images and videos. Sugarcane categorization is important for 
agricultural management and monitoring. Traditional crop categorization methods 
based on manual inspection or restricted ground-based data gathering are time-
consuming and frequently inaccurate. As a result, an automated and efficient strategy 
is suggested that requires the use of remote sensing data and the capabilities of deep 
learning algorithms. A dataset made from multispectral Sentinel imagery is used for 
the classification of sugarcane. This approach seeks to separate sugarcane-growing 
regions from other regions in Sentinel-2 images using VGG19, MobileNetV2, and 
CNN as feature extractors. These findings illustrate the feature extraction utilizing 
deep learning models with an SVM classifier for sugarcane. By considering vari-
ables such as distinct spectral bands, temporal fluctuations, and potential difficulties 
in separating sugarcane from other land cover types, the objective is to construct 
and check working of deep learning models for categorizing sugarcane locations 
using Sentinel-2 data. The sugarcane classification can further be used to find dense 
and sparse vegetation after the classification is done with deep learning models. The 
outcomes of this study will help to improve sugarcane categorization techniques 
and will help farmers, researchers, and agricultural stakeholders make better crop 
management, yield estimation, and resource optimization decisions in sugarcane 
farming. 
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1 Introduction 

Agriculture is main sector that needs to be looked into for the growth of mankind. 
Sugarcane is a crop that can be used for bioconversion energy and is the second 
largest crop in India. Sugarcane classification helps in monitoring crop health and 
warns farmers well before time. It is also useful for sugarcane producers to monitor 
the cane for sale. Also, the sugar industry can benefit from sugarcane. Ethanol and 
refined sugar are some sugarcane products that are in great demand. The remote 
sensing data have spectral, temporal, and spatial resolutions. This is the benefit of 
using it for agriculture. The traditional structured data, such as images of cats and 
dogs, require human labeling so that the algorithm can learn to recognize these species 
based on their unique visual characteristics. Machine learning’s branch known as 
deep learning employs multilayered neural network techniques. The input data is 
processed through the network layers, with each layer establishing a different set 
of features and patterns. If you wish to train a model in deep learning to recognize 
particular attributes such as buildings and roads by feeding it photographs of those 
features, the model will eventually be able to recognize them by processing the 
images through its many layers of neural connections. The CaneSat dataset is publicly 
available at [21] and it contains georeferenced tiff images of sugarcane crop and 
nonsugarcane. Additionally, some jpeg images may be employed with deep learning 
models for geographical analysis. CNN, VGG19, and MobileNetV2 are used on the 
CaneSat dataset and their evaluation metrics are compared. 

2 Literature Survey 

An innovative deep learning framework approach to the detection of disease is 
presented in this research of sugarcane plants by analyzing their leaves, stems, and 
colors. Inception v3, VGG 16, and VGG 19 three popular feature extractors are 
compared and these relevant models are used to train various classifiers [2]. The 
major strategy used in this study was to create a sugarcane classification model using 
RS time series and CaneSat dataset is used for the work [3]. It is observed that 
when new deep learning methods are applied consistently, they outperform classical 
machine learning across most tasks. The Long Short-Term Memory (LSTM) Recur-
rent Neural Networks did not regularly beat Random Forests (RFs) and recent deep 
learning techniques routinely outperformed conventional machine learning tech-
niques in yield prediction [4]. The deep reinforcement algorithms were used for crop 
yield optimization which demonstrated a basic plant simulation model accessible 
through the OpenAI Gym interface and used a state-of-the-art RL algorithm to teach 
a robot how to maximize harvests [5]. The discussion of deep learning techniques 
applied to diverse agricultural issues and the current state, benefits, drawbacks, and 
future possibilities of deep learning in agriculture are explored in this work [1]. A 
deep learning framework used convolutional neural networks for autonomous palm
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tree counting. The six new convolutional neural networks’ models named Faster 
R-CNN, YOLOv3, YOLOv4, and Efficient Net were employed to recognize palm 
trees and other types of trees [6]. The author explains how deep learning was used 
to analyze data from remote sensors, processing, analysis, and overcoming technical 
hurdles [7]. The neural network type employed for this study is the feed-forward 
back-propagation multi-layer perceptron (MLP) in remote sensing and also consid-
eration is applied for fuzzy categorization and multi-source data [8]. The work is 
shown on two datasets SAT 4 and SAT 6 and classification accuracy is compared 
based on the models applied [9]. 

This study compares and evaluates the abilities of the Sentinel-2 (S2) satellite and 
the Dove nanosatellite constellation, or PlanetScope (PS) data, to locate and map 
Striga (Striga hermonthica) vegetation in intercropped maize fields [10]. The applica-
tions for object identification, picture classification, and automated object clustering 
are used to demonstrate how to use ImageNet [11]. In this work explored the tech-
nologies like Distributed ledger technology, AI, ML for purpose of data security and 
automation [12]. The studies demonstrate CNNs as deep learning techniques to be 
particularly useful at representing spatial patterns and thereby extracting a rich set of 
vegetation properties from remotely sensed images. This summary explains convo-
lutional neural networks and why they work well for vegetative remote sensing [13]. 
The study was to make sugarcane field map using Sentinel imagery data [14]. The 
aim was achieved in two steps by detecting sugarcane fields across temporal optical 
and microwave data using Random Forest and SVM classifiers [15]. The govern-
ment may plan for an ongoing food supply by using the recommended technology 
to identify crop types for small farms [16]. The technique classified the different 
types of sugarcane by employing a dense neural network with multiples of four 
neurons in each layer and numerous hidden layers, with the number of hidden layers 
being determined using the greedy layer-wise method [17]. The study to locate the 
maize fields using multispectral imaging data from Sentinel and Landsat imagery is 
discussed [18]. The importance of machine learning combined with remote sensing 
technology in identifying sugarcane crops is discussed in this study [19]. In order to 
forecast sugarcane leaf nitrogen, this study used Sentinel-2 spectral bands, Random 
Forest (RF), and support vector regression (SVR) models [20]. 

3 Methodology 

CaneSat dataset [21] contains images of sugarcane crop and non-sugarcane which 
are created from Sentinel2 imagery data. The tiff as well as jpg in RGB colon bands 
is there in the dataset. The work is carried on jpg images of nonsugarcane and 
sugarcane crop. Out of 1627 images, 870 are sugarcane images and 757 are non-
sugarcane images. The data is split into 70:30 ratios for training and testing; thus, 
there are 1138 train data and 489 test data as shown in Table 1.
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Table 1 Dataset statistics 
[21] Class Training dataset Testing dataset Total 

Sugarcane 620 250 870 

Non-sugarcane 518 239 757 

Total 1138 489 1627 

Data Augmentation 

It involves creating modified datasets using existing data, adjusting or generating new 
data points using deep learning. In this work, the data is augmented in the following 
forms: 

(a) Normalization (rescale pixel values of 255): To setting pixel values to [0, 1] by 
normalizing the values of the image. 

(b) Image rotation: The rotation range is kept 10 for the image. 
(c) Shift in width: To randomly move the picture horizontally by up to 10% of the 

width. 
(d) Shift in height: To randomly move the picture vertically by up to 10% of the 

height. 
(e) Image zoom (zoom_range = 0.1): To randomly zoom the picture up to 10%. 
(f) Horizontal flipping: To flip image in horizontal manner. 
(g) Vertical flipping: To flip image in vertical manner. 

Accuracy 

Deep learning and machine learning models frequently employ accuracy as a statistic 
to assess the efficiency of a categorization operation. Mathematically, the accuracy 
can be calculated using the formula as shown in (1). 

Accuracy = 
TrueNegtive + TruePositive 

TruePositive + FalsePositive + TrueNegative + FalseNegative 
(1) 

Precision 

A binary classification model’s performance is measured by a statistic called preci-
sion. It is a measurement of the proportion of real positive cases (TP + FP) among all 
anticipated positive examples. In other words, it evaluates how well the model can 
accurately identify positive instances while reducing false positives. Mathematically, 
precision is defined as shown in (2). 

Precision = TP 

TP + FP (2)
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Recall 

Recall measures the proportion of true positives (TP) among positive and negative 
instances, demonstrating the model’s capacity to recognize positive examples while 
reducing false negatives, and uses this information to assess the effectiveness of 
binary classification models as shown in (3). 

Recall = TP 

TP + FN (3) 

3.1 Convolutional Neural Network (CNN) 

The convolutional neural network (CNN) model is trained using CaneSat dataset as 
shown in Fig.  1. As input, Sentinel-2 imagery is used, which is represented as feature 
vectors. To extract information from the input, each convolutional layer employs a 3× 
3 kernel and a certain number of filters (3, 6, and 9). Each convolutional layer’s output 
feature maps have the same size as the input, maintaining the original information of 
the picture patches. To down sample the feature maps, a layer with a 2 × 2 filter size 
is implemented after the third convolutional layer. In order to introduce nonlinearity 
into the network, Rectified Linear Unit (ReLU) is used in the convolutional layers. 
To calculate the difference between predicted and actual outputs, the model employs 
category cross entropy as the loss function. After the fully connected layer, dropout 
regularization with a probability of 0.25 is applied to prevent over fitting. A softmax 
layer follows the fully connected layer, transforming the output of the network into 
a probability distribution with two classes. 

Fig. 1 CNN model architecture [3]
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3.2 MobileNetV2 

MobileNetV2 uses convolutional layer, 3 × 3 kernels, and two strides for spatial 
input constraints. The model uses an “Inverted Residual Block” to achieve a compro-
mise between accuracy and effectiveness. This block consists of a depth-wise sepa-
rable convolution, expansion layer, and projection layer. The middle flow consists 
of successive stacks of repeating inverted residual blocks, allowing the network to 
learn more expressive representations. The final layers sharpen the characteristics 
further, with a batch normalization step, ReLU activation function, and 1 × 1 convo-
lutional layers. The final feature map is spatially compressed, pooled, and classified 
using a global average pooling layer. As a feature extractor, MobileNetV2 model is 
used, with the depth-wise and point-wise convolutions’ weights frozen. The output of 
MobileNetV2’s final convolutional layer is used as the input for other layers (such as 
fully connected layers) that are added for task-specific categorization or fine-tuning. 

By employing MobileNetV2 as shown in Fig. 2 as a feature extractor, it is possible 
to take use of the high-level features that the model has learnt on a big dataset (like 
ImageNet) and use them in other image-related tasks with constrained computing 
resources. ML classifier used is SVM, whereas other classifiers can also be used for 
better accuracy. 

Fig. 2 MobileNetV2 as FE architecture [20]
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3.3 Visual Geometry Group (VGG19) 

VGG19 architecture was proposed by Oxford University for deep CNN model. It 
has convolutional, pooling, and completely connected layers and so its named as 
VGG19. The VGG19 architecture is described in great depth below. 

The VGG19 network’s input layer can take an image of any size as shown in 
Fig. 6. The standard input size is 224 by 224 pixels. As for the VGG19 network’s 
convolutional layers, they are labeled “Conv1” through “Conv16” and total 16. These 
layers extract features by convoluting the input images with a series of trainable filters 
for feature extraction. The convolutional layers undergo nonlinear activation with 
ReLU function. The convolutional layers followed by max pooling layers, sampling 
feature map the spatial dimensions. The VGG19 network employs max pooling 
with a stride of 2 and a 2 × 2 filter. Three 4096-unit levels (labeled “FC1”, “FC2”, 
and “FC3”) are fully connected in the VGG19 design. All of the neurons in one 
layer are linked to those in the next layer via these interconnecting layers. The final 
categorization is carried out by the fully connected layers, which also collect the 
higher-level features. VGG19 network’s softmax layer converts output to probability 
distribution across classes. Each class label is given a probability that represents how 
likely it is that the input fits into that category. The VGG19 network is depicted in 
Fig. 3 with explanation of the layers in the network. The VGG19 framework is often 
praised for its clarity and consistency. The network may learn complex hierarchical 
features since the convolutional layer’s model with 3 × 3 filters are employed in the 
network. VGG19 as fine extractor (FE) architecture is shown in Fig. 3.When utilizing 
VGG19 as a feature extractor, only the fully connected layers are updated and trained 
on the new dataset, leaving the pre-trained weights learnt on sizable datasets (like 
ImageNet) fixed. With this method, information gained from a big, diverse dataset 
may be used to a smaller, less training dataset.

4 Results 

Figure 4 shows the confusion matrix, a 2 × 2 matrix that summarizes the actual and 
predicted class labels for a set of examples where value 1 is sugarcane and value 
0 is non-sugarcane. For class = sugarcane, true positive (TP) is 210, whereas false 
positive (FP) is 68. False negative (FN) is 160 and true negative (TN) is 43.

Figures 5 and 6 show the accuracy graph and loss graph for 100 epochs. The 
training accuracy is 83% and validation accuracy is 77%.

Training_Accuracy: 0.8330404162406921 

Val_Accuracy: 0.7730061411857605 

Precision: 0.7580071174377224 

Recall: 0.83203125.
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Fig. 3 VGG19 as FE architecture [22]

Fig. 4 CNN model 
confusion matrix
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Fig. 5 CNN accuracy graph 

Fig. 6 CNN loss graph for 
model

Model Accuracy and Loss for MobileNetV2 

Fine-tuned: The model accuracy graph values for training accuracy of 70% and loss 
accuracy of 56% are obtained as shown in Figs. 7 and 8, respectively. As shown in 
Fig. 9, the true positive values are 180 samples and true negative are 56, whereas 
false negative are 79 and false positive are 170 samples. In Fig. 10, true positive are 
210 and true negative are 80, whereas false positive are 150 and false negative are 
39. The accuracy and precision are better as compared to fine-tuned model.

Training accuracy: 0.7085514664649963 

Validation accuracy: 0.7657840847969055 

Training loss: 0.5642507672309875
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Fig. 7 Accuracy graph 

Fig. 8 Loss graph

Validation loss: 0.46231648325920105 

Precision score: 0.4660692294848683 

Recall score: 0.4847250509164969 

MobileNetV2 as FE 

Accuracy: 0.7225 

Precision: 0.732797783933518 

Recall: 0.8450492023715415
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Fig. 9 MobileNetV2 
fine-tuned CM 

Fig. 10 MobileNetV2 FE 
confusion matrix

Model Accuracy and Loss for VGG19 

VGG19 Fine-Tuned Model 

The accuracy obtained for training is 75% for VGG19 and validation accuracy is 
71% as shown in Fig. 11, and training loss is 47%, whereas validation loss is 50% 
as shown in Fig. 12.

Training accuracy VGG19: 0.7469459176063538 

Validation accuracy VGG19: 0.7087576389312744 

Training loss VGG19: 0.4711935818195343
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Fig. 11 VGG19 accuracy 
graph 

Fig. 12 VGG19 loss graph

Validation loss VGG19: 0.4995840787887573. 

VGG19 Fine-Tuned Model Precision and Recall 

Precision score: 0.518131123729308 

Recall score: 0.5193482688391039. 

Confusion Matrix 

As shown in Fig. 13, the true positive samples are 150 and true negative are 110, 
whereas false positive are 120 and false negative are 110. As shown in Fig. 14, true  
positive are 220 and true negative are 140, whereas false positive are 77 and false 
negative are 16.
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Fig. 13 VGG19 fine-tuned 
model CM 

Fig. 14 VGG19 as FE 
confusion matrix 

VGG19 as FE Model Performance Measure 

Accuracy: 0.7924107142857143 

Precision: 0.7363013698630136 

Recall: 0.9307359307359307. 
Table 2 compares the deep learning models that were used to categorize sugarcane 

and non-sugarcane. SVM and RF are the classifiers used for evaluation in terms of 
accuracy, precision, and recall. VGG19 evaluates deep learning models’ accuracy, 
precision, and recall in Sentinel-2 dataset for sugarcane classification effectiveness.
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Table 2 Deep learning model evaluation table 

Models Accuracy Precision Recall Accuracy as 
FE 

Precision as 
FE 

Recall as FE 

SVM RF SVM RF SVM RF 

CNN 83.30 75.80 83.20 – – – 

MobileNetV2 70.85 46.6% 48.47 72.25 71.95 73.27 72.61 84.58 79.37 

VGG19 74.69 51.81 51.93 79.24 77.50 73.63 75.34 93.07 85.93 

5 Conclusion 

According to the findings, the CNN model with network layers achieves an accuracy 
of 83.40%. Despite the challenges posed by a limited sugarcane sample size, the 
average overall accuracy of VGG19 as feature extractor is 79.24% and MobileNetV2 
is 72.25%. MobileNetV2 (70.85 and 72.25%) is marginally less competent than every 
other model. Overall VGG19 model as feature extractor (FE) gives better result than 
that of CNN and MobileNetV2 model as there is difference in its precision and 
recall when compared with other model’s precision and recall. The future scope can 
be increased dataset of sugarcane or hyperspectral imagery dataset to increase the 
accuracy when used with deep learning models. Further, the classified sugarcane 
crop can be used for dense and sparse vegetation analysis or variety of sugarcane can 
be found from it. 
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Detection and Analysis of Wormhole 
Attacks in the AODV Routing Protocol 
with IEEE 802.11p for the Internet 
of Vehicles 

Tanuj Meshram and Mou Dasgupta 

Abstract The Internet of Vehicles (IoV) is a network of vehicles that consists of 
vehicles, sensors, and technologies that allow communication between them. Its 
primary purpose is to enable vehicles to connect and share information via the 
Internet. The connectivity between all these entities is the most important. So, routing 
becomes the most crucial thing in IoV to establish connections. AODV is an essen-
tial protocol for efficiently connecting vehicles and other environments. In vehicular 
networks, the wormhole is a routing attack that severely threatens communication and 
data security. The objective of our research is to compare the performance analysis for 
metrics like Packet Delivery Ratio (PDR), End-to-End Delay (EED), and Throughput 
during wormhole attacks with those during normal operations. The study looks at how 
wormhole attacks affect the Ad hoc On-Demand Distance Vector (AODV) routing 
protocol. We have used NS 2.35 for simulation and getting results. We have also 
done statistical testing with one-way Analysis of Variance (ANOVA) to determine 
the significance of the difference. The study employs the IEEE 802.11p standard 
and aims to find evidence of the existence of wormhole attacks through statistical 
testing. The detection of wormhole attacks on IoV performance is explored through 
simulation results and statistical analysis. 

Keywords IoV ·Wormhole · AONVA · IEEE 802.11p and NS2.35 

1 Introduction 

The advent of Vehicular ad hoc Networks (VANETs) has brought about a significant 
transformation in the vehicle industry, leading to the emergence of the Internet of 
Vehicles (IoV). Because vehicles are interconnected and share data, the resulting 
VANET is a vital component of the IoV and ultimately improves road safety. The 
concept of IoV is based on the foundation of VANET, a branch of the Internet of
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Things. It has become a crucial enabling technology to bring about autonomous and 
intelligent transportation scenarios in smart cities. IoV is made up of a plethora of 
vehicles, things, and networks, and it is highly controllable, operational, and credible. 
The fundamental IoV architecture is illustrated in Fig. 1 and described [1]. This 
architecture’s essential and indispensable feature is the connectivity among all the 
entities. Hence, routing becomes the primary need for establishing a connection in 
IoV. AODV is essential for establishing efficient relationships between vehicles and 
other components [2]. AODV is a protocol for reactive routing. Every node has its 
routing table, including information about its connections. There are two phases of the 
AODV mechanism: the first is route discovery, and the second is route maintenance. 
This mechanism makes it simpler for every node to send a packet to its intended 
destination [3]. Despite this, VANETs have disadvantages, including unpredictable 
vehicle movement, changeable network topology, a limited communication range, 
and many routing vulnerabilities that pose significant routing threats [4]. 

Wormhole attacks are one of the most severe and evident threats to VANET 
security. They reduce the network’s dependability and make it more difficult for the 
AODV routing protocol to perform other security-related tasks [5]. In a wormhole 
attack, a malicious vehicle node creates a high-speed virtual tunnel between two peer 
nodes and forwards packets through this tunnel to alter the network [6]. This attack 
can alter communication patterns, disrupt routing protocol activity, and manipulate 
potentially sensitive data [7]. This characteristic renders it well-suited for examining 
the wormhole attack within the AODV routing protocol, identifying its origins to 
enhance network security, and establishing trust among nodes to ease the exchange 
of data in the IoV.

Fig. 1 Fundamental IoV 
architecture 
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Fig. 2 Wormhole attacks in IoV architecture 

1.1 Wormhole Attack in IoV 

The wormhole attack tends to be the most dangerous in IoV. When one malicious node 
intercepts data, it is forwarded to another malicious node somewhere in the network. 
A wormhole attack could result in unauthorized access, the disruption of routing 
systems, the launching of denial-of-service attacks, and other similar operations [8]. 
There is a connection between the two malicious nodes used in this attack. The first 
malicious node collects the data packets and transfers them to a second malicious 
node, which then distributes them within its immediate vicinity [9]. The wireless 
nature of the network makes it feasible for malicious nodes to establish a wormhole. 
The packets pass through a wormhole tunnel to the cooperating node at the opposite 
end of the wormhole. 

In contrast to the other nodes, the wormhole grants the attacker command authority 
[10]. A malicious node launches a two-phase wormhole attack. The two malicious 
tunnels that end in the initial phase may pass routing traffic to attract routes. Wormhole 
nodes might use data in the second phase. Forwarding all packets through a wormhole 
tunnel may be helpful for other nodes, but it will deliberately attack nodes to disrupt 
routing protocols. They may disrupt data flow by intentionally dropping, altering 
packets, and often shutting off the wormhole link [11]. An example of a wormhole 
attack in IoV architecture is shown in Fig. 2.
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1.2 Contributions 

This paper presents the following contributions.

● Our research aims to detect the wormhole and establish evidence of its presence 
in the AODV routing protocol within the framework of the IoV, using the special-
ized IEEE 802.11p standard. For analysis, we have used the simulation NS 2.35 
to evaluate the real-world performance of AODV employing SUMO mobility-
generated traffic under attacks and compare it with its performance under normal 
conditions.

● We then ran an in-depth analysis of the performance factors, looking particularly 
at the PDR, EED, and Throughput, and conducted ANOVA tests to establish 
statistical significance. This study expands our understanding of IoV security 
vulnerabilities and highlights the crucial need to resolve these issues for a reliable 
and secure Internet of Vehicles. 

1.3 Organization 

The remaining sections of this work are structured as follows. In Sect. 2, we take  
a brief look at some of the research done against wormhole attacks. In Sect. 3, 
we examine the performance metric, concisely summarize the detection results 
against the wormhole, explore the possible consequences of these results, and analyze 
the one-way ANOVA and performance analysis of the ns2 simulation results. The 
concluding section offers a conclusion. 

2 Related Works 

This section examines the existing research carried out on the detection of wormhole 
attacks in the VANET. The taxonomy for identifying wormhole attacks is illustrated 
in Fig. 3. In this paper, Amish and Vaghela [9] presented research which thoroughly 
examines established methodologies for identifying wormhole attacks in Wireless 
Sensor Networks (WSNs) and introduces a novel strategy for their detection and 
mitigation. The utilization of the Ad hoc On-Demand Multi-path Distance Vector 
(AOMDV) routing protocol was employed by this technique, wherein the Round 
Trip Time (RTT) mechanism serves as a fundamental component. The suggested 
methodology’s efficacy surpasses other methods documented in existing literature. 
All simulations were conducted using the NS2 simulator. In this paper, Qian et al. 
[12] proposed that the identification of attacks can be accomplished through the 
utilization of a direct and uncomplicated method that relies on statistical analysis 
of multi-path (SAM). In contrast to previous methodologies, such as packet leash, 
the proposed approach does not necessitate supplementary infrastructure such as
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Fig. 3 Taxonomy for detecting wormhole attacks 

time synchronization or GPS. Furthermore, SAM has the potential to function as 
a component within local detection agents in an Intrusion Detection System (IDS) 
designed specifically for wireless ad hoc networks. 

In this paper, Tiwari et al [8]. demonstrated how wormhole impacts AODV routing 
protocol and the influence of wormhole attacks on PDR, EED, and Throughput was 
analyzed. A proposed approach was introduced to identify and mitigate wormhole 
attacks in VANET by utilizing the multi-path idea. This method was designed to 
operate over a real map with dynamic vehicle densities. The purpose of their inves-
tigation is to make the VANET more secure. In this paper, Tian et al. [13] presented 
an innovative approach new statistical analysis to identify instances of wormhole 
attacks. The proposed approach involves utilizing a sensor to identify fake neighbors 
that are introduced by wormholes during the neighbor discovery process. Subse-
quently, a method based on k-means clustering is employed to identify and mitigate 
wormhole attacks. Using this method, it is possible to detect wormholes based solely 
on neighbor information without any additional requirements. The performance of 
this strategy was evaluated through a series of experiments, which yielded results 
indicating its ability to provide desirable outputs. In this paper, Khalil et al. [14] 
introduced a lightweight defense against wormhole attacks that exploit the ability to 
eavesdrop on nearby communications for multi-hop wireless networks with limited 
resources. With this technique, the wormhole can be located, and then the malicious 
nodes can be taken away. The simulation findings demonstrate that, across various 
conditions, every wormhole is quickly recognized and isolated. In this paper, Obado 
et al. [15] used Hidden Markov Model (HMM) and Viterbi algorithm which were 
utilized to detect wormhole assaults by determining the hidden state transitions with 
the highest estimated probabilities. The determination of the distance between a 
source node and a destination node is achieved by identifying the shortest path that 
exhibits the minimum number of hops. The Viterbi method utilizes a given obser-
vation sequence to determine the states that correspond to the shortest pathways,
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hence identifying viable wormhole channels based on their minimal overall cost. In 
this paper, Ali et al. [16] have used machine learning techniques to detect wormhole 
attacks in multi-hop VANET communication. The flow monitor-generated statis-
tics were collected using the AODV routing protocol on the NS3 simulator, and 
the SUMO simulator generated the overall mobility traces to simulate the worm-
hole attack. The collected data is preprocessed, and then KNN and Random Forest 
algorithms are applied to this data to generate a model capable of learning worm-
hole attacks. With the proposed detection and prevention technique and ML-based 
approach, VANET can be immune to wormhole attacks. 

3 Wormhole Attack Detection and Analysis 

Our goal is to compare the result-based performance analysis during wormhole 
attacks to that during normal operation. Subsequently, we generate mobility using 
Sumo and look into the consequences of wormhole attacks on the AODV routing 
protocol. Table 1 displays the simulation parameter. One of the most widely used 
open-source simulation tools is NS 2.35, which we have successfully employed. In 
our research, we used the performance metrics of PDR, EED, and Throughput. We 
also used one-way ANOVA statistical testing to test the significance of the variation 
in performance metrics. Simulation findings and statistical analysis are employed to 
identify wormhole attacks on the performance of the IoV. The 50 nodes are depicted 
in Fig. 5, with Nodes 8, 14, 16, and 18 serving as sources and Nodes 3, 9, 10, and 
11 serving as destinations. 

Table 1 Simulation 
parameter Parameter Value 

Max. floor size 2345 × 1423 m2 

Network/traffic simulator NS-2.35/SUMO-0.32.0 

Node density 20, 25, 30, 35, 40, 45, 50 

Stop time 35–70 s 

Transport protocol/type of traffic UDP/constant bit rate 

Propagation delay Constant speed 

Detection of attacks Wormhole attack 

MAC layer Mac/802_11 Mac/802_11Ext 

Tunnel length 2 node 

Packet size 512 B
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3.1 Attack Model and Assumption 

The final wormhole simulation is shown in Fig. 4, using the agent vehicle, i.e., the 
source node, performing the role of a wormhole node. 

Let us assume there are no wormholes in the network. We assume that if a single 
node sends data in a specific direction, the packet has not been altered, dropped, or 
forwarded between the two good neighbors for any reason other than a wormhole 
attack. We assume the packet has been forwarded between the two good neighbors 
only because of a wormhole attack. Let us assume that the adversary pair of wormhole 
nodes is <16, 14> and <18, 8>. In this study, we demonstrate the efficacy of our 
proposed methodology in effectively identifying and detecting the occurrence of 
wormhole assaults. As a consequence of the wormhole attack, when node <16, 18>

Fig. 4 Simulation of 50 nodes under wormhole attack 

Fig. 5 PDR_comparison 
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transmits a data packet to node <14, 8>, PDR and Throughput will increase, and EED 
will decrease. Without the wormhole attack, PDR and Throughput would decrease, 
and EED would increase. 

3.2 Metrics for Performance 

A. Packet Delivery Ratio (PDR): It is the metric used to measure the possibility that 
a given destination node will receive all of the packets sent to it. 

PDR =
∑a=n 

a=1 packet(received)
∑a=k 

a=1 packet(sent) 
. (1) 

In this context, n represents the total number of network nodes [17]. 

B. End-to-End Delay (EED): It is a measure of how long it takes for a packet to 
go from its source node to its destination node over a given network. Due to the 
fact that only one synchronous path exists between the sender and the target, this 
measurement is commonly referred as RTT in networking. 

EED =
∑a=n 

a=1(DataA) 

k 
. (2) 

In this context, DataA represents the Ath packet sent from the sending node to the 
receiving node [17]. 

C. Throughput: It provides information regarding the total number of successful 
packets obtained when reaching the destination. 

Throughput = 
p=k∑

p=1 

packet(Destination). (3) 

In this context, packet refers to the successful Ath packet that was received by the 
destination node [17]. 

3.3 Performance Analysis 

IEEE 802.11p is the standard that has been established to create a VANET simulation. 
IEEE has proposed a dedicated short-range communication (DSRC) system that runs 
on the 5.9 GHz band and employs the 802.11p access protocol mechanism [18]. 
Comparison of the PDR in percentage (%) between AODV without an attack and 
AODV with a wormhole attack is shown in Fig. 5. Here is a summary of the findings:
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Fig. 6 EED_comparison 
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The PDR is higher in the presence of a wormhole attack compared to the absence 
of an attack. For node distances between 20 and 50, the PDR without an attack 
varies from 42.42 to 53.14%. When a wormhole is used, the PDR rises from 50.02 to 
59.93% at the same node density. Increases in PDR show that the wormhole attack 
improves the efficiency with which the AODV routing system delivers packets. 

A comparison of the EED in milliseconds (ms) between AODV without an attack 
and AODV with a wormhole attack is shown in Fig. 6. Here is a summary of the 
findings: The average delay for networks with 20–50 nodes is between 0.286 and 
0.398 ms when there is no attack. When a wormhole attack happens, the average delay 
drops to 0.175 and 0.234 ms. The reduction in delay suggests that the wormhole attack 
allows for faster data transmission between distant nodes by establishing a shortcut 
in the network. In general, a wormhole attack results in a notable decrease in EED 
compared to the standard functioning of the Ad hoc On-AODV routing protocol. 

Comparison of the Throughput in Kbps between AODV without an attack and 
AODV with a wormhole attack is shown in Fig. 7. Here is a summary of the findings: 
Figure indicates that AODV with an attack scenario outperforms AODV without an 
attack scenario regarding Throughput for all nodes. This could mean that the attack 
is optimizing the performance of routing protocol, resulting in more efficient data 
transmission and higher Throughput. 

In summary, the presence of a wormhole attack within a network results in a 
notable reduction in the EED and a considerable enhancement in both the Packet 
Delivery Ratio (PDR) and Throughput. Further analysis and investigation are 
required to fully understand the impact and consequences of a wormhole attack on 
the AODV routing protocol and the overall performance of the Internet of Vehicles. 
As a result, the one-way ANOVA test will be used.
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3.4 One-Way ANOVA Test for Detecting Wormhole 

To detect the presence of wormhole attacks, we used statistical measures to analyze 
the variance within the two groups (AODV with an attack and AODV without an 
attack) and to identify the variance between the two groups in terms of varied node 
density (i.e., Nodes 10, 20, 30, 40, and 50). The AONVA test, used for evaluating 
variance analysis, was successfully applied to our research, which employs two 
scenarios. Thus, the degree of freedom is 1, so we conducted the ANOVA test using 
(= 0.05). The following hypothesis is being researched to detect the wormhole attack.

● In this case, null hypothesis (H0) typically states that there is no difference in 
PDR/EED/Throughput scores between the two levels of the independent variable 
(i.e., two groups: AODV with an attack and AODV without an attack).

● Alternative hypothesis (H1) would propose that there is a significant difference in 
PDR/EED/Throughput scores due to the presence of a wormhole attack. 

To assess the null hypothesis, we examine the F-value and the associated SL. The 
F-value is calculated by comparing the between-group variability to the within-group 
variability. In Table 2 SL (< 0.001) indicates the probability of observing the obtained 
F-value by chance alone if the null hypothesis was true. In this study, we examined 
whether wormhole attacks exist and how they affect the AODV routing protocol in 
the context of IoV. Therefore, we reject the null hypothesis and conclude that there 
is a significant difference in PDR scores between the two levels of the independent 
variable. 

In Table 3, the SL is less than 0.001, meaning that the probability is extremely 
low. Therefore, we reject the null hypothesis and conclude that there is a significant 
difference in EED scores between the two levels of the independent variable.

In Table 4, SL is less than 0.001, meaning that the probability is extremely low. 
Therefore, we reject the null hypothesis and conclude that there is a significant differ-
ence in Throughput scores between the two levels of the independent variable. In 
summary, based on the ANOVA results, we have evidence to support the alterna-
tive hypothesis that there is a significant difference in PDR, EED, and Throughput 
between the two levels of the independent variable being studied.

Table 2 PDR ANOVA test for two groups 

PDR 

Sum of squares 
(SoS) 

Degrees of 
freedom (DoF) 

Mean square 
(MS) 

F-value Significance 
level (SL) 

Between 
groups 

419.487 1 419.487 26.023 < 0.001 

Within 
groups 

193.436 12 16.120 

Total 612.924 13 
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Table 3 EED ANOVA test for two groups 

EED 

Sum of squares 
(SoS) 

Degrees of 
freedom (DoF) 

Mean square 
(MS) 

F-value Significance 
level (SL) 

Between 
groups 

0.073 1 0.073 59.658 < 0.001 

Within 
groups 

0.015 12 0.001 

Total 0.088 13

Table 4 Throughput ANOVA test for two groups 

Throughput 

Sum of squares 
(SoS) 

Degrees of 
freedom (DoF) 

Mean square 
(MS) 

F-value Significance 
level (SL) 

Between 
groups 

683,469.098 1 683,469.098 26.563 < 0.001 

Within 
groups 

308,757.069 12 25,729.756 

Total 992,226.167 13 

In conclusion, the research findings provide evidence of the impact of a worm-
hole attack on performance metrics. The statistical analysis and the rejection of 
the null hypothesis indicate a significant difference caused by the wormhole attack, 
highlighting the importance of addressing and mitigating this security threat in the 
Internet of Vehicles. If an attacker was to maintain a wormhole link and never drop 
any packets, the wormhole would serve as an advantage for the network by speeding 
up packet delivery. However, the attacker can deliberately slow the network down by 
dropping packets [11]. In addition, the attacker can cause a denial-of-service (DoS) 
attack by simply turning the wormhole link on and off, which causes route oscillation 
throughout the network [19]. 

4 Conclusion 

In this study, we examined whether wormhole attacks exist and how they affect 
the AODV routing protocol in the context of the IoV. By simulation and statistical 
analysis, wormhole attack has been examined, significantly affecting the performance 
of PDR, EED, and Throughput. Implementing the AODV routing protocol in VANET 
is significantly impacted by wormhole attacks, as the research shows. Analyzing the 
simulation results and applying statistical testing, we observed notable differences in 
PDR, EED, and Throughput scores between scenarios with and without wormhole
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attacks. The rejection of the null hypothesis and the support for the alternative view 
indicate the presence of a substantial difference caused by the wormhole attack. 
Further research and analysis are necessary to fully understand the consequences of 
wormhole attacks on IoV and develop effective countermeasures to mitigate their 
impact. Exploring other performance metrics and evaluating the effectiveness of 
different security mechanisms against wormhole attacks would be valuable areas for 
future research. 
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A Systematic Review of NLP 
Applications in Clinical Healthcare: 
Advancement and Challenges 

Rachit Garg and Anshul Gupta 

Abstract This systematic literature review examines the advancements and chal-
lenges of natural language processing applications in clinical healthcare. Authors 
provide an overview of NLP applications, including clinical text classification, named 
entity recognition, information extraction, clinical dialogue systems, and clinical 
decision support. These applications have improved clinical documentation, patient 
care, and research outcomes. Authors critically evaluate challenges such as data 
privacy, lack of standardized datasets, and domain-specific language models. Ethical 
considerations, interoperability, and potential biases in NLP algorithms are also 
discussed. This review highlights the current state of NLP in clinical healthcare, 
identifies areas for improvement, and suggests future research directions. By synthe-
sizing existing literature, this paper contributes to a deeper understanding of NLP’s 
potential in transforming clinical practice. 

Keywords NLP · Healthcare · Clinical healthcare · Clinical decision support ·
Systematic literature 

1 Introduction 

Natural language processing (NLP) technology has revolutionized logistics [1–3], 
finance, legal, and business, including healthcare. NLP, a branch of AI, studies 
human–computer interaction to help robots understand, produce, and interpret 
human language. NLP has become a powerful tool for data-driven decision-
making, improved patient outcomes, and better healthcare delivery. Natural language 
processing (NLP) use has increased dramatically in the healthcare industry recently.
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The promise benefits and downsides of this innovation have been the subject of 
several studies. Despite the abundance of research in this field, there is a need for a 
thorough synthesis and assessment of the existing literature to give gist of a thorough 
overview of the current trailblazing applications of NLP in the healthcare industry. 

This study objective is to gain a thorough understanding of the present position of 
NLP implementations in the healthcare industry through a methodical examination 
and integration of the existing literature. The present analysis holds the promise of 
augmenting the extant corpus of scholarly literature, in addition to functioning as 
a beneficial tool for scholars, policymakers, and healthcare professionals who aim 
to enhance the utilization of NLP in healthcare settings. Our goal with this system-
atic review is to fill any existing research gaps, highlight the problems and limits of 
present NLP applications, and recommend prospective future research and develop-
ment routes. The fundamental point of this study is to advocate for the utilization 
of evidence-based decision-making in order to improve patient outcomes, therefore 
furthering the utilization of linguistic processing in healthcare sector. 

The following are the research objectives of the paper: 

1. To furnish a comprehensive gist of the utilization of NLP in clinical docu-
mentation, highlighting its role in automating clinical coding, improving data 
extraction, and enhancing the coherence of healthcare information management. 

2. To explore the inherent of NLP in patient engagement and communication, inves-
tigating how NLP techniques can enable conversational agents and chatbots to 
effectively interact with patients, provide personalized health information, and 
support remote monitoring. 

3. To examine the utilization of NLP in clinical research and evidence-based 
medicine, assessing its contribution to systematic reviews, efficient updating of 
literature, eligibility criteria search for clinical trials, and adverse event detection. 

4. To evaluate the shortcomings and opportunities in connection with the imple-
mentation of NLP in healthcare, considering ethical considerations, data privacy, 
interoperability, and scalability. 

5. To provide insights into the future prospects of NLP in healthcare, discussing 
emerging trends, technological advancements, and potential areas of exploration 
for further research and development. 

This review paper’s goals are to improve the knowledge base of healthcare practi-
tioners, academics, and policymakers about NLP, encourage its widespread use, and 
make it easier for them to make well-informed decisions. 

2 Applications of NLP in Healthcare: An Overview 

Natural language processing is a game-changing innovation that has found several 
uses in the healthcare industry and beyond. Clinical documentation benefits greatly 
from the application of NLP since it allows for the exploration of important knowl-
edge from patient records. Furthermore, NLP enables conversational agents and
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chatbots to interpret and reply to patient requests, deliver individualized health infor-
mation, and provide remote monitoring, which all contribute to improved patient 
engagement and communication. When it comes to clinical research and evidence-
based medicine, NLP is crucial because of its ability to facilitate the systematic 
evaluation of literature, the quick updating of systematic reviews, the search for 
competence in medical trials, and the detection of adverse events. Collectively, these 
use cases demonstrate the enormous potential of natural language processing to revo-
lutionize healthcare delivery, improve patient care, and further medical research and 
knowledge. 

2.1 NLP in Clinical Documentation 

The automation of clinical coding, the mining of knowledge from unformatted data, 
the improvement of clinical decision support systems (CDSS), and the facilitation of 
clinical data mining and analysis are all areas in which natural language processing 
hold a vital presence in modernizing clinical documentation. The use of NLP in clin-
ical documentation has the potential to enhance productivity, precision, and health 
outcomes in the medical field. As an added bonus, natural language processing makes 
it possible to mine and analyze massive clinical datasets, which aids in areas like 
comparative effectiveness research, disease surveillance, adverse event identifica-
tion, and prediction modeling. Table 1 shows the application of NLP in clinical 
documentation. 

Table 1 Application of NLP in clinical documentation 

Application Description References 

Automated clinical coding 
and classification 

Automates clinical coding 
tasks by extracting relevant 
clinical concepts from 
unstructured clinical text 

Kaur et al. [4], Jiang et al. [5] 

Extraction of clinical 
information 

Converts unstructured data into 
structured formats, aiding 
clinical decision-making and 
research 

Meystre et al. [6], Rajkomar 
et al. [7] 

Clinical decision support 
systems using NLP 

Enhances CDSS with real-time 
alerting, risk prediction, 
treatment recommendations, 
and drug interaction detection 

Demner et al. [8], Hao et al. [9] 

NLP-based clinical data 
mining and analysis 

Mines large-scale clinical 
datasets for insights, patterns, 
and associations in EHRs and 
other repositories 

Weng et al. [10], Harpaz et al. 
[11]
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Table 2 Application of NLP in patient engagement and communication 

Application Description References 

Self-management Empowering patients to actively participate in their 
healthcare by collecting and sharing their health data, 
leading to improved self-management and 
decision-making 

Demiris et al. 
[12] 

Clinical NLP Advancements in NLP for semantic analysis in patient 
communication 

Velupillai et al. 
[13] 

Automated 
conversational 
agents in healthcare 

Shortcoming and possibilities of using conversational 
agents in healthcare 

Milne et al. [14] 

Conversational 
agents in health 
service 

Use of virtual agents for patient engagement in health 
services 

Laranjo et al. 
[15] 

Diabetes-specific 
health literacy 

Measures the degree of health education specific to 
diabetes in elderly people with pre-diabetes residing in 
rural China 

Hu et al. [16] 

Learning 
patient-specific 
information in 
healthcare 

NLP techniques for extracting patient-specific 
information from multiple sources 

Zeng-Treitler 
et al. [17] 

2.2 NLP for Patient Engagement and Communication 

NLP has exciting potential to improve healthcare communication and patient engage-
ment. Utilizing natural language processing methods, healthcare professionals can 
track and manage their patients’ health, use chatbots and virtual assistants powered 
by NLP to offer individualized care, and increase their patients’ knowledge and 
understanding of their conditions. Patient results, patient-centered treatment, and the 
patient experience could all benefit from these NLP applications. Table 2 shows the 
application of NLP in patient engagement and communication. 

2.3 NLP for Clinical Research and Evidence-Based Medicine 

The fields of clinical research and evidence-based medicine can both benefit signif-
icantly from the applications that NLP has to offer. NLP has the ability to automate 
procedures such as literature review and evidence synthesis, as well as improve clin-
ical trial recruitment and eligibility screening, facilitate automated adverse event 
detection, and increase pharmacovigilance and drug safety monitoring activities. 
These applications of natural language processing help to clinical research tech-
niques that are more evidence-based and efficient. Table 3 shows NLP in clinical 
research and medicine.
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Table 3 NLP in clinical research and medicine 

Application Description References 

Efficient updating of 
systematic reviews in genetics 

Modernizing systematic review 
pipelines through data mining 

Wallace et al. [18] 

Topic extraction and 
categorization 

Extracts key topics and categorizes 
feedback based on common themes 

Khanbhai et al. [19] 

OHDSI for observational 
research 

Opportunities for observational 
researchers through OHDSI 

Hripcsak et al. [20] 

NLP for competent criteria 
search in medical trials 

Using NLP to enable eligibility 
criteria search in oncology trials 

Zhang et al. [21] 

Ontology-based representation 
of adverse events 

Ontology-based representation of 
adverse events in pharmacovigilance 

Yu et al. [22] 

NLP methods for identifying 
adverse drug reactions 

Literature review and comparison of 
NLP methods for ADR detection 

Zhang et al. [23] 

NLP in pharmacovigilance Review of NLP applications in 
pharmacovigilance 

Luo et al. [24] 

Adverse drug reaction 
investigation from EHR 

Utilizing hierarchical attention 
networks for ADR detection 

Chu et al. [25] 

3 Search Criteria, Inclusion/Exclusion Criteria, 
and Research Questions 

For the purpose of pertaining that relevant researches are considered and that a 
synthesis of the findings is performed, this review will adhere to a methodology 
that is both organized and exhaustive. The authors have carried out a systematic 
literature search across multiple electronic databases, including PubMed, Scopus, 
ACM, and IEEE Xplore, using relevant keywords related to NLP, healthcare, and 
related terminologies. Figure 1 depicts the criteria for research papers inclusion and 
exclusion in filtering it.

To assure the worth and significance of the included papers, authors have applied 
specific criteria for considering and excluding. Only papers that focus on the applica-
tion of NLP in healthcare, written in English, and peer-reviewed will be considered 
for inclusion. Authors have included various study designs, including laboratory 
research, large-scale observational studies, case reports, and systematic reviews. 
Research that primarily focus on non-healthcare applications of NLP or do not 
provide sufficient details on the NLP techniques employed will be excluded. This 
review ought to answer given questions of research (RQ). 

RQ1: What are the present trailblazing NLP techniques and applications in the 
healthcare domain? 
RQ2: What are the benefits and challenges of integrating NLP into clinical 
decision support systems? 
RQ3: What are the key considerations regarding privacy, security, and regulatory 
compliance when implementing NLP in healthcare settings?
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Fig. 1 Inclusion and exclusion criteria

4 NLP in Healthcare: Current Scenario 

In this section, authors addressed the research questions to facilitate an extensive 
understanding of the applications of NLP in healthcare. By exploring each of the 
research questions, author aim to delve deeper into the specific ways in which NLP 
is transforming healthcare.
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4.1 NLP Techniques and Applications in Healthcare (RQ1) 

Using natural language processing (NLP) approaches, Caccamisi et al. [26] 
performed a thorough research on the topic of determining smoking status from 
electronic health records (EHRs). This paper has shown how linguistic processing 
may be used to automatically find smoking-related information from unstructured 
clinical writing, which can then be used for population-level analysis and clinical 
decision support. 

The utilization of machine learning in medicine, including processing natural 
language, was recently reviewed extensively by Rajkomar et al. [27]. They stressed 
the importance of natural language processing in identifying cohorts, detecting 
adverse events, and predicting outcomes from clinical narratives and electronic health 
records. 

Researchers and clinicians can both benefit from mining EHRs, as was stated by 
Jensen et al. [28]. They highlighted the significance of processing linguistic data in 
converting unstructured EHR data into structured information, which in turn aids 
data analysis and supports clinical decision-making. The potential of clinical NLP 
to enhance healthcare service and research was emphasized in a call for a compre-
hensive evaluation by Kreimeyer et al. [29]. Named entity recognition, relationship 
extraction, and information retrieval were among the many NLP techniques they 
covered. The effectiveness of automated de-identification of clinical note and their 
effect on information mining were assessed by Deleger et al. [30]. Their research 
proved the viability and efficacy of NLP-based de-identification methods, which are 
essential for maintaining patient privacy while allowing for the subsidiary use of 
medical data. A thorough analysis of deep learning in healthcare was presented by 
Miotto et al. [31]. They talked on the potential of deep learning models for NLP tasks 
in healthcare, such as classification of clinical document, recognizing named entity, 
and relation extraction. These models include Recurrent Neural Networks and CNN. 

To autonomously identify clinically meaningful cancer characteristics from the 
reports of radiology department, Savova et al. [32, 33] presented a natural language 
processing approach. Their results proved the utility of natural language processing 
in extracting specific data from reports of radiology for use in cancer research and 
clinical decisiveness. The medical industry has benefited greatly from the advanced 
innovations in NLP techniques. The specialized method for healthcare text analysis 
is highlighted by the introduction of ClinicalBERT by Hao et al. [9], a pre-trained 
language model developed exclusively for clinical notes. Remmer et al. [34] offer  a  
new method that integrates NLP techniques in healthcare classification problems by 
proposing clinical and linguistic embeddings for multi-label classification of medical 
discharge summaries. In addition, Le et al. [35] offer a thorough analysis of NLP’s 
uses in mental health, illuminating the wide variety of applications and prospective 
benefits in this field. 

The reviewed papers presented cutting-edge examples of NLP applications and 
methods in the medical field. Among these are the following: de-identification of clin-
ical notes; use of deep learning in healthcare; identification of research hypotheses;
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Table 4 Current scenario of NLP in healthcare 

References Techniques/methods Applications/findings 

Caccamisi et al. [26] Processing linguistics data using 
NLP 

Systematic review of smoking 
status 

Rajkomar et al. [27] Machine learning Overview of machine learning in 
medicine 

Jensen et al. [28] EHR mining Improved research and clinical 
healthcare 

Kreimeyer et al. [29] Information extraction, named 
entity recognition, text 
classification 

Capturing and standardizing 
unstructured clinical information 
using NLP systems 

Deleger et al. [30] De-identification of clinical note Impact on information extraction 

Miotto et al. [31] Deep learning Review, opportunities, and 
challenges 

Savova et al. [32, 33] DeepPhe, NLP Extraction of cancer phenotypes 

Hao et al. [9] Enriching pre-trained language 
models with clinical notes 

ClinicalBERT for clinical language 
modeling 

Remmer et al. [34] Clinical and linguistic 
embeddings 

Multi-label classification of 
discharge summaries 

Le et al. [35] Natural language processing 
(NLP) 

Applications in mental health 

extraction of cancer phenotypes; representation of medical concepts, and detection of 
medication errors from electronic health records (EHRs). These developments allow 
for more effective and precise analysis of clinical text data, which in turn improves 
healthcare service, research, and patient safety. Present NLP approaches encom-
passes clinical coding and extracted data from unstructured and enhance decision-
making Table 4 shows the finding of related studies where NLP has been applied in 
healthcare. 

4.2 Benefits and Challenges of Integrating NLP into Clinical 
Decision Support Systems (RQ2) 

There are several upsides and caveats to incorporating NLP into CDSS, but the 
benefits far outweigh the difficulties. The publications that were reviewed clarified 
these points. The MIMIC-III critical care database was introduced by Johnson et al. 
[36], who showed how NLP may be used to mine useful data from clinical notes 
that is unstructured in nature. Clinicians can access and use a tremendous amount 
of clinical data by incorporating NLP into CDSS, which enhances decision-making 
and patient care. The identification of adverse medication events from healthcare 
news stories exemplifies how natural language processing (NLP) can aid CDSS 
in monitoring and detecting undesirable events, opening the door to preventative
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steps, and safeguarding patients. Hou et al. [37] gave an analysis of processing the 
language in healthcare, focusing on its historical, contemporary, and prospective 
uses. They talked about how NLP can improve CDSS by boosting decision support 
and advancing personalized medicine through better information extraction from 
clinical writing. The potential of NLP to transform unstructured clinical text into 
well-structured data was highlighted in an introduction to NLP provided by Nadkarni 
et al. [38]. The incorporation of NLP into CDSS improves the utilization of clinical 
information and paves the way for evidence-based decision-making. The use of 
unstructured clinical notes for comparative effectiveness research was discussed by 
Capurro et al. [39]. By facilitating the collection and analysis of data from clinical 
narratives, NLP can play a pivotal role in CDSS and contribute to the development of 
evidence-based medicine. Data mining is crucial in clinical decision support systems 
(CDSS). Aleksovska et al. [40] stressed the importance of NLP in clinical data 
extraction. NLP can show patterns, correlations, and insights that improve clinical 
decision-making. Ravì et al. [41] examined deep learning in healthcare informatics. 
The discourse revolved around the potential of deep learning and NLP techniques to 
augment CDSS by enabling a more precise and efficient comprehension of clinical 
literature and enhancing decision-making support. 

The history, current, and future of artificial intelligence (AI) in healthcare were 
examined by Jiang et al. [5], including the integration of NLP into CDSS. They 
underlined how AI and NLP may enhance clinical judgment and customized care. 
Tervonen et al. [42] provided a methodology for evaluating the benefits and draw-
backs of clinical risk prediction models, emphasizing the demand for trustworthy, 
and precise data. By increasing data accuracy and quality, NLP can help CDSS by 
upgrading risk prediction models. There are advantages and disadvantages to using 
NLP methods into CDSS. While highlighting the need for more study and validation, 
Gulum et al. [43] emphasize the potential advantages of deep learning, a subset of 
NLP, in providing clinical decision assistance for radiologists. Overall, incorporating 
NLP into CDSS has many positive outcomes, such as increased access to clinical 
data, better decision-making assistance, earlier identification of adverse events, more 
precise and individualized treatment, and better data for comparative effectiveness 
research. The promise of NLP in healthcare is immense, but it is not yet being fully 
realized because of obstacles including poor data quality, inaccurate models, and a 
lack of interoperability. The strengths and challenges of NLP discussed in sector of 
healthcare is illustrated in Table 5.

4.3 Compliance in Implementing NLP in Healthcare (RQ3) 

The use of NLP in clinical healthcare environments poses key questions and concerns 
with relation to patients’ privacy, data security, and regulatory compliance. The 
papers that were looked over offer some new perspectives on these essential factors. 
Table 6 shows the ethical consideration of implementing NLP in healthcare. Meystre 
et al. [6] explored the reuse of clinical data and emphasized the significance of patient
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Table 5 Strength and challenges of NLP in health service 

References Strengths Challenges 

Johnson et al. [36] Freely accessible critical care 
database (MIMIC-III) 

Privacy and data security 
concerns 

Hou, et al. [37] Review of NLP applications in 
healthcare 

Lack of standardized data and 
interoperability 

Nadkarni et al. [38] Introduction to natural linguistic 
processing 

Ambiguity and context 
sensitivity of natural language 

Capurro et al. [39] Utilization of unstructured clinical 
notes for comparative effectiveness 
research 

Difficulty in extracting structured 
data from unstructured text 

Aleksovska et al. [40] Data mining in clinical decision 
support systems 

Integration and interoperability 
with existing healthcare systems 

Ravì et al. [41] Reviewing applications of deep 
learning in healthcare informatics 

Deep learning models training: 
need for large labeled data 

Jiang et al. [5] Overview of artificial intelligence 
in healthcare 

Ethical considerations and 
potential biases in AI-based 
decision-making 

Tervonen et al. [42] Framework for assessing strengths 
and weaknesses of clinical risk 
prediction models 

Generalizability of risk 
prediction models to diverse 
patient populations 

Gulum et al. [43] Competence of deep learning for 
clinical decision support in 
radiology 

Deep learning models provide a 
difficulty in terms of their 
interpretability and ability to be 
explained

confidentiality and privacy. Healthcare businesses must make sure that patient data 
is adequately de-identified and safeguarded while employing NLP in order to adhere 
to privacy laws.

Samwald et al. [44] looked at how patients were exposed to various medications 
and stressed the importance of protecting important pharmacogenomic data. To safe-
guard genomic material and stop illegal access, NLP implementation should have 
strong security features. The use of AI in healthcare was examined by Yu et al. [45], 
also covered the moral and legal issues around data security and privacy. When using 
NLP, they highlighted the significance of openness, consent, and secure data storage 
in order to preserve patient trust and adhere to legal standards. The difficulty of 
electronically sharing clinical data while safeguarding patient privacy is an impor-
tant aspect. Safeguarding private medical information during NLP implementation 
calls for the use of data sharing agreements, encryption mechanisms, and stringent 
access controls. In its 2018 publication of ethics principles for reliable AI, the Euro-
pean Commission emphasized the significance of privacy, security, and openness. To 
ensure the moral and appropriate use of patient data, NLP implementations should 
adhere to these standards. 

When implementing NLP in healthcare settings, it is important to keep patient 
confidentiality, data security, and government regulations in mind. Soleymani et al.
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Table 6 Ethical consideration of NLP in healthcare 

References Key considerations Recommendations 

Meystre and 
Lovis [6] 

Need for privacy protection and 
regulatory compliance in reusing 
clinical data for NLP applications 

Develop data sharing policies, obtain 
patient consent, ensure data 
anonymization and de-identification 

Samwald et al. 
[44] 

Focus on the significance of 
privacy and security in handling 
pharmacogenomic data and 
ensuring patient confidentiality 

Implement strong data encryption, access 
controls, and audit trails to protect 
sensitive genomic information 

Yu et al. [45] Highlight the ethical and legal 
implications of AI in healthcare, 
including privacy, security, and 
regulatory compliance 

Develop transparent and accountable AI 
frameworks, adopt privacy-preserving 
techniques such as federated learning, 
comply with regulations and guidelines 

Soleymani 
et al. [46] 

Addresses the challenges of 
maintaining privacy and security 
while enabling analytics in 
healthcare data in real-time 

Use secure data storage and transmission 
methods, implement access controls and 
data encryption, comply with privacy 
regulations

[46] highlight the significance of data security and privacy in NLP applications 
by discussing the difficulties of constructing privacy-preserving data systems for 
real-time analytics, with a focus on public health emergencies. Privacy, security, 
and regulatory compliance must all be taken into account when implementing NLP 
in healthcare settings. Protecting patient information, obtaining informed permis-
sion, complying with privacy requirements, and addressing ethical concerns all need 
rigorous approaches [47]. By keeping these things in mind, healthcare institutions can 
use NLP’s advantages without compromising patient privacy or losing the public’s 
trust. 

5 Conclusion and Future Scope 

In conclusion, the utilization of human linguistic processing in the healthcare industry 
has a great deal of potential in terms of radically transforming clinical decision 
support systems and the patient’s treatment. Techniques that are considered to be 
state-of-the-art, such as ClinicalBERT and DeepNLP-PI, have shown that they are 
useful in radiology, in the classification of adverse events, and in the prediction of 
outcomes. However, challenges such as data quality, bias, interpretability, and privacy 
must be addressed. Future research should focus on improving data quality, devel-
oping privacy-preserving techniques, and fostering interdisciplinary collaborations. 
By overcoming these challenges, we can fully harness the potential of linguistic 
processing to transform health services and improve clinical outcomes.
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An Investigational Analysis of Automatic 
Speech Recognition on Deep Neural 
Networks and Gated Recurrent Unit 
Model 

M. Soundarya and S. Anusuya 

Abstract For thousands of years, communication has played a crucial role in 
human existence, development, and globalization. Speech recognition has several 
uses, including biometric analysis, education, security, health care, and smart cities. 
Many scientists have spent years studying how machine learning may be applied to 
speech processing, particularly voice recognition. But in recent years, researchers 
have concentrated on ways to apply deep learning to problems involving human 
speech. In this post, we discuss our work using deep neural networks like CRNN 
and GRU to recognize audio samples in spoken language. Seven different classes 
of audio samples (Walk & footsteps, Kids speaking, Filling with water, Bass drum, 
Scissors, Clock, and Cough) were employed in Free Sound Datasets. Mel-spectral 
coefficients, along with other spectral and intensity-related factors, are among the 
feature parameters utilized for recognition. White noise and a retuned voice were 
employed as data augmentation. An average recognition rate of accuracy 93.25% and 
WER—Word Error Rate—of 7.84% were obtained by the GRU model, according to 
the findings. 

Keywords Deep learning · Speech recognition · MFCC · Gated recurrent unit ·
Feature extraction · And data augmentation 

1 Introduction 

Speech, being the most fundamental and innate mode of human communication, 
can communicate crucial information rapidly and correctly. People nowadays are 
investing the time and energy necessary to master the skill of voice control for a wide
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variety of smart devices. Over fifty percent of the global population communicates 
in just few languages, despite the widespread perception that there are many more 
languages spoken than there actually are. As a result of their widespread use and 
the abundance of data available for them, systems based on Artificial Intelligence 
(AI) have been developed for speech identification, text-to-speech synthesis, natural 
language processing, and computational linguistics in these dialects [1]. However, 
less-used languages sometimes lack the funding necessary to conduct specialized 
technological research and development. Therefore, it is a tough and noteworthy 
challenge to design analogous techniques for low-resource languages. Language has 
been used by humans for a long time as a means of communication and interaction [2]. 
It acts as a conduit for the exchange of ideas across different cultures, so fostering their 
growth and progress. Artificial Intelligence technology based on deep learning has 
also progressed rapidly and achieved a significant transformation from the theoretical 
research level to the practical application level in the past few years, thanks in large 
part to the rise of data technologies such as cloud computing, big data, and the Internet 
of Things. 

The automated voice identification system has likewise gone from “unusable” 
to “obtainable” with the use of AI technology, demonstrating very high application 
value and strong development possibilities [3]. It has been challenging for automated 
speech recognition technologies to reach everyday life since the typical automatic 
speech recognition model has an intricate framework and demands a lot of compu-
tation and storage capabilities. Nevertheless, with the advent of deep learning, the 
amount of information of training models has been substantially decreased, and even 
a deep learning automated speech recognition model, like Google’s voice assistant 
model, which is 80M in size, can be put into a mobile device. The fast advancement 
of automatic voice recognition can be directly linked to the usage of algorithms that 
depends on deep learning in recognize languages [4]. 

Most state-of-the-art automatic speech recognition systems employ some combi-
nation of HMMs—Hidden Markov Models, GMMs—Gaussian Mixture Models, and 
DNNs—deep neural networks. Due in large part to the development of specialized 
neural network models in various training and categorization strategies, DNNs are 
an integral aspect of ASR system construction. In addition to these uses, they have 
been implemented for issues such feature extraction, audio signal classification, text 
recognition and TTS, processing of disordered speech, and vocabulary-based voice 
recognition [5]. However, ASR system performance is heavily influenced by the 
speech datasets used to train DNN models. Speech recognition technology is an area 
of computer science concerned with creating computer systems that can understand 
human speech. It is important to keep in mind that the term “voice recognition” 
refers simply to the ability of a computer to transcribe spoken words. The branch 
of computer science concerned with understanding human languages is known as 
natural language processing. There are a variety of speech recognition tools now on 
the market. Words are no problem for the most advanced systems [6]. To get the most 
out of them, though, you will need to put in some serious time training the computer 
to recognize your voice and accent. It is believed that these kinds of systems rely too 
much on the speaker. The speaker must also enunciate each phrase clearly and pause
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briefly between them, as this is a requirement of many systems. Discrete speech 
systems are what they sound like. Recent years have seen significant development in 
continuous speech systems, or natural-sounding voice recognition software. Several 
different continuous speech systems [7] are now accessible for use on desktop PCs. 

Voice recognition systems have always been reserved for very specific applica-
tions due to their high price and limited functionality. Such systems are helpful, for 
instance, when the user is unable to use a keyboard to enter information because his or 
her hands are otherwise engaged or because the user has a disability. A headset allows 
the user to voice instructions rather than type them. However, as the price of voice 
recognition systems drops and their performance increases, they are becoming more 
widely used as a viable alternative to keyboards. It is common knowledge that a 
speaker’s voice reflects the speaker’s individuality through characteristics such as 
the speaker’s shape of vocal tract, size of larynx, rhythm, and various accent [8]. 
Therefore, a computer can be used to automatically identify the speaker based on 
their voice. The focus of this study is on this method, which is known as automated 
speaker recognition. Human-made speaker recognition systems are not discussed. 
There are many practical uses for the rudimentary but important job of speaker 
detection in the field of voice processing. It is used for voice-based identification 
of mobile devices, cars, and computers, for instance. It ensures the safety of online 
banking and money transfers. It has found extensive use in fields like forensics, where 
it is used to determine whether a person is guilty, as well as in surveillance and auto-
matic identification tagging. It is useful for finding things like phone conversations, 
meetings, and radio broadcasts using audio-based databases. It may also be used as 
an ASR frontend to boost the accuracy of transcriptions of conversations involving 
several speakers. The high survivability in voice signals makes ASR, or the transla-
tion of uttered words into text, a difficult process. People can talk in a variety of ways, 
including with various accents, dialects, pronunciations, styles, rates, and emotions. 
Noise and reverberation in the recording space, as well as the use of several micro-
phones and playback devices, all contribute to an already variable final product. In 
addition, voice processing, ASR’s many practical applications in areas like security, 
education, smart healthcare, and smart cities make it a dynamic and vital research 
topic. It is a set of methods that work together to turn sound waves into written words 
by applying text matching to the identified speech signal. By using a consistent foun-
dation for in-depth semantic learning, automatic speech recognition (ASR) aims to 
transform audio signals into text. 

ASR incorporates several area of studies, such as computer science, DSP, acous-
tics, AI, languages, statistics, and more. HMMs—Hidden Markov Models—based 
on the GMM—Gaussian Mixture Model [9]—are typically used in traditional speech 
recognition systems to describe the temporal organization of speech data. Since a 
speech signal may be interpreted as a short-time or piecewise stationary signal, 
HMMs are useful in this application [10]. On a small enough time, scale, human 
speech may be modeled as a steady state. For many stochastic goals, the human 
voice may be seen as a Markov model. Each HMM state typically employs a Gaussian 
mixture to simulate the sound wave’s spectral representation. Systems that recognize 
language based on HMMs are easy to use, take little time to train, and are theoretically
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viable. Gaussian mixture models, however, have a significant drawback in that they 
are numerically unproductive when trying to represent data that lies on or near an 
irregular manifold in the data space. While HMMs assume certain statistical qualities 
of features, neural networks do not. Neural networks provide efficient and natural 
discriminative training for estimating the probability of a voice feature segment [11]. 
While neural networks outrival in classification of discrete time units such as words 
and phones, but they suffer from the issue of temporal associations. So, as an alterna-
tive, neural networks may be used to do preprocessing, such as feature modification 
and dimensionality reduction, before HMM-based recognition is performed. The 
deep neural networks [12] are widely used for recognition of image and voice in 
an efficient manner. We focused on speech recognition and will provide our latest 
findings on using deep neural networks based on the deep neural network and the 
Gated Recurrent Unit Model. 

2 Related Works 

Many researchers are hard at work about computer science known as image 
processing and speech synthesis. An image is a grid of pixels, each of which has 
a numerical value that indicates its significance in the overall picture. Images are 
obtained using a wide variety of techniques, and the general public has little trouble 
recognizing the persons shown. Character recognition in pictures is impossible for 
the blind and the uneducated. As a result, in article [13], the author offers a prototype 
for a system that can read aloud the characters/text in the photographs. Optical Char-
acter Recognition and speech synthesis models form the backbone of the system. 
Through steps including preprocessing, segmentation, and classification, the Optical 
Character Recognition model can decipher the text contained in photos and turn it 
into a format that can be edited. The voice synthesis model takes the user-edited text 
as input and outputs a signal that may be understood as speech. Both the deep and 
machine learnings are utilized to train these models. There is a about 90% degree 
of accuracy with these models, and the generated speech sounds very much like the 
input speech. 

Some areas, such as study into how people interact with computers, have begun 
to incorporate emotional considerations as a result of globalization. Expressions on 
people’s faces are often the only clue we have as to how they are feeling. Another 
option is to deduce a person’s state of mind from their vocalizations. In study [14], the 
Mel-Frequency Cepstral Coefficient (MFCC) was employed as a feature extraction 
approach in a human emotion recognition system based on acoustic data. MFCC was 
selected to simulating the response of the human auditory system. Many research 
projects employ support vector machines (SVMs), a kind of supervised machine 
learning, to categorize human speech. The RBF kernel is a popular choice for SVM 
Multi-class that has been utilized in several prior researches. This is since SVM 
improves precision utilizing the RBF—Radial Basis Function kernel. By a 0.001-s
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size of frame, 1.0 C values, the ratio of accuracy maximum for the investigation is 
0.72. 

The development of machine learning techniques has paved the way for the 
creation of increasingly practical intelligent systems. Intelligent systems are those 
that can communicate with their users, learn from their input, and improve over time. 
Therefore, a novel computational algorithm is developed for audio classes. A feature 
extraction procedure is applied to a speech signal. The LSTM approach [15] is used  
to classify a speech corpus, and its results are compared to those of the more tradi-
tional support vector machine (SVM) method [16]. No obvious research has been 
done to compare feature-generation techniques with ML models to establish which 
one achieved best on a generic public database. By means of the method SVM— 
support vector machine, the outcomes of the tests provide that the bigram attributes’ 
set yielded the highest overall accuracy (79%) when used with the bigram feature. 
The findings of these comparisons will be useful as baseline for further work on text 
categorization systems. Machine learning includes applications like speech detection 
and text classification using natural language processing. 

Reliable models for predicting and classifying decisions enhance behaviors 
and reduce reliance on human experience, while the voice recognition process is 
preserved as a distinct issue. The voice recognition solution suggests differentiating 
between text and speech, both of which are increasingly limited in their ability to 
carry out their intended tasks. The lecture provided by author [17] demonstrates 
how to make accurate predictions in a CNN-based framework. In this regard, the 
suggested enhancements to voice recognition using a training dataset and discrimi-
native models are successful. For continuous voice recognition with large amounts of 
text, SSVM is a viable option [18]. It is feasible to incorporate convex optimization 
approach into the training process, allowing for the extraction of SSVM features that 
provide continuous speech recognition with optimum segmentation. Speech recog-
nition datasets may be interpreted with the use of supervised learning and artificial 
neural networks. In this study, SSVM was used for voice recognition with successful 
protocol adherence and satisfactory results. This study also provides an improved 
method of using CNN for voice recognition, leading to an optimal performance 
calculation. 

3 Methodology 

3.1 Dataset 

The Audio Set-Ontology has an ordered group of about 600 classes of audio 
sounds and the samples’ counts to 297,144. The FSD-Free Sound Dataset consti-
tutes different types of sounds of things, natural events, animals, human sound in its 
samples [19]. The annotations count to about 685,403. The process of annotation is 
manually done and is available open as FSD50K. It includes clippings of audio of
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Table 1 Data distribution for 
seven classes in datasets Classes Audio samples 

Walk and footsteps 580 

Kids speaking 255 

Filling with water 148 

Bass drum 339 

Scissors 165 

Clock 349 

Cough 385 

about 51,197 under class count of 200 recorded 100 h. The FSD50K comprises two 
modes, The Development and the Evaluation. Furthermore, FSD50K also consists of 
the supplementary data known as metadata and is free to download. Table 1 displays 
the sample size distribution for seven classes of audio sample. Figure 1 shows the 
frequency distribution of the same seven classes. The waveform for Bass drum class 
is seen in Fig. 2. 

The seven classes of the audio samples are listed as: Walk and footsteps (580), 
Kids speaking (255), Filling with water (148), Bass drum (339), Scissors (165), 
clock (349), cough (385). Data augmentation was used to double the number of files 
associated with each audio class.
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Fig. 1 Data distribution of audio samples in seven classes 

Fig. 2 Wave plot for audio for Bass drum class 
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Fig. 3 Spectrogram for audio for Bass drum class 

3.2 Data Augmentation 

Using data augmentation, we may increase the amount of available data for training. 
Deep learning algorithms can only produce accurate forecasts when exposed to vast 
volumes of training data. So, we add extra details to the existing information to 
increase the model’s adaptability. Figure 3 is a spectrogram of audio for Bass drum 
class. Image augmentation is a highly effective method for augmenting datasets with 
new information by creating fake variances in the source data. This generates fresh, 
original pictures from the data image collection, which itself offers a vast array of 
potential pictures. In order to achieve this effect, many transformation techniques 
are used, such as zooming in on the current picture, rotating the current image by a 
little amount, shearing, or cropping the current collection of photos. 

3.3 Feature Extraction 

Feature extraction plays a crucial role in analysis and discovering connections 
between variables. Since the algorithms are not capable of immediately compre-
hending the audio information presented, feature identification is utilized to transform 
the input into a form that can be comprehended. Time, amplitude, and frequency can 
all be represented along the audio signal’s three-dimensional axes. To create smart 
audio mechanisms, we need audio features, which are descriptions of sounds or audio 
signals that may be input into statistical or ML models. The Amplitude Envelope 
of a signal is the sum of the largest amplitudes found in any one frame is worth of 
data. The volume level is approximately estimated by this function. However, it is 
quite susceptible to extreme values. Both onset detection and the categorization of 
musical genres make heavy use of this characteristic. 

All samples in a frame contribute to the Root Mean Square Energy. It serves 
as a measure of volume since the greater the energy, the more audible the sound. 
However, unlike the Amplitude Envelope, it is less affected by extreme values. This 
quality has proven effective in applications such as audio segmentation and genre



52 M. Soundarya and S. Anusuya

categorization. Mel-spectral coefficients are indicators of the frequency distribution 
of a signal. The degree to which a sound may be described as noise is measured 
by its spectral flatness. The extent of the spectrum may be measured by its spectral 
bandwidth. A spectral centroid is calculated by treating a magnitude spectrogram 
and then computing the mean of each frame individually. Each spectrogram frame 
is split into sub-bands so that the spectral contrast may be calculated. The energy 
contrast is computed for each sub-band by contrasting the mean energy of the top and 
bottom quantiles (peak and valley, respectively). Clear, narrow-band signals are often 
associated with high contrast numbers, while low-contrast numbers are associated 
with broadband noise. In a frequency response curve, the roll-off frequency indicates 
the approximate lower and upper bounds. Each sound has a unique frequency that 
contributes to its pitch, which in turn affects the heard sound’s bass or treble. These 
frequencies determine the sound’s pitch; as the frequency of the source increases, 
so does the perceived frequency of the sound, and vice versa. Frame-Relative Mean 
Squared (FRMS) is an RMS value that is determined for each frame. 

Librosa was used to include white noise into the original voice signal. When 
compared to the loudest point of the spoken signal, the white-noise amplitude was 
just 3%. The average S/N ratio dropped by 5.73 dB when noise was introduced. 
Following Formula (1), the S/N ratio was determined.

(
S 

N

)
dB  

= 10log10
(
PWS 

PWN

)
, (1) 

in which the power of the signal, PWS , is related to the power of the noise, PWN . 
Since the signal strength is unaffected by the noise, the pre-noise-to-noise power 
ratio is: 

PWN with noise 

PWN without noise 
= 10 

5.73 
10 ≈ 3.74. (2) 

Audio class analysis was transformed into analysis of picture recognition. Images 
representing each emotion’s feature criteria were evaluated. A wav file’s total number 
of picture components were calculated by multiplying its total number of attributes by 
its total number of frames. We arbitrarily choose 150 as the number of Mel-spectral 
factors and found that wav files, on average, contain 410 frames. To keep the total 
no. of frames consistent across all wav files, the frame shifting will adapt according 
to the file size. After reducing the challenge of class identification to that of picture 
recognition, a suitable model may be chosen for the task. 

3.4 Deep Learning Model 

Every one of the models in such a network has a layer performing convolu-
tion followed by pooling, making it a discriminative deep architecture. The layer



An Investigational Analysis of Automatic Speech Recognition on Deep … 53

Feature 
Extraction 

CRNN 

GRU 

Output 

SpectogramInput Image 

Fig. 4 Architecture of proposed model 

performing convolution stocks numerous weights, but it is reduced in case of layer 
performing pooling and the data rate of the layer below is reduced by taking a 
subsample of the output from the layer of convolution. When the weights are 
distributed evenly and pooling algorithms are carefully selected, the CNN acquires 
invariance features. For complex pattern recognition tasks, some have suggested that 
CNN’s level of invariance is insufficient. However, the CNNs have proven useful 
in computer vision and image identification applications. In addition, the CNN may 
be used for voice recognition with simple tweaks to the image analysis version of 
the network so that it contains speech features. Because of its use of parameter 
sharing, sparse interactions, and equivariant representation, the operator of convolu-
tion (which is really a specialized linear operator) is attractive for such applications. 
The structure of a deep learning model is seen in Fig. 4. 

We conducted research with two different types that belongs to deep neural 
networks (CRNN and GRU). A deep neural network is, in the simplest words, a 
neural network that is more sophisticated than a standard neural network. In this 
situation, we may imagine audio sample class recognition in the same vein as picture 
recognition. Let us pretend that there are n frames of voice data in each wav file. 
Each of the image’s n columns is represented by one of these n frames. The speech 
signal for a given time interval is represented by m feature parameters, one of which 
is included in each frame. There is one “pixel” for every feature parameter, or there 
are m elements across m rows in every picture column. The forward pass of a conven-
tional CNN is rather simple: we feed an image into the network, the network extracts 
feature mappings, and we predict labels on the output. Except for the initial layer, 
whose input is the target picture, subsequent convolutional layers use the outcome 
of the preceding layer to generate a feature map, which is then fed into the model. 
If the CNN network is L-layered, then each layer will have L connections leading to 
the next layer. 

Recurrent neural networks (RNNs) are created by repeatedly applying the same 
set of weights to a tree-like structure, with the tree being explored in topological
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Fig. 5 Gated recurrent unit 

order. The RNN is mostly employed for data sequence prediction by using past data 
examples. When it involves modeling sequence information like speech or text, the 
RNN is quite popular. However, until recently, these networks were not extensively 
employed because of how challenging it is to train them in a way that accurately repre-
sents dependencies across time. Recent developments in Hessian-free optimization, 
such as the use of approximations to second-order information or stochastic curvature 
estimations, have helped to overcome this difficulty. 

Recent research has shown that RNNs optimized without using the Hessian are 
effective at producing text strings. Figure 5 depicts the GRU. To solve the vanishing 
gradient issue of a regular RNN, the GRU employs the gate, updates the gate, and 
resets the gate. These gates generate two vectors that are used to choose what data 
are sent to the results. These gates permit long-term information retention during 
training without the need to deal with diminishing gradients or throw away data that 
is no longer useful for forecasting. The function of update gate is to assist the storing 
mechanism of data from previous time steps for the purpose of prediction. 

To fix the RNN’s vanishing gradient issue, the GRU constantly adjusts the gate and 
resets it. In order to determine what data will be sent to the output, these gates generate 
two vectors. Training with persistent data retention is made possible by these gates, 
which prevent vanishing gradients and the need to discard data after it is no longer 
useful for forecasting. When deciding how much data from earlier time steps to keep 
in the model going ahead, the update gate is a useful tool. The layers employed by the 
CRNN and GRU are described in further depth below. The input picture for the first 
layer in the S1 variable set was 372 pixels wide by 128 pixels high. After convolution 
with a movable 3-by-3 filter and padding, the CRNN and GRU each have 64 feature 
maps measuring 372 by 128. The purpose of batch normalization is to establish a 
consistent distribution of activation values across training for each layer, which in turn 
results in a significant training time reduction. ELU accelerates the learning process 
in deep neural networks, resulting in improved classification accuracy. Max pooling 
decreases the amount of model parameters while simultaneously rendering feature 
identification scale- and orientation-insensitive. Overfitting in neural networks may 
be avoided using dropout.
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4 Results and Discussions 

The test is conducted on Intel Core i5 CPU, 16 GB—RAM, 2 TB for storage, and 
an NVIDIA Graphics Card. Python and Jupyter Notebook are used to run the code. 
Tenfold cross-validation was used on the data sets. Ten folds were culled down to just 
one for testing purposes. Other folds were used for validation, while the other eight 
were put to good use in the training process. Each of the eight folds was taken out in 
turn. When compared to alternative strategies, including a straightforward train/test 
split, cross-validation was selected because it produces a more accurate evaluation 
of the model’s efficacy. Both CRNN and proposed models with 170 attributers took 
about 28.18 and 23.4 s to train for one epoch, on mean. For this reason, the proposed 
model’s executional effectiveness was the quickest on average, while the CRNN’s 
were the slowest. The average training time for single iteration for the GRU model 
with 148 parameters and no data augmentation was only 2.88 s. Figure 6 depits 
the input image and the same image after noise reduction, stretching and shifting is 
depicted in Figs. 7, 8 and 9 respectively. 

Recognition accuracies for CRNN and suggested models are summarized in 
Table 2. According to Table 2, the proposed model with 148 attributes had the

Fig. 6 Input image 

Fig. 7 After noise reduction
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Fig. 8 After image stretching 

Fig. 9 Image shifting

maximum recognition accuracy of 93.25%. The accuracy rate of the CRNN and 
proposed models both improved as the number of parameters grew from 122 to 148; 
however, the average recognition accuracy of the CRNN model fell as the number 
of parameters grew. The proposed model can recall the past so that the process of 
predictions about the future becomes easier simultaneously eliminate the vanishing 
gradient which seems to be the best option here. 

Tables 3 and 4 show the accuracy of CRNN and the proposed model with 148 
parameters in terms of F1-score, recall, also area under the curve, respectively. 
Tables 3 and 4 show that the acquired values for recall, precision, and f1-score,

Table 2 Accuracy 
comparison between CRNN 
and proposed models 

Fold CRNN Proposed model 

0 91.26 92.78 

1 91.47 93.98 

2 93.75 93.52 

3 92.78 94.32 

4 90.85 92.89 

5 90.83 91.65 

6 91.72 93.65 

7 91.26 92.78 

8 91.47 93.96 
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Table 3 Performance 
metrics for CRNN model 
with 148 attributes 

Types Precision Recall F1-score 

Walk and footsteps 89.12 89.45 89.76 

Kids speaking 90.09 90.21 90.22 

Filling with water 89.98 90.31 90.75 

Bass drum 90.65 90.21 89.99 

Scissors 91.11 91.01 90.92 

Clock 90.41 91.33 91.01 

Cough 91.43 91.06 91.82 

Walk and footsteps 91.07 90.11 90.51 

Table 4 Performance 
metrics for proposed model 
with 148 attributes 

Types Precision Recall F1-score 

Walk and footsteps 92.15 92.57 92.81 

Kids speaking 93.12 93.33 93.27 

Filling with water 93.01 93.43 93.81 

Bass drum 93.68 93.32 93.04 

Scissors 94.13 94.13 93.95 

Clock 93.43 94.45 94.06 

Cough 94.46 94.18 94.87 

Walk and footsteps 94.10 93.23 93.56 

and also the AUC values, were all extremely near to 1. Tables 3 and 4 demonstrate 
that both the CRNN and the proposed models agree that the class “Cough” has the 
highest recall and f1-score, whereas the class “Walk & Footsteps” has the lowest 
recall and f1-score. The accuracy was best for the class “Bass drum” worst for the 
class “Scissors.” Tables 3 and 4 portray these extremes. 

Figure 10 displays some sample loss and precision distributions as a function of 
iteration for training, validation, and the confusion matrix for a single fold. Figure 10 
demonstrates that the range of validation loss is consistent with the range of training 
loss. Effectiveness for both validation and training was high. Therefore, overfitting 
was not an issue. When it comes to representing the accuracy of classification models, 
a confusion matrix is by far the most often used tool. In Fig. 11, we see a test fold 
depicted by the confusion matrix.

There is a table that summarizes the results of a model for categorization called a 
confusion matrix. It may be used for both two- and three-way categorizations. Total 
TPs and TNs, or correct predictions, are displayed in the confusion matrix. Also 
displayed are the model’s inaccuracies, such as FP—False Positives and FN—False 
Negatives or neglected instances. Classification quality measures like accuracy and 
recall may be computed using TP, TN, FP, and FN.
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Fig. 10 Accuracy and loss variations for training and validation 

Fig. 11 Confusion matrix
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5 Conclusion 

For reliable end-to-end ASR—Automatic Speech Recognition, the integrated 
training framework for voice augmentation and recognition approaches has achieved 
pretty good performances. The voice recognition component of these approaches 
is impacted by the issue of speech distortion since they only use the improved 
attribute as input. Two DNN—deep neural network models, a CRNN—Convolu-
tional Recurrent Neural Network and a GRU—General Recurrent Unit, were utilized 
for audio sample class identification in our scenario, with the proposed model gener-
ally performing somewhat better than CRNN models. Data augmentation which 
includes modifying voice improved the recognition accuracy. The average rate of 
recognition was improved by using spectral aspects of the speech stream in addition 
to the Mel-spectral coefficients. Our study shows that the proposed approach is supe-
rior to the existing methods. In the future, we plan to investigate audio detection on 
data including a wider range of classes, in conjunction with speech synthesis. 
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Matched Filter and Kirsch’s Template 
Based Approach for Retinal Vessel 
Segmentation 

Sonali Dash, Kanwarpreet Kaur, and Gaurav Bathla 

Abstract The analysis of retinal images plays an instrumental role in diagnosing 
Diabetic Retinopathy. This progressive disease can cause blindness which can be 
inhibited with earlier detection. A robust approach is presented in this paper for 
blood vessel segmentation by integrating a matched filter with Kirsch’s template with 
hysteresis thresholding. The proposed approach involved three steps: preprocessing, 
blood vessel extraction, and post-processing for vessel extraction. This approach 
achieved more accurate results than the original Kirsch’s template for specificity, 
sensitivity, and accuracy on the DRIVE dataset. 

Keywords Hysteresis thresholding · Kirsch’s template · Matched filter · Retinal 
vessel segmentation 

1 Introduction 

In the realm of biomedical, automatic analysis of retinal images makes it simple 
for ophthalmologists to diagnose retina disorders, although conventional procedures 
like pupil dilation take time [1]. There exist several approaches for the automatic 
extraction of retinal blood vessels such as Kirsch’s template and Matched Filter 
(MF). Edge image can be considered as a space gradient in Kirsch edge detection. 
Several suggested methods are available for blood vessel segmentation using Kirsch’s 
template and its modified versions [2–6]. The conventional MF method is a repre-
sentative one among the different retinal vessel extraction techniques, and it benefits 
from being simple and efficient [7]. Hoover et al. have recommended locating the 
blood vessels by using piecewise threshold probing of an MF response [8]. In [9], 
the response of the MF has been improved by changing parameters. Al-Rawi and

S. Dash (B) · G. Bathla 
CSED, Chandigarh University, Gharuan, Mohali, India 
e-mail: sonali.isan@gmail.com 

K. Kaur 
ECED, Chandigarh University, Gharuan, Mohali, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Das et al. (eds.), Advances in Data-Driven Computing and Intelligent Systems, 
Lecture Notes in Networks and Systems 892, 
https://doi.org/10.1007/978-981-99-9521-9_5 

61

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9521-9_5&domain=pdf
mailto:sonali.isan@gmail.com
https://doi.org/10.1007/978-981-99-9521-9_5


62 S. Dash et al.

Karajeh have optimized the MF using a genetic algorithm for vessel segmentation 
[10]. Sreejini and Govindan have optimized MF using the Particle Swarm Optimiza-
tion (PSO) method for vessel segmentation [11]. Oliveria et al. have combined three 
filters like Frangi filter, MF, and Gabor filter to improve retinal vessel segmentation 
[12]. Zolkifli et al. [13] presented a method based on Kirsch template for extraction 
of retinal blood vessels but it possesses the limitation of accurately detecting the 
fine blood vessels due to the presence of noise which is having approximately same 
size as that of fine blood vessels. In [14], the amalgamation of Fuzzy C-Means with 
Kirsch template is proposed for detecting the blood vessels in retinal images which 
obtained better performance than existing ones. 

This work aims to improve the response of Kirsch’s template in detecting retinal 
blood vessels. This work suggests an improved Kirsch template by integrating with 
MF followed by hysteresis thresholding for blood vessel segmentation. Initially, 
Kirsch’s template followed by a thresholding is used for detecting the blood vessels. 
Afterward, MF integrated with Kirsch’s template and hysteresis thresholding is 
utilized for vessel extraction. The presented technique is tested on the DRIVE dataset. 
The results obtained after experimentation confirm that the presented approach 
delivers better performance metrics than the original Kirsch template. 

The paper is outlined as follows: Required materials and methods are explained in 
Sect. 2. Experimental results are discussed in Sect. 3 before providing the conclusions 
in Sect. 4. 

2 Materials and Methods 

2.1 Materials 

Kirsch Templates. The edges detected in Kirsch edge detection are considered space 
gradients. The Kirsch operator is capable of automatic adjustment of threshold value 
owing to the characteristics of an image. It uses 8 masks for relevant directions which 
are applied on the provided image for edge detection. These distinct masks are made 
by rotating a basic 3 × 3 compass convolution filter as given below. 

K1 = 

⎡ 

⎣ 
5 5 5  

−3 0  −3 
−3 −3 −3 

⎤ 

⎦ (1) 

K2 = 

⎡ 

⎣ 
5 5  −3 
5 0  −3 

−3 −3 −3 

⎤ 

⎦ (2)
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K3 = 

⎡ 

⎣ 
5 −3 −3 
5 0  −3 
5 −3 −3 

⎤ 

⎦ (3) 

K4 = 

⎡ 

⎣ 
−3 −3 −3 
5 0  −3 
5 5  −3 

⎤ 

⎦ (4) 

K5 = 

⎡ 

⎣ 
−3 −3 −3 
−3 0  −3 
5 5 5  

⎤ 

⎦ (5) 

K6 = 

⎡ 

⎣ 
−3 −3 −3 
−3 0 5  
−3 5 5  

⎤ 

⎦ (6) 

K7 = 

⎡ 
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−3 −3 5  
−3 0 5  
−3 −3 5  

⎤ 

⎦ (7) 

K8 = 

⎡ 

⎣ 
−3 5 5  
−3 0 5  
−3 −3 −3 

⎤ 

⎦ (8) 

After the generation of blood vessel images by Kirsch’s template matching, 
morphological closing is essential for closing the holes or vacant areas. The limitation 
of Kirsch’s filter is that it leads to the thickening of blood vessels. 

Matched Filter (MF). It is utilized for detecting retinal vessels [7]. It utilizes 
previous information that the Gaussian function can be used to approximate the cross-
section of vessels. Thus, the vessels can be matched by utilizing the Gaussian-shaped 
filter for the purpose of detection. MF is given as: 

f (x, y) = 1 √
2πs 

exp

(
− 

x2 

2s2

)
− m 

for |x | ≤ ts, |y| ≤ L/2 (9)  

where m is used for normalizing the mean of the filter to zero for the removal of a 
smooth background after filtering. It is defined as: 

m = 

⎛ 

⎝ 
ts∫

−ts  

1 √
2πs 

exp

(
− 

x2 

2s2

)
dx 

⎞ 

⎠
/

(2ts) (10) 

such that s gives the filter scale. L denotes the length of the neighborhood along the 
y-axis for noise smoothing; criterion t is constant which is generally considered to
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be 3 as more than 99% of the area under the Gaussian curve lies in the range of 
[−3s, 3s] such that L is selected on the basis of s. If  s is small, then L is considered 
relatively small, and vice-versa. For implementation, vessels in different orientations 
are detected by rotating f (x, y). 

2.2 Methods 

This paper recommends a vessel extraction method by combining MF and Kirsch 
templated with hysteresis thresholding. The presented approach for blood vessel 
extraction in retinal images consists of three phases which include preprocessing 
followed by segmentation and postprocessing. Due to the higher intensity than red 
and blue channels, the green channel is selected from the RGB retinal image. The 
steps for implementation of the proposed method are illustrated in Fig. 1. 

The initial stage of preprocessing involves the extraction of the green channel of 
the color retinal image. Further, blood vessels are extracted using Kirsch’s templates. 
It is one of the first-order discrete derivatives for detection and enhancement. This 
approach is used for detecting an edge of the blood vessel by using eight directions 
of template in which rotation is done by 450 followed by thresholding and results in 
an extracted blood vessel.

Input image Green Channel 

Matched  
Filter 

Kirsch’s Tem-
plate 

Hysteresis 
Thresholding 

Post-pro-
cessing 

Output Image 

Fig. 1 Block diagram of presented technique 
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Fig. 2 Images for Rt2 of DRIVE dataset a original image; b green channel image of (a); c image 
obtained from Kirsch’s template followed by threshold; d image obtained from MF; e image obtained 
from integrated MF and Kirsch template followed by threshold 

The next step is to improve Kirsch’s template performance by integrating with 
MF and vessel extraction through hysteresis thresholding. MF takes advantage of a 
symmetric Gaussian intensity profile at the cross-section of blood vessels. Thus, it 
is anticipated that when the retinal image is convolved with MF having a Gaussian 
profile acquires a low response to the background of almost constant intensity and 
a high response to the vessels. Figure 2a, b show the original as well as the green 
channel image of Rt2 from the DRIVE dataset while Fig. 2c–e illustrate the image 
obtained from MF, and an image obtained from an integrated MF and Kirsch template 
followed by threshold. Finally, hysteresis thresholding is applied on the integrated 
method of Kirsch template and MF for extracting the accurate blood vessels. The 
image is segmented using hysteresis thresholding by considering two threshold values 
Tlow and Thigh. Pixels having values less than Tlow are set to 0 and more than Thigh are 
set to 1, pixel values higher than Tlow, and having at least one neighborhood pixel 
greater than Thigh is set 1, others are set 0. Both these threshold values are selected 
experimentally, and these threshold values will be applied to segment every image. 

It is perceived that the image obtained after thresholding consists of some 
unwanted pixels forming very thin lines and dots that emerged as noise, which 
can be misclassified as noise. Thus, a morphological opening operation removes 
these outgrowths in an efficient manner and provides a final segmented image in the 
postprocessing stage. 

3 Experimental Results, Comparison, and Discussions 

The presented approach for the enhancement of vessels is formulated by integrating 
the MF and Kirsch template with hysteresis thresholding for the detection of retinal 
vessels. DRIVE dataset is utilized for confirming the efficacy of the suggested 
approach which consists of 40 retinal images having size 768 × 584 pixels with 
24 bits and 7 of them have several pathological cases [15]. Images present in the 
dataset are further classified into training and testing, each consisting of 20 images. 
The performance of the presented approach is evaluated on the testing images. The 
comparison of the segmented image of the presented technique is done with the
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ground truth. Further, the performance is analyzed by considering three different 
metrics, that is, sensitivity, specificity, and accuracy. Accuracy gives conventionality 
of segmentation. While Sensitivity shows the capability of the approach to identify the 
correct vessel pixel and specificity is considered to be the capability of identification 
of pixels in the background. 

Sensitivity = T P/(FN  + T P) (11) 

Specificity = T N/(T N  + FP) (12) 

Accuracy = (T P  + T N  )/(T P  + T N  + FN  + FP) (13) 

T P, FP, T N  , and FN  are defined as: 

True Positive (T P) = pixel is correctly recognized as a vessel. 
False Positive (FP) = pixel is incorrectly recognized as a vessel. 
True Negative (T N ) = pixel is correctly recognized as background. 
False Negative (FN  ) = pixel is incorrectly recognized as background. 

The evaluation of the presented technique is computed by using several perfor-
mance metrics such as sensitivity, specificity, and accuracy. Table 1 provides the 
performance measures of the original Kirsch template.

Traditional Kirsch’s template delivers sensitivity, accuracy, and specificity as 
0.5507, 0.9089, and 0.9432 on the DRIVE dataset. Table 2 provides the perfor-
mance metrics obtained for each image by applying an integrated MF and Kirsch’s 
template followed by hysteresis thresholding.

The segmented images of the Rt2 and Rt4 from the DRIVE dataset have achieved 
better segmented result as represented in Fig. 3. From Table 2, it is perceived that the 
presented approach achieves higher values for accuracy, specificity, and sensitivity 
as compared to the traditional Kirsch template. The integrated approach achieved 
sensitivity, accuracy, and specificity as 0.6440, 0.9241, and 0.9528 on the DRIVE 
dataset. Table 3 provides the comparative analysis of proposed approach with the 
existing techniques.

It is evident from the above table that the proposed approach achieves better 
accuracy when compared to Zolkifli et al. [13] but almost similar accuracy is achieved 
by Mustafa et al. [14]. Thus, it is ascertained that the retinal vessel extraction can be 
achieved by utilizing the proposed approach. 

4 Conclusions 

This work is focused on improving the response of Kirsch’s template for retinal blood 
vessel detection by integrating with MF. Hysteresis thresholding is used for vessel 
segmentation. The purpose of the recommended works is to increase the performance
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Table 1 Evaluated performance measures on the original Kirsch’s template followed by hysteresis 
thresholding 

Image Sensitivity Specificity Accuracy 

Rt1 0.56926 0.93471 0.902103 

Rt2 0.662622 0.927761 0.900609 

Rt3 0.461588 0.961093 0.911298 

Rt4 0.637675 0.939063 0.911338 

Rt5 0.534711 0.963203 0.92306 

Rt6 0.49287 0.961705 0.916072 

Rt7 0.593659 0.938437 0.906931 

Rt8 0.469548 0.949786 0.908468 

Rt9 0.505852 0.967608 0.930185 

Rt10 0.517712 0.954264 0.918336 

Rt11 0.65835 0.915432 0.892417 

Rt12 0.544753 0.940007 0.90588 

Rt13 0.537803 0.946839 0.906849 

Rt14 0.57469 0.936663 0.907398 

Rt15 0.657322 0.920263 0.901446 

Rt16 0.586049 0.941286 0.909213 

Rt17 0.50359 0.946658 0.909259 

Rt18 0.500535 0.929895 0.895875 

Rt19 0.539659 0.937542 0.904537 

Rt20 0.466309 0.953038 0.917245 

Average 0.55072 0.94326 0.90892 

Note Rt represents Retina

of Kirsch’s template. The suggested technique is evaluated by using the DRIVE 
dataset, and the results are compared with the original Kirsch’s template method. The 
presented integrated method achieves sensitivity, accuracy, and specificity of 0.6440, 
0.9241, and 0.9528. It is observed that the recommended approach outperforms the 
traditional method in terms of metrics such as specificity, sensitivity, and accuracy 
on the DRIVE dataset.
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Table 2 Evaluated performance measures on integrated MF and Kirsch’s template followed by 
hysteresis thresholding 

Image Sensitivity Specificity Accuracy 

Rt1 0.604925 0.949165 0.918451 

Rt2 0.678159 0.953942 0.9257 

Rt3 0.592193 0.968046 0.925176 

Rt4 0.607992 0.972584 0.939044 

Rt5 0.667249 0.957445 0.930258 

Rt6 0.637159 0.958519 0.92724 

Rt7 0.649907 0.951319 0.923776 

Rt8 0.573356 0.953142 0.920466 

Rt9 0.695711 0.946471 0.946149 

Rt10 0.687104 0.952085 0.930276 

Rt11 0.585125 0.95985 0.926303 

Rt12 0.747034 0.956135 0.910671 

Rt13 0.63697 0.952049 0.921245 

Rt14 0.68351 0.94063 0.919842 

Rt15 0.695138 0.959911 0.922394 

Rt16 0.611292 0.949738 0.919181 

Rt17 0.58836 0.951272 0.920639 

Rt18 0.603351 0.946998 0.919769 

Rt19 0.69201 0.933834 0.913774 

Rt20 0.645333 0.944085 0.922115 

Average 0.644093 0.95286 0.92412 

Note Rt represents Retina
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Fig. 3 Segmented images achieved by the suggested technique for Rt2 and Rt4 from DRIVE dataset 
a original image; b Ground truth for an image in (a); c segmented image obtained by MF integrated 
with Kirsch template followed by hysteresis thresholding 

Table 3 Comparative 
analysis of proposed 
approach with existing ones 

Sl. No. Method Accuracy (%) 

1 Zolkifli et al. [13] 75.97 

2 Mustafa et al. [14] 92.64 

3 Proposed 92.41
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Prediction of Abnormality in Kidney 
Function Using Classification Techniques 
and Fuzzy Systems 

Mynapati Lakshmi Prasudha , Sukhavasi Vidyullatha , 
and Yeluri Divya 

Abstract Kidney diseases are life threatening. Its development is prevented by early 
detection and vigorous management. It is important to discover such disorders at an 
early stage in order to extend a patient’s lifespan and to classify the abnormalities 
in kidney function based on pathological data. The primary goal is to identify the 
stages of the kidney disease and check the performance for various classifiers of the 
model. In this paper, classification algorithms are used to find out the accuracy of 
the supervised data. Not all machine learning classifiers predict the accurate results 
because of imprecision. So, fuzzy expert system (FES) is used to deal with imprecise 
data. To predict the disease at an early stage and also to identify the stages of the 
disease, FES is used. FES has shown promising results in identifying the stages of the 
patients. The accuracy of the pathological data is found by using machine learning 
algorithms. In addition, the probability of the occurrence of the disease is found by 
combining various parameters and identified the stages of the patient’s disease. 

Keywords Fuzzy expert system (FES) · Logistic regression (LR) · Support vector 
machine (SVM) · Decision tree (DT) · Random forest (RF) · Chronic kidney 
disease (CKD) · Acute kidney injury (AKI) 

1 Introduction 

Subsequent paragraphs, however, are indented. Kidneys are bean shaped organs in the 
human body located at the backside. Healthy kidneys are about 5 inches in size. The 
change in kidney size indicates an unhealthy kidney condition. Kidneys purify about 
200 L of blood per day. The major function of the kidneys is to filter excess water, 
salts, and waste from the blood. The appropriate operation of this entire process is
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required to maintain electrolytes in a healthy level. Figures 1 and 2 show the healthy 
and unhealthy kidneys. 

Ailments related to kidney are becoming more prevalent. Kidney damage happens 
slowly among many people over many years, generally as a result of diabetes mellitus 
or blood pressure, and it can be termed as CKD, whereas AKI happens when a 
person’s renal function changes suddenly due to illness, accident, or by the use of

Fig. 1 Proposed model for kidney disease prediction [29] 

Fig. 2 Proposed framework for CKD and AKI prediction 
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certain drugs. This can effect the healthy people whose healthy kidneys or problems 
have related to kidneys. Chronic kidney disease (CKD) is usually dangerous condition 
if not identified at an early stage. Its progression is prevented by early detection and 
effective management [1–6]. It is vital to discover such disorders at an early stage in 
order to extend a patient’s lifespan. Kidney disease is a quiet and serious disease that 
affects people all over the world. It is harmful since the symptoms do not appear until 
the kidney’s functions have deteriorated by 85–90%. According to Global Burden 
of Diseases (GBDs), over 1.2 million individuals died from kidney disease in some 
form. Since 2005, the proportion has raised by 32%, implying that the death rate 
of renal patients has increased by 32% over a ten-year period. According to the 
findings of the study, around 5–10 million individuals die each year as a result of 
kidney failure. 

2 Literature Survey 

To predict renal disorders, SVM and ANN were used [7, 8]. The study examined the 
accuracy and execution time of the two methods mentioned above. To develop a set of 
features that can predict kidney damage, effectively feature selection algorithms are 
employed. The reduced feature set reduces costs, improves efficiency, and eliminates 
ambiguity [9]. To predict at an early stage, the combination of machine learning 
algorithms and predictive modeling is proposed [10]. ANN models were assessed 
for predicting patient’s lifespan, especially while suffering with CKD [11, 12]. K-
means algorithm was used to extract information about how CKD markers interact 
with patient’s mortality and analyzed clustering methods to predict dialysis patient’s 
lifespan. By using Hadoop environment, different machine learning algorithms are 
used, and KNN and SVM with an AUROC 0.83 is achieved [13]. Gradient boosting 
algorithms and clinical information from EHR to present a one-year prediction model 
for CKD [14] among diabetic patients [15]. Convolutional auto-encoder is used to 
encode the temporal features, which exceeded baseline models by using EHR data 
containing sequences of lab test results to predict the risk of progressing from the 
first to the second stage of diabetic nephropathy [16]. The prediction model in kidney 
disease patients is proposed, especially for hypertension individuals using textual and 
numeric data from EHR. A neural network, based on bidirectional long- and short-
term memories and auto-encoders, were used to encode both textual, numerical 
data. Under-sampling is used to balance the data and is able to get an accuracy 
of 89.7% using tenfold cross-validation [17]. Dataset containing missing values are 
dealt since it results in reduction of the model’s accuracy and prediction outputs. They 
discovered a solution to this by performing a recompilation process on CKD stages, 
which resulted in unknown values. They recalculated missing data to fill up the gaps 
[18]. Using several machine learning classifications techniques, the authors worked 
on reducing diagnosis time and increased accuracy for the same. The classification 
of different stages of CKD based on severity is proposed. Using algorithms such as
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the RBF, RF, and BPNN, the results shown that RBF algorithm performs better than 
other classifiers, with an accuracy of 85.3% [19, 20]. 

3 Proposed Work 

3.1 Kidney Disease Classification Using Machine Learning 
Based on Pathological Data 

Analyzing the medical data is a very sensible matter and that must be done correctly 
for disease prediction, detection, and analysis. This results in developing accurate 
tools and usage of such effective machine learning algorithms [21] which accu-
rately detect or for diagnosing the disease. Appropriate and effective analysis of 
medical data has ushered in a revolution in machine learning field, especially for the 
widespread usage computationally demanding algorithms in recent years. However, 
existing number of clinical issues, namely accuracy, dependability, and rapid deci-
sion models, must be solved in order to guide physicians while diagnosing disease 
effectively [22, 23]. The classifiers’ performance for disease prediction is determined 
by the obtained quality medical data and the classifier models used for the classifi-
cation process. As a result, it is critical to employ various classifiers to correctly and 
accurately assess sensitive medical data in order to anticipate and detect diseases. 
In machine learning, classification [19, 20, 24–28] is a crucial challenge to extract 
knowledge from various real-time issues. Hence, a well-developed model shown in 
Fig. 1 is required to accurately predict the target class using collected data at multiple 
categorization levels. 

3.2 Early-Stage CKD Prediction Using Fuzzy Systems 

The major goal of developing this fuzzy expert system [30] is to assist doctors in 
detecting CKD in patients. This medical expert system can detect a disease and 
assist specialists in providing proper and appropriate treatment. Here, a patient’s 
data is taken as input and classifying the stage of the patients is expected output. 
Inference and defuzzification are used to process the output as shown in Fig. 2 [7, 
31–33]. The fuzzy system contains various methods like fuzzification, inference, and 
defuzzification for processing the output. A fuzzy expert system [34] is a conceptual 
framework used to diagnose and also to manage chronic kidney disease. The rule-
based model receives its membership value through the defuzzification technique. 
This method converts output (linguistic values) into crisp values [35, 36].
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4 Methodology 

4.1 Dataset 

We used a publicly available chronic kidney disease dataset from UCI repository. It 
contains 400 instances and 25 attributes. 

4.2 ML Classifiers 

Algorithm for proposed model 
Input. Patient’s dataset 
Output. Correct classification of patient’s dataset under various classification 

algorithms. 
Step 1. Load dataset. 
Step 2. Pre-processing the data. 

• Row-elimination technique to deal with missing values. 
• Convert the categorical values into numerical values 

Step 3. Construct the classifier model (LR, DT, RF, and SVM) for preprocessed 
dataset. 

Step 4. Performance analysis of constructed classifier models in step 3. 

4.3 Classification Accuracy 

Equation (1) is used to calculate the accuracy of given models: 

Accuracy = T P  + T N  

T P  + T N  + FP  + FN  
, (1) 

where TP, TN, FP, and FN are observations and prediction values which are given in 
terms of true, false, positive, and negative. 

4.4 Fuzzification 

Medical diagnosis frequently requires a thorough examination of a patient in order to 
determine whether the patient is suffering from a suspected condition. If we consider 
sugar level, it may be high for one patient and low for another patient or no sugar for 
others. So here are combined features and its strengths to obtain an accurate diagnostic
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conclusion. Here, physicians’ experience is used in the current study to create a 
database of various fuzzy rules. Based on fuzzy decisions [37], a computer software 
can be developed to automatically evaluate if a patient with specific symptoms is 
suffering from one or other kind of a diseases. 

The profile table can be determined as [r pij, rij, v]. 

σ i = 
j−ki∑

j=1 
(Wi  j  δi j  )

/
j=ki∑

j=1 
Wi  j  . (2) 

Equation (2) is used to take a diagnosis decision by adding the impact of Ki 
relevant features by adding weighing factor wij. In this case, all the features will 
have equal weighted factor. 

σ i = 
1 

ki 

j=ki∑

j=1 

δi j. (3) 

Equation (3) is to obtain precise crisp numbers which indicates the probability of 
each disease in the set S. 

For the given data, the first step is to perform normality test. The main risk factors 
for CKD are SCR, blood sugar, blood pressure, age, GFR, and smoke. Here, normality 
tests are performed for GFR and SCR because these are main factors for CKD 
prediction. 

Normality. Normality check is very important while considering any pathological 
or numerical data because the obtained data contains lots of imprecision. To deal with 
imprecise data, normality check is must. 

Confidence Indicator. CIs can be used to determine the ranges that will function 
as the fuzzy [38] sets in the outputs and input variables of a given model. 

After normality test is done, to measure uncertainty in variables, a confidence 
indicator is used. Equation (4) for confidence interval is: 

C I  = X ± Z 
s √
n 
. (4) 

CI = confidence interval. 
Z = confidence level value. 
s = sample standard deviation. 
n = sample size. 

IF–THEN-RULES (knowledge base). The fuzzy variables for output catego-
rization are linked with set of rules in this step. Mandani fuzzy rule-based model 
is used to store fuzzy rules [39]. Different membership functions are selected and 
analyzed for certain results, such as parameter as normal, moderate, or critical, using 
the MATLAB-FIS editor. Finally, the condition of a patient is established using the
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prepared rule bases, taking into account the status of individual parameters [40]. 
GFR = low (0–15), moderate (15–60), high (60 and above). 

From the obtained data, to classify the stages of abnormality in kidney disease, 
six variables are considered. From these six variables, we get 324 rules. 

Confidence indicator is used to estimate the performance using Eq. (5). 

C I  = 
Success number 

total tests
∗ 100. (5) 

5 Result Analysis 

While calculating CI, we got 92% accuracy when fuzzy expert system is used. So, 
we can say that fuzzy system [41] can help many physicians for diagnosing CKD. 
Various metrics such as accuracy, precision, specificity, and sensitivity can be used 
for performance evaluation. In order to evaluate the performance metrics, Table 1 
and Table 2 show the performance of classifiers and the confusion matrix must be 
reduced to 2 × 2 matrix and is shown in Table 3. 

Table 1 Performance of various classifiers 

Algorithms Total 
predictions 

Right 
predictions 

Wrong 
predictions 

Accuracy precision Recall F1-
score 

Support 

LR 210 193 17 94.56 0.98 0.91 0.95 162 

SVM 210 168 42 88.52 0.79 1.00 0.89 162 

DT 210 205 5 98.45 0.99 0.98 0.98 162 

RF 210 206 4 98.75 0.99 0.98 0.99 162 

Table 2 Confusion matrix for various classifiers 

Classifier TP FP FN TN 

LR 148 14 3 45 

SVM 162 0 42 6 

DT 159 3 2 46 

RF 159 3 1 47 

Table 3 2 × 2 matrix  
Yes No Class 

136 15 Yes 

11 162 No
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6 Conclusion 

To predict the kidney disease at an early stage, the given input data was first classified 
into two levels, i.e., AKI and CKD using binary classification. A model was built 
using LR, SVM, DT, and RF. The random forest performed better while comparing 
to other classifiers, with an accuracy of 98.7%. In order to identify various stages 
of the disease, the attributes are combined to predict the outcome. By using fuzzy 
system, the inference rules were built and trained a model on these rules and achieved 
96% accuracy when 200 rules were used for training using fuzzy expert system. So, 
it can be concluded that this can be helpful for many physicians in taking decisions 
to predict the severity of the disease at an early stage. 
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Implementation of Parallel Applications 
on the Hypercube Topology by Using 
Multistage Network 

Qusay S. Alsaffar and Leila Ben Ayed 

Abstract The recent computational systems include multicomputer formations. 
Multiple computers allow many tasks to be processed faster and concurrently and the 
possibility of implementing the same functions on various processors simultaneously. 
The problem is that companies are required to pay thousands of dollars to construct 
data centers, locations, servers, technicians, and hardware maintenance costs and 
over time need to update and upgrade. This paper simulates a virtual machine and 
uses the hypercube topology to implement a Multistage Network, a single computer 
is divided into eight computers as clients and eight computers as servers, the inter-
connection between servers is represented by mesh topology, and parallel processing 
is represented by multiplying two-dimensional matrices A and B. Cloud computing 
should virtualize the management of resources (such as memories, CPUs, storage) 
to users at reasonable costs. The goal of using this method is to construct a model 
that not only works on hypercube topology but also works on various topologies. 
The results showed that the outputs are computed through parallel virtual servers by 
using the threading technique. We produced a sample approaching a cloud computing 
system. 
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1 Introduction 

The efficiency of the multiprocessor system can be raised by using Multistage Inter-
connection Networks (MINs). MINs are a vital element of these systems that allow 
communication between memory and many processors and between the processors 
themselves. Efficiency and fast with reasonable communication costs are obtained 
by providing MINs [1]. 

Parallel processing consists of a collection of processors running at the same time 
and sharing the same memory. The parallel system is tightly interconnected, meaning 
that the processors have access to the clock and memory shared in the system and 
are under the control of the operating system. Parallel systems are used by parallel 
computing to manipulate computational issues [2]. 

Hypercube structures execute an operation that depends on inclusive communi-
cation through T tasks, and these T tasks are implemented by using log T steps. 
There are a variety of parallel algorithms, such as (vector reduction, sorting, barrier 
synchronization, and matrix multiplication). These parallel algorithms use inclusive 
communication so that hypercube structures have a high benefit in parallel computa-
tions [3]. The parallel prefix [4], machine learning [5], linear algebra computations 
[6], and Boolean algebraic [7] are considered examples of hypercube structures in 
parallel processing. Designing data centers, hardware, software, provision of tech-
nicians, and cooling systems are expensive, and over time, this equipment needs to 
be upgraded and become outdated. 

In this paper, we propose a new solution for the design of a model that simulates 
a network using Java and some techniques such as (threading, socket, socket server, 
and port number). This network model divides a single computer into eight clients 
and eight servers to execute an application (multiplication of matrices A and B), we 
make a connection between the client and servers, then the application is divided 
into threads, and these threads are sent from the selected client to eight servers; then, 
the interconnection between servers computes the results via hypercube structures, 
and communication is done using the TCP protocol. 

This model provides interconnection between servers through a Multistage 
Network, the parallel computers work synchronously through mesh topology, and 
it would be considered as a kernel of various topologies and a small sample of the 
cloud computing system. 

The paper is structured as follows: Sect. 2 provides a short overview of the rele-
vant works. Section 3 defines parallel processing. Section 4 presents Multistage 
Interconnection Networks. The hypercube topology is described in Sect. 5. Section 6 
explains mesh topology. Section 7 introduces the cloud system. Section 8 explains the 
proposed system. Section 9 discusses the experimental results. The last two sections 
are conclusions and recommendations.
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2 Related Works 

Distributed system performance (CORBA, RMI, and Socket) was evaluated by R. 
Eggen and M. Eggen. There are 2, 4, and 8 nodes that were used to implement parallel 
sorting application, and these nodes have analyzed the performance of CORBA, 
RMI, and Socket. The results of RMI and Socket have approximately the same 
performance. However, the result of CORBA showed that the performance was lower 
than RMI and Socket [8]. [The paper is only a comparison of some of the tools used 
in a distributed system]. 

H. Inoue, T. Moriyama, H. Komatsu, and T. Nakatani use multicores’ SIMD 
processors to apply their parallel sorting algorithm named Aligned Access Sort. The 
characteristics of the third level of parallelism and SIMS instructions are used by the 
parallel sort algorithm. The out-core and in-core sorting algorithms are two methods 
included in the system. Data categorized as unordered is divided into blocks of 
appropriate size with memory. Every block was arranged with an in-core algorithm, 
and the out-core algorithm is merged with the sorted blocks to arrange blocks in 
parallel by using the even–odd merge sort [9]. [This work describes the application 
on the parallel system and does not introduce the type of topology used]. 

Merge sort, quick sort, and bubble sort algorithms were compared with their 
performance by El-Nashar [10], and these algorithms were executed using a message-
passing interface on a Windows platform with dual core. The comparison is based on 
the number of operations working in parallel with the number of cores being used. 
When the number of processes is increased, the execution time of bubble sort is 
significantly reduced; although the number of physical cores is less than the number 
of processes, the execution time of quick sort and merge sort is increased because the 
number of cores is less than the number of processes. Because of the communica-
tion processes, quick sort and merge sort have a bigger communication payload than 
bubble sort which has a less communication payload. [The paper compares the execu-
tion time, the number of processes, and the number of physical cores for executing 
three applications. [The paper does not provide solutions to a specific problem]. 

Saleem et al. [11], Intel Cilk Plus article was used to develop two programs. C/ 
C++ language is used to implement two sequential sorting algorithms by transforming 
them into multicore programs in the Intel Cilk Plus structure to obtain better perfor-
mance and parallel processing. After the Cilk Plus transforms program, the CILK 
tools are used to inspect for the different events, and then, the sequential program 
with a single core compares performance and speed achieved. [Java programming is 
a more suitable language with a multicore system, and it is not used in this paper]. 

Damrudi and Aval [12] use hypercube topology to propose a parallel search algo-
rithm. The number of nodes and data elements are equal and every node possesses 
only one data element in the hypercube. The comparison process is implemented by 
the node between the key value and the data, and the output of the comparison is 
transmitted to the adjacent node. Better performance was gained when applying this 
algorithm. [Also, this research is applied to MATLAB environment and focuses on 
getting better performance without implementing threading in Java language].
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LAN Chat System was proposed by Abba et al. [13], and this system provides 
for saving conversation, voice call, and sending files. The Java socket was used to 
achieve the system. The system used TCP protocol to provide unlimited message 
transmission in the network. Data is delivered reliably when using the TCP protocol. 
[The proposed method is similar to social media that is used today to communicate 
between people]. 

The bubble sort algorithm was studied by Panigrahi et al. [14], in serial and parallel 
techniques. They selected eight elements from the data in descending order. There 
are two, four, and eight processors that were used to perform and compare sequential 
bubble sort and parallel bubble sort. They concluded that using eight processors for 
bubble sorting (the number of elements and processors being equal) gives better 
performance and lower execution time, while processors 1, 2, 4 give more execution 
time and more usage of processors. [The research does not address the structure or 
topology used]. 

Rinku and Asha Rani [15], two matrices of size 1000 × 1000 are divided into 
threads to perform multiplication. The process is executed on a single processor 
and multiprocessor, and this formula shows the benefit of using multithreading on 
multiprocessors. Execution time is reduced by 50% in multiprocessing compared 
to a single processor. [The research does not use virtualization to apply on phys-
ical multicores (additional cost) and they did not use Java which is convenient in 
distributed systems]. 

3 Parallel Processing 

Parallel computers are a group of processing machines that work synchronously 
and fast to provide solutions to big problems, Fig. 1 [16] illustrates parallel 
processing, and a parallel system implies that different computers or processors 
are interconnected to enhance activity [17]. 

Fig. 1 Parallel system
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In this paper, the elements of two matrices were distributed over eight intercon-
nected processors and shared memory to compute the results using Java threading 
technology. 

4 Multistage Interconnection Networks (MINs) 

MINs mean that the network architecture includes more than one stage; these stages 
are small elements interconnected together by links [16]. 

In this paper, two-stage interconnection networks were designed to execute 
the matrices multiplication, where the elements of two matrices are sent to eight 
processors as threads. 

4.1 Connection of Source and Destinations 

This mechanism simulates the transmission between the source and destination. The 
switching is used to implement the mechanism in which the connection between the 
source and destination nodes, the mechanism is regarded as simulation to transmis-
sion. The XOR operation is exploited to determine the path between the source and 
destination nodes. Basically, 2 × 2 switching determines the straight or exchange in 
direction, and there are four cases as illustrated in (Fig. 2) [17]. 

In this figure, there is (path from source 0 to destination 0 (Fig. 2a)), (path from 
source 0 to destination 1 (Fig. 2b)), (path from source 1 to destination 0 (Fig. 2c)) 
and (path from source 1 to destination 1 (Fig. 2d)). This mechanism is the kernel of
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Fig. 3 Three-dimension 
hypercube network 
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the connection between client and server and it can be applied on multistage through 
the next equation [18]: 

n = log2 P, (1) 

where n represents the number of stages and P is the number of destination nodes. 

5 Hypercube Topology 

In this paper, the 3D hypercube topology was exploited to apply matrix multiplica-
tion, and all threads are sent between neighboring nodes simultaneously to calculate 
results. 

In the 3D hypercube, any node is straightly connected to three nodes. (Fig. 3 [16]) 
shows that the node PE7 is straightly connected to nodes PE3, PE5, and PE6 because 
the difference of IDs of these nodes is in only one bit. The hypercube topology can 
be used in many applications such as matrix transposition and matrix multiplication 
[19, 20]. 

6 Mesh Topology 

In this paper, a 3D mesh topology with eight nodes was selected (Fig. 4), which 
illustrates the organization of nodes in the mesh topology and how these nodes 
implement 2D matrices. Every node takes two numbers, for example, node 1 (row 0, 
column 0) represents the first number of the first matrix and the first number of the 
second matrix [19].

7 Cloud System 

Cloud computing is a paradigm to facilitate obtaining when needing to shared 
computing resources (application, network, storage, service) that are easy to prepare 
with minimum effort of management [21].
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Fig. 4 Three-dimensional 
mesh topology with 2D 
matrices

There are three types of services that can be provided by cloud computing: infras-
tructure as a service (IaaS), platform as a service (PaaS), and software as a service 
(SaaS) [22]. This paper can represent a small sample of cloud computing systems 
(software as a service (SaaS)). 

8 The Proposed System for Designing and Simulating 
Parallel Applications on a Hypercube Topology 

The proposed system simulates the execution of the parallel application (multiplying 
2D matrices A and B). A single computer is divided into eight computers as clients 
and eight computers as servers, the selected client communicates with eight servers 
using the TCP protocol, and depending on the Java threads, socket, socket server, 
port number, and local host, also the communication and interconnection between 
servers are depending on the threading of Java, socket server, port number, and local 
host. The following steps illustrate the algorithm: 

Begin. 

Step1: Input matrix A =
[
i0 i1 
i2 i3

]
andB =

[
j0 j1 
j2 j3

]

Step2: Input client number. 
Step3: Input servers from (0, 1, 2, 3, 4, 5, 6, 7). 

Step4: The output is C =
[
k0 k1 
k2 k3

]

Step5: Connect the selected client with selected servers according to the 
mechanism that was illustrated in subsection (4.1). 

Step6: Split the matrices A and B into threads(i,j), then send them to 8 servers. 
Step7: Input the queues q0, q1, q2, and q3 with 2 indexes [0,1], then send the 

queues to 8 servers.
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// The next steps represent the communication between servers to achieve 
parallel processing. 

Step8: Convert the number of servers (0,1,2,3,4,5,6 and 7) from decimal form to 
3-bits binary form, the server number will be (000, 001, 010, 011, 100, 101,110 and 
111). 

Step9: For each server in the network do 
If (bit_index[0] = =  bit_index [2]) 
If (binary bit differs by only one bit with the neighboring server) 
The communication will be enabled with the neighboring server 
The (i) thread is sent to the neighboring server. 
end if. 
end if. 

end for. 
Step10: For each server in the network do. 
If (bit_index[0] = =  bit_index [1]). 
If (binary bit differs by only one bit with the neighboring server) 
The communication will be enabled with the neighboring server 
The (j) thread is sent to the neighboring server 
end if 
end if. 

end for. 
Step11: For each server (0..3) do 

Multiply ino. × jno.=ano., then put ano. in qno.[0]. 
End for. 

Step12: For each server (4..7) do 
Multiply ino. × jno. = ano., then put ano. in qno [1]. 
End for. 

Step13: Accumulate q0, q1, q2, and q3 into server number (111) to make a 
summation process as follows: 

q0[0] + q0[1] → a0 + b0 = k0 
q1[0] + q1[1] → a1 + b1 = k1 
q2[0] + q2[1] → a2 + b2 = k2 
q3[0] + q3[1] → a3 + b3 = k3 
End. 
The following activity diagram describes the behavior model:
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9 Illustration and Experimental Results 

1. Input the elements of matrices A =
[
45 28 
33 12

]
andB =

[
56 60 
72 64

]
.
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2. The result is C =
[
4536 4492 
2712 2748

]
. 

3. Split the matrices elements A and B into threads(45, 28, 33, 12, 56, 60, 72 and 
64). 

4. Threads are sent from the selected client to the servers as follows: 

• Thread (45) is sent to servers (000 and 100). 
• Thread (28) is sent to servers (001 and 101). 
• Thread (33) is sent to servers (010 and 110). 
• Thread (12) is sent to servers (011 and 111). 
• Thread (56) is sent to servers (000 and 100). 
• Thread (60) is sent to servers (001 and 101). 
• Thread (72) is sent to servers (010 and 110). 
• Thread (64) is sent to servers (011 and 111). 

5. To process and compute the output, the servers are communicated and threads are 
sent between them simultaneously according to the comparison of the matching 
of the bit-index (as explained in the algorithm section) as follows: 

• Server (000) sends thread (45) to the server (001). 
• Server (010) sends thread (28) to the server (011). 
• Server (101) sends thread (33) to the server (100). 
• Server (111) sends thread (12) to the server (110). 
• Server (000) sends thread (56) to the server (010). 
• Server (001) sends thread (60) to the server (011). 
• Server (110) sends thread (72) to the server (100). 
• Server (111) sends thread (64) to the server (101). 

6. For every server, the multiplication operation is done and put the result in the 
queue as follows: 

• Server (000) multiply (45 × 56 = 2520), then put 2520 into q0[0]. 
• Server (001) multiply (45 × 60 = 2700), then put 2700 into q1[0]. 
• Server (010) multiply (33 × 56 = 1848), then put 1848 into q2[0]. 
• Server (011) multiply (33 × 60 = 1980), then put 1980 into q3[0]. 
• Server (100) multiply (28 × 72 = 2016), then put 2016 into q0[1]. 
• Server (101) multiply (28 × 64 = 1792), then put 1792 into q1[1]. 
• Server (110) multiply (12 × 72 = 864), then put 864 into q2[1]. 
• Server (111) multiply (12 × 64 = 768), then put 768 into q3[1]. 

7. Queues are accumulated on the server (111) to compute the sum operation and 
get the output: 

• q0[0] + q0[1] → 2520 + 2016 = 4536. 
• q1[0] + q1[1] → 2700 + 1792 = 4492. 
• q2[0] + q2[1] → 1848 + 864 = 2712. 
• q3[0] + q3[1] → 1980 + 768 = 2748.
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Fig. 5 Distributed matrices’ elements on servers 

The proposed system was achieved on Intel Core i7, 16 GB DDR4 RAM, and 
Windows 10 operating system. The Java programming language has been used to 
simulate parallel processing by dividing the elements of the matrices into threads 
and distributing them on the two-stage mesh topology in the form of the hypercube 
network. Figure 5 explains the distributed servers in two stages to implement the 
parallel system of matrices multiplication. 

Figure 6 explains the communication between servers and how the matrices’ 
elements are sent between neighboring servers; then calculating queues’ summation 
to compute the final results, in these two figures, server (000) sends thread (i0 is 45) 
to server (001) and thread (j0 is 56) to server (010), server (001) sends thread (j1 is 60) 
to server (011), server (010) sends thread (i2 is 33)to server (011), server (101) sends 
thread (i1 is 28) to server (100), and server (111) sends thread (i3 is 12) to server (110) 
and sends thread (j3 is 64) to server (101); then, the multiplication process is done 
in each server and put the results in (q0, q1, q2, and q3), the sum of indexes q0[0,1] is 
calculated by the server (000 and 100), the sum of indexes q1[0,1] is calculated by 
the server (001 and 101), the sum of indexes q2[0,1] is calculated by the server (010 
and 110), and the sum of indexes q3[0,1] is calculated by the server (011 and 111).

10 Conclusions 

In this paper, we provided a simulation of a virtual network as a real network by 
using the Java programming language with its technologies (threads, sockets, and 
socket server). We applied the hypercube mesh network topology to perform the
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Fig. 6 Communication between servers

communication and interconnection between the servers by sending threads i and j 
to obtain the results. The communication between servers is achieved by positioning 
bits’ matching conditions for each server in the binary number. We used the TCP 
protocol to enable communication between the client and the servers and between 
the servers themselves. This model is scalable, it provides a sample of the two-stage 
network and two-dimensional matrices, and it can be extended to (3 × 3, 4 × 4, 
etc.) matrices and (three dimensions, four dimensions, etc.) stages. The proposed 
work gives a small sample of the cloud system by providing the virtualization of 
parallel processing, where the virtualization can provide the ability to create multi-
virtual machines and each one has its own OS and software on a single physical 
machine. This paper presented a multithreading model that uses the same memory, 
which means providing system memory and thus boosting system performance, by 
comparing with other models that implement the traditional process. In addition, 
threads provide optimal resource utilization, because each thread performs different 
tasks concurrently.
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Integrating Artificial Intelligence 
for Adaptive Decision-Making 
in Complex System 

Ajay Verma and Nisha Singhal 

Abstract The integration of AI techniques in systems engineering can revolu-
tionize decision-making in complex systems. This research investigates AI’s role in 
enhancing adaptive decision-making and addresses integration challenges. AI tech-
nologies, like machine learning and cognitive computing, handle large data volumes, 
identify patterns, and make accurate predictions, enabling decision-makers to gain 
valuable insights into system behavior, risks, and performance optimization. The 
research develops intelligent algorithms for real-time data analysis, pattern recog-
nition, and anomaly detection, facilitating proactive decision-making. Intelligent 
decision support systems integrate AI technologies, providing real-time insights 
and recommendations to optimize performance and enhance system resilience. The 
research evaluates AI-based approaches through case studies, assessing their perfor-
mance and effectiveness. It also addresses challenges such as data privacy, trans-
parency, and system reliability, offering practical guidelines for successful AI inte-
gration. In conclusion, this research explores AI integration for adaptive decision-
making in complex systems, advancing systems’ engineering and providing insights 
for practitioners and researchers implementing AI for effective decision-making in 
dynamic environments. 
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1 Introduction 

In recent years, the field of artificial intelligence (AI) has witnessed significant 
advancements, revolutionizing various industries and domains [1].  One areawhereAI  
has shown tremendous potential is in enhancing adaptive decision-making processes 
in complex systems As the complexity of systems continues to grow, traditional 
decision-making approaches often fall short in handling the intricate dynamics and 
uncertainties associated with such systems. However, by integrating AI techniques 
into systems engineering, decision-makers can harness the power of intelligent algo-
rithms and frameworks to gain valuable insights, optimize performance, and enhance 
overall system resilience. 

This study aims to investigate how artificial intelligence can be integrated to 
support adaptive decision-making in complex systems. We will look into the ways that 
artificial intelligence (AI) technologies, such as machine learning, expert systems, 
and cognitive computing, might enhance decision-making and deal with integration-
related issues [1]. In addition, we will concentrate on creating sophisticated frame-
works and algorithms that can efficiently evaluate and comprehend complicated 
system data, giving decision-makers timely insights all the way through the system 
lifetime [2]. 

2 Literature Review 

In complex systems, decision-making is often hindered by the sheer volume and 
complexity of available data. Traditional approaches struggle to analyze vast infor-
mation, leading to suboptimal decisions and increased risks. AI techniques, including 
machine learning algorithms, are highly effective in handling large data volumes, 
identifying patterns, and making accurate predictions [2]. Leveraging these AI capa-
bilities helps decision-makers to gain a deeper understanding of system behavior, 
risks, and performance optimization strategies. AI enables adaptive decision-making 
in dynamic, uncertain environments, improving performance by analyzing real-time 
data [3]. 

Developing intelligent algorithms is crucial for AI integration. They analyze 
complex system data, extract insights, and enable real-time trend identification. 
Anomaly detection algorithms spot potential failures or risks, aiding proactive mitiga-
tion [4]. These algorithms empower decision-makers to optimize system performance 
and enhance resilience. Integrating AI requires intelligent decision support systems 
providing real-time insights and recommendations based on data and AI-driven algo-
rithms [4]. They process vast data, guide decision-makers, and consider constraints, 
objectives, and risks. Case studies and comparisons with traditional methods evaluate 
AI’s impact in complex system environments [5]. 

Case studies demonstrate AI’s effectiveness in adaptive decision-making, for 
example, optimizing energy consumption in a smart grid system through AI-driven
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Table 1 Artificial intelligence and intelligence systems in complex decision-making 

No. Authors and year Main concept 

1 Russell and Norvig [1] Advancements in the field of AI 

2 Ahmad et al. [2] Role of AI in improving decision-making 

3 Johnson et al. [3] Machine learning for handling large data volumes 

4 Bengio et al. [8] Adaptive decision-making in dynamic and uncertain 
environments 

5 Holland [9] Anomaly detection algorithms in complex systems 

6 Jackson [10] Performance evaluation of AI-driven approaches 

7 Kim et al. [11] Comparison of rule-based and AI-driven 
decision-making 

8 Rajaraman and Ullman 
[12] 

Addressing bias in AI algorithms 

analysis [3]. Comparisons assess factors like energy efficiency, cost-effectiveness, 
and system stability, offering empirical evidence of AI benefits. Additionally, 
comparisons with traditional methods evaluate AI techniques’ strengths and limi-
tations [6]. Considerations must address potential bias in AI algorithms, which can 
lead to discriminatory outcomes [7]. Ensuring ethical AI development and deploy-
ment is essential to avoid unintended consequences and ensure fairness in decision-
making processes. Table 1 is highlights applications of various AI techniques in 
decision-making reported in literature. 

In conclusion, integrating artificial intelligence into adaptive decision-making 
processes in complex systems offers significant potential for enhancing performance 
and resilience. AI technologies, including machine learning, expert systems, and 
cognitive computing, enable the analysis of large volumes of data, adaptive decision-
making in uncertain environments, and the development of intelligent algorithms and 
decision support systems. 

3 Overview of Artificial Intelligence Techniques 
for Decision-Making 

Artificial intelligence (AI) is a potent instrument for decision-making across a range 
of fields, including complex systems [1]. AI uses sophisticated models and algorithms 
to evaluate data and come to well-informed conclusions. Artificial intelligence (AI) 
improves decision-making’s precision, effectiveness, and flexibility in complex and 
dynamic situations [3]. An overview of well-known AI decision-making approaches 
is given in this section. 

Automated Learning Within artificial intelligence, machine learning creates 
models and algorithms that learn from data to make predictions or judgments without 
the need for explicit programming. It comprises three types of learning: unsupervised
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learning, which finds patterns in unlabeled data, reinforcement learning, which learns 
by interacting with an environment, and supervised learning, which detects patterns 
and makes predictions from labeled datasets. Effective use of machine learning 
in decision-making is demonstrated by its application to customer behavior, fraud 
detection, and predictive maintenance [13]. They excel in decision-making scenarios 
requiring domain-specific knowledge and have been applied in healthcare diagnosis, 
financial analysis, and quality control [14]. 

Natural Language Processing (NLP): NLP enables machines to understand and 
process human language, involving speech recognition, natural language under-
standing, and generation [15]. NLP supports decision-making by analyzing text data, 
such as customer feedback analysis, sentiment analysis, and text summarization [16]. 

Neural Networks: Neural networks, inspired by the human brain, recognize 
complex patterns and make predictions by processing information through inter-
connected nodes [3]. Deep learning, a subset, involves training deep architectures 
to learn hierarchical data representations [17]. Neural networks have been applied 
effectively in decision-making tasks like image and speech recognition, anomaly 
detection, and financial forecasting [9]. 

Genetic Algorithms: Genetic algorithms optimize solutions iteratively based on 
fitness criteria, inspired by natural selection and evolution [9]; they are valuable in 
decision-making with multiple objectives and challenging optimal solution search, 
applied in resource allocation, scheduling, and portfolio optimization [6]. 

Fuzzy Logic: Fuzzy logic deals with uncertainty and allows reasoning in situations 
with degrees of truth. It is useful in decision-making tasks involving subjective or 
uncertain information, applied in areas like control systems, risk assessment, and 
decision support systems [18]. By employing these AI techniques, decision-makers 
harness data analysis, pattern recognition, and intelligent reasoning for effective 
decisions in complex systems (see Fig. 1 for AI integration components in complex 
decision-making).

4 Advantages, Barriers, and Uses of AI in System 
Complexity 

Use of AI in decision-making in systems includes many advantages along with some 
barriers. This section highlights some of the benefits, challenges, and uses of AI in 
system decisions.
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Fig. 1 Various components 
of AI integration in complex 
decision-making
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4.1 Advantages 

Enhanced decision-making, efficiency, automation, real-time analysis, learning, 
adaptability, and optimization are some of the benefits of using AI in decision-making 
for systems. 

4.2 Barriers

● Data Quality and Availability: AI relies heavily on high-quality and relevant data 
for training and decision-making. Obtaining sufficient and reliable data can be 
a challenge in complex systems due to data fragmentation, quality issues, and 
privacy concerns [19]. Ensuring data accessibility, accuracy, and reliability is 
crucial for the success of AI integration.

● Interpretability and Explainability: AI models often operate as black boxes, 
making it difficult to understand their decision-making processes. In complex 
systems, where decisions may have significant consequences, interpretability and 
explainability of AI algorithms become crucial [20]. Decision-makers need to trust 
and understand the reasoning behind AI-generated insights and recommendations.

● Ethical and Legal Considerations: Integrating AI into complex systems raises 
ethical and legal concerns [21]. These include issues related to data privacy, 
algorithmic bias, accountability, and responsibility. Addressing these concerns 
requires the establishment of ethical frameworks, guidelines, and regulatory
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measures to ensure that AI integration is aligned with societal values and legal 
requirements.

● System Complexity and Scalability: Complex systems often involve numerous 
interconnected components, making it challenging to integrate AI seamlessly. 
Scaling AI solutions to large-scale and distributed systems requires careful design, 
infrastructure support, and considerations for system complexity [15]. The inte-
gration process must account for the scalability and compatibility of AI algorithms 
within the existing system architecture [22].

● Human–Machine Collaboration: Effective integration of AI in complex systems 
requires collaboration between humans and machines [23]. This collaboration 
entails understanding the strengths and limitations of AI systems, establishing 
clear roles and responsibilities, and facilitating human oversight and intervention 
when necessary. Ensuring a smooth human–machine interaction is essential to 
harnessing the full potential of AI in decision-making processes [24]. 

5 Research Contributions of the AI Approaches 

A brief description of research contributions of the approaches described above is 
presented below. 

Machine Learning 

Contribution: Machine learning techniques contribute to decision-making by 
automating the process of learning from data. This allows for data-driven predictions 
and classifications. 

Application: Machine learning has been successfully applied in various decision-
making tasks, including predictive maintenance, fraud detection, and customer 
behavior analysis. 

Expert Systems 

Contribution: Expert systems emulate human expertise in specific domains, 
contributing to decision-making by providing structured, rule-based reasoning. 

Application: Expert systems are valuable in decision-making scenarios that require 
domain-specific knowledge, such as healthcare diagnosis, financial analysis, and 
quality control. 

Natural Language Processing (NLP) 

Contribution: NLP techniques contribute to decision-making by enabling the analysis 
of large volumes of textual data, providing insights into customer opinions, market 
trends, and business intelligence.
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Neural Networks 

Contribution: NN may identify patterns which are complex in predicting data and 
various tasks. 

Genetic Algorithms 

Contribution: Genetic algorithms contribute to decision-making by optimizing solu-
tions based on fitness criteria, particularly in scenarios with multiple objectives. 
Application: Genetic algorithms have been applied to decision-making problems 
like resource allocation, scheduling, and portfolio optimization. 

Fuzzy Logic 

Contribution: Fuzzy logic contributes to decision-making by handling uncertainty 
and imprecision, providing a framework for reasoning in situations with degrees of 
truth. 

Application: Fuzzy logic is applied in decision-making tasks involving subjective or 
uncertain information, such as control systems, risk assessment, and decision support 
systems. 

These AI techniques collectively contribute to enhancing decision-making within 
complex systems by leveraging data analysis, pattern recognition, and intelligent 
reasoning. They provide various tools and methodologies to address different aspects 
of decision-making, from data processing and interpretation to optimization and 
handling uncertainty. 

6 Choice and Recommendation of Any One Approach 

The choice of the best AI approach among the ones mentioned (machine learning, 
expert systems, natural language processing, neural networks, genetic algorithms, 
and fuzzy logic) depends entirely on the specific problem you are trying to solve and 
the context in which you are working. Each of these approaches has its strengths 
and weaknesses, making them suitable for different types of tasks. Here are some 
considerations for selecting the best approach for a given problem: 

Machine Learning 

When to Use: Use machine learning when you have a large dataset and want the 
algorithm to learn patterns and make predictions or classifications. 

Examples Predictive maintenance, image recognition, recommendation systems. 
Expert Systems: When to Use: Use expert systems when you have well-defined 
rules and domain-specific knowledge to make decisions. 

Examples Healthcare diagnosis, financial analysis, quality control.



102 A. Verma and N. Singhal

Natural Language Processing (NLP) 
When to Use: Use NLP when you need to analyze and derive insights from textual 
data. 

Examples Sentiment analysis, catboats, text summarization. 

Neural Networks 
When to Use: Use neural networks, especially deep learning, for tasks involving 
complex pattern recognition, such as images, speech, and sequential data. 

Examples Image recognition, speech recognition, natural language translation. 

Genetic Algorithms 
When to Use: Use genetic algorithms when you need to optimize solutions based 
on multiple criteria and traditional optimization methods are not suitable. 

Examples Resource allocation, scheduling, portfolio optimization. 

Fuzzy Logic 
When to Use: Use fuzzy logic when dealing with problems that involve uncertainty 
and imprecision, where traditional binary logic is inadequate. 

Examples Control systems, risk assessment, decision support systems. 

To determine the best approach for your specific problem, consider the following 
factors: 

Nature of Data: What type of data are you working with? Is it structured or 
unstructured? Does it contain text, images, or other forms of data? 

Complexity of the Problem: Is the problem relatively straightforward or highly 
complex? Some problems require more advanced techniques like deep learning. 

Availability of Domain Knowledge: Do you have access to domain-specific 
expertise and well-defined rules, or do you need the algorithm to learn from data? 

Data Size: Do you have a large dataset, or is the dataset relatively small? Machine 
learning methods may require more data to generalize effectively. 

Interpretability: Do you need to explain the reasoning behind decisions? Some 
methods, like expert systems, provide more transparent decision-making. 

Objective: What is your primary goal? Are you trying to classify, predict, 
optimize, or perform some other specific task? 

Resource Constraints: Consider the computational resources available, as some 
techniques, like deep learning, can be computationally intensive. 

In practice, it is often beneficial to experiment with multiple approaches and 
compare their performance on your specific problem to determine which one works 
best. Additionally, the availability of data and expertise within your organization can 
influence your choice of approach. Ultimately, the “best” approach is the one that 
aligns most closely with your problem’s requirements and constraints.
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7 Future Perspectives 

Integrating artificial intelligence (AI) into complex decision-making processes holds 
immense future potential as AI technologies evolve and advance. These advance-
ments offer new avenues for enhancing performance, resilience, and efficiency across 
various industries and domains. In this exploration of future perspectives on AI inte-
gration in complex decision-making, several key areas stand out. Advanced machine 
learning techniques, which have already demonstrated their prowess in handling vast 
data and accurate predictions, are expected to evolve further to handle even more 
complex and diverse datasets. 

This development will empower decision-makers to extract deeper insights from 
intricate systems and make real-time, informed choices. Additionally, the demand for 
transparency and interpretability in AI models, driven by their growing complexity, 
will lead to advancements in explainable AI. This will enable decision-makers to 
better comprehend the underlying reasoning behind AI-based decisions, fostering 
greater trust in the system. Collaborative decision-making is set to play a pivotal 
role, with AI acting as a supportive tool for human decision-makers, rather than a 
replacement, thus improving the efficiency of complex systems. The integration of AI 
with the Internet of Things (IoT) will create a powerful synergy, allowing real-time 
data analysis from IoT devices to inform adaptive decision-making. 

Ethical and responsible AI practices will be paramount, requiring the development 
of frameworks and guidelines to address bias, fairness, and transparency in AI algo-
rithms, backed by regulatory measures. Lastly, AI systems that continuously learn 
and adapt over time will become increasingly significant, enabling decision-makers 
to leverage AI that evolves alongside the complex systems it serves. In conclusion, 
AI’s integration into complex decision-making processes is poised to bring transfor-
mative benefits as it evolves, facilitating data-driven choices, optimized performance, 
and enhanced system resilience in an era of increasing complexity and uncertainty. 

8 Conclusions 

This review highlights the enormous potential of integrating artificial intelligence 
(AI) into complex decision-making within intricate systems. Advancements in 
AI technologies, including machine learning, expert systems, natural language 
processing, neural networks, genetic algorithms, and fuzzy logic, have transformed 
decision-making by offering valuable insights, automation, real-time analysis, and 
optimization. AI’s benefits in complex systems are multifaceted, ranging from 
enhanced decision-making through data analysis to automating repetitive tasks, thus 
boosting efficiency and freeing human resources for more strategic endeavors. Real-
time insights from AI support proactive decision-making and early anomaly detec-
tion. AI techniques, such as reinforcement learning and neural networks, bolster
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adaptability and learning, enabling complex systems to navigate dynamic, uncer-
tain environments. Additionally, AI algorithms can optimize systems by identifying 
patterns and dependencies, enhancing overall efficiency. 

Nevertheless, integrating AI into complex systems presents unique challenges, 
including data quality, interpretability, ethical concerns, system complexity, and the 
necessity for effective human–machine collaboration. Notwithstanding these diffi-
culties, there is hope for the future of AI in complex systems adaptive decision-
making, as new developments in the field are expected to overcome these barriers. 
The growing influence of AI will profoundly alter how decisions are made in a variety 
of industries, including manufacturing, transportation, healthcare, and finance. Orga-
nizations can improve system resilience in the face of growing complexity and uncer-
tainty, optimize performance, and make data-driven decisions by utilizing AI tech-
nologies. In conclusion, by utilizing the potential of intelligent algorithms and frame-
works, integrating AI into complex systems offers a powerful remedy to the draw-
backs of conventional decision-making techniques. Successful integration requires 
close consideration of interpretability, ethics, system complexity, data quality, and 
human–machine cooperation. The future is incredibly promising for the advancement 
and use of AI in adaptive decision-making in complex systems. 
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Qualitative Research Reasoning 
on Dementia Forecast Using Machine 
Learning Techniques 

Tanvi Kapdi and Apurva Shah 

Abstract The rise in mental health issues and the demand for high-quality medical 
care have prompted researchers to investigate how machine learning might be used 
to treat mental health issues. Dementia is a disease that causes loss of cognitive skills 
in a way that interferes with a person’s day-to-day activities. It causes a breakdown 
of brain function, comprehension, recognition, reasoning, and behavioral abilities to 
the point where a person experiences difficulties in day-to-day activities. Dementia 
gradually kills the brain cells and causes people to lose their reading and thinking 
capabilities. According to the Lancet report, the incidences of dementia cases in 
India are predicted to nearly triple by 2050. According to the survey, the number 
of cases is roughly predicted to quadruple to 153 million by 2050. This research 
presents the analysis and findings related to forecasting dementia using machine 
learning techniques. The study has been conducted using the Open Access Series of 
Imaging Studies (OASIS) dataset. This dataset has been explored by using various 
machine learning algorithms such as support vector machine, random forest, decision 
tree, logistic regression, AdaBoost, and XGBoost. The conclusion has been drawn 
regarding the evaluation metrics in accuracy. It has been found that XGBoost gave 
the best result with 93.02% accuracy. With XGBoost, it is simple to determine the 
ideal number of boosting iterations in a single run. 
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1 Introduction 

With 1.97 billion people, India makes up 18% of the world’s total population and 
has already overtaken China in 2023. By 2050, it is anticipated that the percentage of 
Indians aged 60 and over will have increased to about 20%. Life expectancy in India 
has progressively grown from 43.9 years in 1960 to 72.4 years in 2023 [1]. Dementia 
is one of the several neurodegenerative disorders that leads to 10% of global mortality 
[2]. Few dementia patients are unable to manage their emotions, and personalities 
can alter. Dementia ranges in intensity from a milder stage to severe. Apart from 
therapy, there is no cure. Focusing on the early stages, prompt care, and delaying the 
disease is essential [3]. A comprehensive medical history supplied by patients and 
their families, a neurological examination, and cognitive testing are used to make a 
clinical diagnosis of dementia [4]. To rule out further dementia causes, additional 
tests such as blood tests, CT-Scan MRI should be carried out [5]. Although there 
have been several clinical tests available for the early identification of dementia, still 
the creation of improved diagnostic tools is crucial [6]. While automated dementia 
detection using machine learning is becoming popular, its clinical use has not yet 
been fully utilized. Hence, the need to build reliable and generalizable models that 
produce decisions and accurate predictions is crucial [7]. 

The goal of machine learning is to create a system that can learn from experience by 
using sophisticated statistical methods [8]. Many commonly used machine learning 
algorithms like support vector machine, logistic regression, decision tree, etc., are 
used to forecast and categorize future events [9]. It is helping many researchers 
to gather crucial information from the data, offer personalized experiences, and 
create automated intelligent systems. Most research, studies, and experiments using 
machine learning use supervised methods in particular to predict the disease [10]. 
In supervised learning, all data instances should represent the words, characteristics, 
and values [11]. More specifically, supervised learning is a technique for classifying 
information using structured training data [12]. Unsupervised learning however does 
not require supervision to make predictions. Its primary objective is to handle data 
without supervision [13]. 

2 Related Work 

Several approaches are discussed by the researchers in identifying the onset of 
dementia at an early stage. Deep convolution encoders are used by Martinez-Murcia 
et al. [14] to investigate data analysis of dementia. We can extract MRI characteristics 
from MRI pictures that describe a person’s cognitive symptoms as well as the under-
lying neurodegenerative process using data-driven deconstruction of MRI images 
[15]. The distribution of the collected feature is then examined using regression and 
classification analysis, and the effect of each coordinate of the auto-encoder mani-
fold on the brain is estimated. With imaging-derived indicators and MMSE or ADAS
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score, an AD diagnosis may be predicted with 75% accuracy [16]. The three primary 
types of dementia intervention, according to the National Academy of Medicine [17, 
18], are cognitive training, hypertension treatment, and increased physical activity. 
Alzheimer’s disease is the kind of disease that affects people the most [19]. Vascular 
Alzheimer’s VAD is the second most persistent form of dementia, followed by Lewy 
bodies. Other forms are linked to alcohol misuse, infections, and brain trauma. Tatiq 
and Barber [20] hypothesized that Alzheimer’s can be avoided by focusing on modi-
fiable vascular risk factors. Williams et al. [21] used four alternative methods to 
derive the estimates of cognitive performance based on neuropsychological demo-
graphic data: decision tree, SVM, Naive Bayes, and Nearest neighbor. The accuracy 
of Naive Bayes was the greatest in this situation because average values were used 
to fill in the gaps left by the missing data [22]. Tenfold cross-validation is applied to 
the ADNI trial, and the results suggest a strong correlation between the neuropsy-
chological outcomes and imaging [23]. In a machine learning model, an algorithm is 
designed to recognize particular patterns which means that it analyzes the data and 
identifies the hidden structures [24]. Feature extraction determines the input function 
and applies it to the dataset, following which the algorithm of the model utilizes a 
set of training values and creates a method to forecast the result along with saving 
the process for later use [25]. The most common supervised machine learning model 
called the support vector machine employs a swift and well-grounded classification 
technique that outperforms when small-scale data is given to training [26]. Clas-
sification complications are also settled through the logistic regression method. It 
is a measure of forward-looking analysis that is discovered on the presumption of 
probability. The probability of a categorical dependent variable is forecasted using 
the logistic regression method [27]. In logistic regression, the dependent variable 
is a binary variable with data coded as 1 or 0. Determining an association between 
features and the probability of a certain output is the goal of logistic regression [28]. 
The term itself inferred that it displays the predictions from a series of attribute-based 
splits using a flowchart that resembles a tree [29]. In simple words, decision trees are 
nothing more than a collection of if-else expressions that determines if the condition 
is true, and if it is, it moves on to the next node associated with that choice [30]. 
Random forest, on the other hand, uses diverse specimens, establishes decision trees, 
and uses their average for classification and majority vote for regression [31]. The 
potential of random forests to handle samples with continuous variables as in regres-
sion and categorical values is its most crucial quality [32]. AdaBoost is used as an 
ensemble machine learning method. The most popular estimator used with AdaBoost 
is a decision tree with one level which is also known as decision stump [33]. This 
algorithm creates a model while assigning each data variable an equal weight. Then, 
it gives points that were incorrectly categorized as larger weights. It will continue 
to train the model until a smaller error is seen [34]. Several weak model predictions 
are combined using this ensemble learning technique to get a stronger prediction 
[35, 36]. It can also handle larger datasets and achieve state-of-the-art performance 
handling of missing values enabling it to handle real-world data without the need for 
extensive preprocessing [37].
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3 Materials and Methods 

3.1 Preprocessing 

The major aim of the system is to forecast dementia in subjects using the OASIS 
dataset which has 373 rows X 15 columns [38]. The 15 columns suggest the various 
features collected as a part of the dataset. And 373 rows are the entries of the subjects. 
Table 1 shows the attributes of the dataset which is considered for the research. The 
study consists of MRI data from participants ranging in the age group of 60–98 [39]. 
The dataset is thoroughly analyzed to identify the importance of every attribute. 

To start with, the dataset has been examined for any categorical values, and it is 
found that a few unmitigated qualities are present in the dataset [40]. The gender and 
group attribute columns are among them and are changed into binary values 0 and 
1. The relationship among the credits has been checked by utilizing the “correlation 
framework” work given gathering ascribes and marked to encompass them better 
[41]. Later, the data is evaluated for any invalid or null qualities, and the middle worth 
is utilized to fill in those missing qualities for the two elements [42]. Then, in order 
for the model to predict, the elements were assigned to create the expectation, and the 
target worth was set [43]. The split has been prepared using stratified sampling. The 
distribution of item categories as a consequence is balanced. Besides a few scatterplot, 
representation has been done in WEKA to understand the test cases better [44]. The 
ski-kit learn library has been used to implement each model.

Table 1. OASIS dataset 
Sr. No. Attribute Description 

1 ID Identification 

2 M/F Male/female 

3 Age Age in years 

4 Hand Left/right hand 

5 EDUC Education 

6 SES Socio economic status 

7 MMSE Mini-mental state exam 

8 CDR Clinical dementia rating 

9 eTIV Estimated total intracranial volume 

10 nWBV Normalized whole brain volume 

11 ASF Atlas scaling factor 

12 Delay Delay 
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3.2 Constructing the Diagnostic Model 

To create the diagnostic model, different classification algorithms like Support Vector 
Machine, logistic regression, decision tree, random forest, AdaBoost, and XGBoost 
have been undertaken for training as shown in Fig. 1. Additionally, in order to assess 
the diagnostic model using the test set, performance evaluations were compared 
[45]. First, there has been no fine-tuning of the Support Vector Machine model 
implementation. Here it takes regularization parameter C as 1 when not tuned, and 
it employs the radial basis function for the kernel. The model has then been adjusted 
using grid search. 

Several regularization parameters such as distinct types of kernels- sigmoid, linear, 
poly, the RBF and gamma values, C have been chosen for the parameter combinations. 
Moreover, fivefold cross-validation has been used to assess each potential combina-
tion. When the model was trained once more, the results were significantly better. 
This version has been used to calculate the confusion matrix. The logistic regression 
model has been used the same as in SVM. The independent and dependent variables 
are established. For determining decision limits and probability forecasts, it employs

Fig. 1 Proposed model framework 
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the sigmoid function. The l2 penalty and various regularization parameters’ value C 
have been employed for the fine-tuning, which is the only distinction [46]. The model 
was earlier instructed in the absence of any fine-tuning, and later, grid search was 
utilized to identify the real parameters. In this case, the Gini criteria have been used 
as a constant gain to assess the tree’s depth. Every node is chosen, and it goes deeper. 
It forecasts the outcomes for the optimal solution after examining all the node’s 
outputs. Random forest consists of several decision trees. The data is preprocessed 
and some random samples are chosen from the dataset for training [47]. The random 
forest was first implemented without fine-tuning just like the previous models and 
the grid search was applied with fivefold CV and a variety of feature combinations, 
including the n estimators, the feature to utilize the number of parameters exhibited 
on each split, the level in the tree, and the process for choosing samples for training 
each tree [48]. The Gini criteria have been applied to assess the tree’s quality. 

Finding the ideal parameter is crucial since the AdaBoost algorithm’s prediction 
output is tightly tied to the number of base regression loops, learning rate, base 
regression, and loss function, [49]. The grid search approach organizes all potential 
parameter values after collecting them all. The mean square error for each forecast 
model is compared using the cross-validation grid search method, within the bounds 
of the set of optimum model parameters to determine the best prediction model 
that avoids the issue of poor accuracy [45]. Like extreme gradient boost, XGBoost 
employs the “residual error” learning strategy which involves fitting regression trees 
to the residuals [50]. 

4 Results and Discussion 

The dataset has been examined for any clear-cut entries, and it is found that a few 
unmitigated qualities are present in the dataset. The relationship among the credits 
has been checked by utilizing the “correlation framework” work given gathering 
ascribes and marked to encompass them better. 

ρx,y = cov(x, y) 
σx σy 

. 

Orientation, socio-economic status, and atlas scaling factor showed a nearer 
connection with the gathering trait. Later, the data is evaluated for any invalid or 
null qualities. Socio-economic status and mini-mental state exam sections have 18 
and 3 missing qualities, individually. As referenced before, socio-economic status 
highlights a lost connection with the objective trait. Thus, the elements have been 
allotted to make the expectation, and the objective worth has been set so that the 
model can foresee. Irregular examining has been utilized for the split, yet this creates 
an irregularity in preparing and validating the split. In this way, delineated testing 
has been anticipated with a preparing training split of 70% and a testing phase of 
30%. From that point forward, normalization has been enforced to mark the scaling
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of the highlights. Besides a few histogram representation has been done in WEKA 
to understand the test cases better as shown in Fig. 2 which presents that the age 
of most subjects is in the range of 60–90 along with a high bar for educational and 
socio-economic status. Atlas scaling factor, normalized whole brain volume, and 
intracranial total estimated volume are also relatively high. 

The model has been tested using 30% of the test data collected from the OASIS 
dataset and trained the model using the remaining 70% of the data. Table 2 displays the 
optimal parameter selected for the diagnostic model based on grid search selection. 
Hence, the default algorithm parameters are not shown.

The precision, recall, f-score, and accuracy metrics are evaluated for the model 
as shown in Table 3 XGBoost performed the best with an accuracy of 93.02, recall

Fig. 2 Histogram of OASIS data 
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Table 2 The optimal model parameter 

Sr. 
No. 

Model Parameter 

1 SVM Kernel = linear,rbf; c = 1; CV = 5 
2 Decision 

tree 
Criterion = gini,splitter = best, max_depth = none,max_leaf_node = none, 
min_sample_leaf = 1 

3 Logistic 
regression 

Penalty = L2,class_weight = none, random state = none 

4 Random 
forest 

N_estimator = 100, max_depth = none,min_sample_split = 2, min_sample_ 
leaf = 1, max_leaf_nodes = none 

5 AdaBoost N_estimator = 100, cv = 3 
6 XGBoost Estimator = estimator, param_grid = paramters, 

scoring = roc_auc, n_jobs, CV = 100,

Table 3 Comparative analysis of distinct machine learning algorithms 

Sr. No. Model Accuracy Recall Precision F1-score 

1 SVM 83.03 86.04 82.3 84.3 

2 Decision tree 84.82 81.4 88.9 85.0 

3 Logistic regression 69.64 74.6 69.8 72.1 

4 Random forest 86.60 88.1 86.7 87.4 

5 AdaBoost 91.57 89.28 78.43 72.1 

6 XGBoost 93.02 89.28 91.57 81.25 

of 89.28, precision of 91.57, and f1-score of 81.25, followed by AdaBoost with 
an accuracy of 91.57, recall of 89.28, precision of 78.43, and f1-score of 721.1. 
However, in the case of logistic regression, it creates more linear boundaries, and 
hence, classification does not yield appropriate results. 

5 Conclusion and Future Scope 

Since the fundamental focal point of the exploration so far has been on separating the 
dementia disarray, the capacity to analyze different sorts of illness has been lagging 
[45]. Additionally, it requires noteworthy improvements. The system’s primary goal 
is to provide qualitative reasoning on dementia forecast. The dataset was made avail-
able on the Open Access Series of Imaging Studies project and has been used to 
predict dementia in older adults [50]. The missing values have been added and 
some extraneous characteristics involved were removed in preprocessing. For the 
values to be readily put in the machine learning models, standardization was done. 
Later, the machine learning models were trained on the dataset. Accuracy, recall, 
precision, and F1-score have been employed as assessment measures. XGBoost has
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produced the best result for deployment out of all the models. Future system models 
might be enhanced by using more ensemble methods and utilizing a larger dataset. It 
will improve the system’s performance and dependability. By simply entering MRI 
data, a machine learning system can assist in gaining insights into the likelihood of 
dementia in adult patients [1]. Perhaps, it would assist patients in receiving early 
dementia therapy and enhance their quality of life. 
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Implementation of Vision Transformers 
on SPECT Heart Dataset: 
A Comparative Study 

Poonam Verma , Vikas Tripathi , and Bhaskar Pant 

Abstract Medical imaging has gone through many changes and one of the changes 
could be observed since the introduction of transformers and deep learning models. 
Transformers have complicated architecture that can help in carrying out complex 
tasks on medical images or data. This research paper presents a comprehensive study 
on the implementation of the Vision Transformers (ViTs) on the Single-Photon Emis-
sion Computed Tomography (SPECT) heart dataset. The basic objective is to eval-
uate the accuracy of the classification of abnormal cardiac conditions from SPECT 
images using ViT. Further, this paper tries to explore different aspects of the architec-
ture of transformers and their performance in comparison to the traditional machine 
learning models in analyzing the SPECT heart dataset. It helps to contribute to the 
growing community of research carried out in medical images and data using new 
technologies. 

Keywords ViT · SPECT heart dataset · Image classification · Deep learning 

1 Introduction 

SPECT is a medical imaging technique that makes use of gamma rays to develop 3D 
images of the internal organs and tissues in the body [1]. SPECT works basically by 
injecting a small dose of radioactive material, called a radiotracer, into the patient’s 
bloodstream [2]. The radiotracer emits gamma rays as it moves across the body, 
and it is detected by the gamma camera positioned outside the body [3]. The data 
collected from the gamma camera is then used to create detailed images of the 
patient’s internal organs and tissues [4]. SPECT is commonly used for the diagnosis 
and treatment of a variety of medical conditions, ranging from heart disease to cancer
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and neurological disorders. Some of the challenges that are witnessed with the SPECT 
images are that many times the image quality gets affected due to the factors such 
as patient motion, photon attenuation, and scatter [5]. Further, SPECT imaging will 
cause radiation exposure for the patients. It also suffers from lower spatial resolution 
than the other traditional methods such as magnetic resonance imaging (MRI) and 
computed tomography (CT), which can make it difficult to distinguish between the 
small details in the images, and there is also a probability of overlapping between 
normal and abnormal tissues [6]. This paper is proposed to carry out a comparative 
study of ViT on the SPECT heart dataset with the other baseline models of the 
machine learning and deep learning techniques. The remaining organization of the 
paper is prepared as follows. The survey of the literature related to the SPECT heart 
dataset and ViT is presented in Section II. In Section III, the proposed methodology 
is explained in detail. Section IV describes the performance metrics of the proposed 
methodology. Section V concludes the work and describes the future scope of the 
paper. 

2 Literature Review 

Different Image Processing techniques are used to enhance the quality of the SPECT 
image dataset with reduced noise. Preprocessing techniques are used to remove the 
noise from the data by implementing filtering, thresholding, and segmentation. Many 
popular Image Registration techniques such as landmark-based, spatial-based, and 
feature-based have been implemented on the SPECT images [7]. Segmentation tech-
niques have been used to extract the features from SPECT images by partitioning 
the images into the Regions of Interest (ROI) [8]. More features are extracted to 
derive meaningful information by making use of popular techniques such as Fourier 
Transform and Wavelet Transform methods [9]. Once the information has been 
derived, it can be classified into different classes by implementing conventional 
machine learning techniques such as Support Vector Machines (SVMs), Artificial 
Neural Networks (ANNs). Once the classification has been carried out successfully, 
different visualization techniques are used to display the important features of the 
SPECT images [10]. Statistical techniques such as MANOVA have been used by 
some authors to identify the abnormal patterns from the given images and help to 
distinguish the different diseases and healthy tissues [11]. Some authors implemented 
an ensemble model of Principal Component Analysis (PCA) to reduce the dataset 
dimension and then to carry out hierarchical clustering to cluster a group of patients 
that suffer from cognitive impairment issues [12]. Few authors have also made use 
of a Bayesian-based hierarchical machine learning model to classify the patients 
suffering from epilepsy and create a customized treatment for them [13]. Different 
innovative imaging machine learning and visualization models are optimized using 
different simulation techniques on the images. SPECT images can be simulated 
using various techniques that can help to evaluate the performance of the image 
reconstruction algorithms, optimizing the imaging protocols, and also help in the
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development of the new radiotracers [14]. Popular Monte Carlo simulation can help 
to model different physical effects of radiotracers such as photon attenuation, scatter, 
and collimator response [15]. Researchers have utilized many analytical methods on 
SPECT to evaluate the performance of the imaging systems [16]. Phantoms are used 
to study the effect of imaging parameters such as collimator design, energy window 
selection, and reconstruction algorithm on the quality of the SPECT images. Hybrid 
methods combining Monte Carlo simulation with statistical analytical methods help 
to maintain the performance speed as well as the accuracy. 

Some researchers were able to distinguish between benign and malignant breast 
tumors which were analyzing SPECT data using the machine learning algorithm of 
Support Vector Machine (SVM) [17]. Further, Alzheimer’s cognitive issues were 
classified as mild cognitive impairment using SPECT data by implementing 3D 
CNN [18]. LSTM-based RNN was also used by Ren et al. (2020) to predict the 
probability of survival among hepatocellular carcinoma patients using SPECT data 
[19]. Implementation of deep autoencoder for detection of the myocardial infraction 
was also successful on SPECT data [20]. The above researches clearly describe that 
machine learning and deep learning techniques have been successfully implemented 
on the SPECT data for different disease diagnoses, treatment plannings, and outcome 
predictions [21]. 

The authors have developed an innovative YoloV5 pre-trained architecture for 
the purpose of extracting the Region of Interest (ROI) from images that address 
the constraints posed by previous architectures by introducing Vision Transformers 
for binary image classification, trained and validated on a public dataset known as 
UTA-RLDD achieving 96.2 and 97.4% during training and validation, respectively. 
Research proposes a novel multi-class prediction framework for skin lesions’ clas-
sification, based on ViT and ViT-GAN, which leverages Vision Transformers-based 
Generative Adversarial Networks (GANs) to tackle the class imbalance [22]. 

3 Proposed Methodology 

3.1 Description of the SPECT Heart Dataset 

The Single--Photon Emission Computed Tomography (SPECT) heart dataset is a 
popular dataset comprising 267 SPECT images, where each image has 23 × 23 
pixels and is labeled as either “normal” or “abnormal”. For each patient, a pattern of 
44 continuous features was created which was processed to generate a binary pattern 
comprising 22 features. CLIP3 algorithm was used to generate rules that were 84% 
accurate when compared with the cardiologist’s diagnosis [23].
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3.2 Architecture of Vision Transformers 

ViT architecture has been recently very popular. This architecture makes use of 
long-range dependencies between the image patches and utilizes it for classification 
purposes. The ViT architecture was designed for images represented as 2D arrays 
of pixels. However, the present advancement has made it possible to reframe the 
architecture so that categorical data can be also analyzed using ViT. One of the 
easiest methods is to represent the complete categorical data as one-hot vectors. 
Now this data can be fed to the ViT architecture posing as if the categorical data 
is in the format of the image patches. The ViT architecture will extract the relevant 
features from this data and helps to carry out the classification of the categorical data. 
Hence, it can be assumed that ViT can be also used to classify categorical data of the 
SPECT heart dataset and help to identify abnormalities in the heart. 

The ViT architecture has transformer layers. There are two sub-layers for each 
defined transformer layer comprising a self-attention mechanism and neural network 
of feedforward mode. The sub-layer of the self-attention is multi-head which permits 
the model to understand the input sequences provided. As described above, since the 
element in each vector has a unique category, it calculates an attention score for it in 
proper sequence. These attention scores are used like weights for the given input. 

ViT architecture has a feedforward network that uses ReLU activation between 
the two linear layers. It operates independently on each position in the sequence, 
transforming the information learned by the self-attention mechanism. The architec-
ture has sub-layers, residual connections, and layer normalizations. This can help to 
learn the features more easily by the models and also help to deal with the vanishing 
gradient problem. Based on the type of task to be completed, the number of layers 
required in the ViT architecture can be decided. Like for example, ViT-B/16 will 
have 12 layers. 

To apply ViT to the SPECT heart dataset, the data was preprocessed and normal-
ized to make them compatible with the model as shown in Fig. 1. We have used  
a pre-trained ViT model and it was first fine-tuned on the available SPECT heart 
dataset. During this process, some of the lower layers were frozen which was used 
to understand or extract the important features and these features were used by the 
higher layers for training. For SPECT heart dataset, the model was fine-tuned on 
the labeled images, and its weights are adjusted to improve the performance of the 
model on the specific task.

Since we have discussed about the Self-Attention Mechanism of ViT, so to under-
stand the concept, let us delve into it’s representation. In order to represent the 
mechanism, we will consider the Query as Q, Key  as  K, and Value as V. 

Q = XW  Q, K = XW  K , V = XW  V . (1) 

We have made use of the Attention Scores (A) and output (O) for the transformer 
layers that can be written as:
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Fig. 1 Preprocessing, training setup, and hyperparameter selection

A = so f  tmax(QK  T  / sqrt(d_k)) (2) 

and 

O = AV . (3) 

As shown in Fig. 1, the input given to the ViT is sent in the format of the image 
patches using patching process. Further, the patch X is split and expressed as P. 

P = [p1, p2, ..., pn] = Split(X ). (4) 

And embedding the patches is expressed as E. 

E = [e1, e2, ..., en] = ML  P(P). (5)
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Since the position-wise feedforward neural network is implemented, hence the 
positional matrix is calculated using Eq. (6) which can be added to the patch 
embedding E and represented as shown in Eq. (7). 

Positional encoding matrix: 

PE  = [pe1, pe2, ..., pen]. (6) 

On addition of positional encoding to the patch embeddings, the positional 
encoding matrix can result into 

PE  E  = E + PE . (7) 

Since the transformer has many layers, it can be described using the following 
equations from (8–13): 

FF  N  = ML  P(PE  E), (8) 

LN  1 = Layer Norm(PE  E  + FF  N ), (9) 

MH  A  = Multi Head Attention(LN1), (10) 

LN2 = Layer Norm(LN1 + MH  A), (11) 

FF  N2 = MLP(LN2), (12) 

LN  3 = Layer Norm(LN  2 + FF  N2). (13) 

We finally achieve the output when the embedded token is processed through 
MLP and results into Y as shown from Eqs. 14–16: 

C = ML  P(class_token), (14) 

C I  = LN3 + C, (15) 

Y = so f  tmax(ML  P(C I  )). (16) 

Since the SPECT heart dataset comprises categorical data, it is converted into 
one-hot encoders where each vector belongs to a unique category. Each category 
based on the self-attention mechanism has weights. As shown in Fig. 1, the SPECT 
heart dataset is fed into the ViT model as input features. The input data is represented 
as the 2D arrays of vectors which is transformed into the patch embeddings making
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use of a patching process by the layers. Finally, the output is also obtained when the 
data is passed through a Multi-layer Perceptron (MLP). 

4 Description of Other Baseline Models for Comparison 

As shown in Table 1, the performance analysis of ViT with conventional machine 
learning models has been carried out. Implementation of Naïve Bayes involves the 
analysis of the SPECT heart dataset, which assumes that each symptom’s presence 
is independent of others. This assumption allows for a simplified calculation of 
probabilities. Naive Bayes is particularly useful in situations where feature indepen-
dence is a close approximation of reality and also works well with limited training 
samples. Decision trees are also popularly used as the classification models that 
classify the given data using entropy or Information Gain. In our specific context, 
the SPECT heart dataset is analyzed by decision trees, which meticulously select 
the most informative symptoms to split the data into subsets. The algorithm eval-
uates each internal node to determine which feature produces the best separation 
of classes. The maximum depth considered is 4. These values ensure that the tree 
does not become too deep and avoids splitting on nodes with few samples. Tensor-
Flow has enabled the successful implementation of our deep learning model. The 
neural network used has two hidden layers and each of the layer comprises 64 and 32 
neurons, respectively. Since the SPECT heart dataset has two outputs, so in order to 
get a binary classification, we have made use of sigmoid activation function. Further, 
the model was optimized by making use of an Adam Optimizer and the loss function 
used in the layers was binary cross-entropy. We have considered a batch_size of 16 
and the loop was carried out for 20 epochs. All the above-explained models were 
trained using 50 epochs. Further early stopping was also carried out on the validation 
loss. 

Table 1 Comparison analysis of ViT with baseline models and state-of-the-art models 

Model Accuracy Classification 
error 

Precision F-measure Sensitivity Specificity 

Naïve Bayes 74.3 22.6 89.5 83.6 78.7 62 

Decision tree 83 13.0 87.2 90.8 94.6 0 

DL fine-tuned 86 12.1 90.1 90.3 91.7 35 

A-EFO-CRNN 
[24] 

75 20 – – – – 

RF hybrid 
method [25] 

86.70 10.70 – – – – 

ViT 89.53 9.98 90.6 89.9 93.5 78
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The performance of the baseline models was evaluated basically using accu-
racy metrics. We conducted five-fold cross-validation and reported the average 
performance across the folds. 

Table 1 summarizes the results obtained from training and evaluating the base-
line models on the SPECT heart dataset. The ViT model was able to outperform in 
comparison to other conventional machine learning models; thereby, it has proved the 
effectiveness in extracting relevant features from the SPECT heart dataset. Overall, 
the baseline models provided a foundation for performance comparison and demon-
strated the potential of different machine learning techniques in analyzing the SPECT 
heart dataset. 

5 Discussion 

The basic advantage of Vision Transformers is to capture the global context by 
considering the image patches that permit to model the long-range dependencies and 
capture the high-level semantic information for image classification object detection. 
Further ViT can be used to process images of arbitrary sizes. ViTs offer to understand 
the model by using the attention mechanism. Further, the ViT mode has good transfer-
learning capabilities. One of the limitations that ViT architecture has is, it requires a 
large amount of labeled database for training purposes. Moreover, it has a tendency to 
lose minute spatial information, as it processes the data in patches. The performance 
of ViTs can be sensitive to the choice of patch size and its positional encoding. 

SPECT heart datasets may have limited sample sizes and annotations, posing chal-
lenges for training deep learning models. Incorporating ViTs into medical imaging 
and diagnosis workflows for SPECT heart images holds significant implications for 
improving accuracy, efficiency, interpretability, and personalized care. However, it 
becomes necessary that validation and integration with existing models used with 
medical data are also researched to understand the possible potential that transformers 
have in the field of cardiology. 
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CSR U-Net: A Novel Approach 
for Enhanced Skin Cancer Lesion Image 
Segmentation 

V. Chakkarapani and S. Poornapushpakala 

Abstract Early detection is very critical step in skin cancer diagnosis and treatment. 
This paper introduces a novel deep learning approach for skin cancer lesion image 
segmentation model, CSR U-Net: Channel–Spatial Regularized U-Net. The proposed 
model focuses on both channel attention and spatial attention with additional opti-
mized regularization methods to prevent model overfitting. The paper discusses the 
implementation of U-Net, Attention U-Net, Residual U-Net models, and CSR U-
Net and also compares the results. The segmentation task often has challenges due 
to variations in skin tones, quality of the image, variations in the lesion, noise, class 
imbalance, and boundary delineation. This research aims to create a better high 
performing model CSR U-Net that over comes the above-said challenges. 

Keywords Skin cancer · Image segmentation · Deep learning · Channel–Spatial 
Regularized U-Net (CSR U-Net) · ISIC-2018 dataset 

1 Introduction 

Skin cancer is one of the very common cancers worldwide. Early detection and 
diagnosis are very critical in improving patient outcomes. Image segmentation plays 
a crucial role for skin cancer detection. In majority of the skin cancer detection 
process, the skin lesion images usually undergo a segmentation process to gain better 
classification results. This is necessary for the given complexity nature of the skin 
lesion images by different variations in the skin tones and irregular patterns [1]. In 
particular, darker skin tone images add up still more challenges as this affects the 
visibility of the lesion.
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The quality of images used for the segmentation impacts the accuracy of the 
models. Skin lesions vary widely in terms of size, shape, color, texture which add 
complexity to the segmentation tasks [2]. Additionally, skin also contains noise, 
hairs, bubbles, and some marks that interfere with the accuracy of the model. Most 
clinical images are significantly imbalanced, and this again introduces a certain level 
of challenges of bias in the model toward the majority class. Identifying the exact 
boundaries from the skin lesions is not so easy, most of the lesions are irregular, and 
it is tough to exactly identify where it starts and where it ends [3]. Given the complex 
nature of the skin lesion images, many researchers focus on building diverse datasets 
(benchmark datasets) that represent different populations and store them by different 
modalities and made it available through the ISIC archive. This enables researcher 
to focus on more complex problems [4]. 

This paper introduces a novel deep learning model, Channel–Spatial Regularized 
U-Net (CSR U-Net) more specifically for skin cancer lesion image segmentation. The 
proposed model uses attention mechanism with the unique combination of channel-
wise attention and spatial attention with regularization that prevents overfitting of the 
model. This approach aims to address all the challenges pertaining to image quality, 
lesion variations, noise, skin tone, class imbalance, and boundary irregularities. For 
evaluating the model, we utilized the ISIC-2018 dataset, a recognized benchmark 
dataset for skin lesion analysis. 

The main objective is to provide an efficient method for skin cancer lesion 
segmentation that can help with improved early detections for patients with skin 
cancer. 

2 Literature Review 

In recent years, there are extensive research which have been carried out by applying 
deep learning models for medical image segmentation tasks to prove improved perfor-
mance. These models have shown promising results in various biomedical image 
segmentation tasks, and this includes skin cancer lesion image segmentation [5, 6]. 
This section reviews some of the recent advancements in this area of research and 
discusses their relevance to the proposed Channel–Spatial Regularized U-Net (CSR 
U-Net) model. 

The U-Net model, introduced by Ronneberger et al., proves its ability to capture 
all the relevant details by retaining the contextual information for biomedical images 
[7]. The model’s architecture consists of a contracting path to capture context and 
a symmetric expanding path to enable precise localization. This has proven effec-
tive in various segmentation tasks. Subsequent research on the U-Net architecture 
incorporates attention mechanism with the U-Net architecture (Attention U-Net) that 
specifically focuses on specific regions of the image. This mechanism improves the 
model’s performance by enabling it to focus on relevant features and ignore irrelevant 
ones. On the other hand, Residual U-Net model incorporates residual connections into 
the U-Net architecture. This is introduced to address the vanishing gradient problem,
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which can affect the training of deep neural networks [7]. These residual connections 
allow the model to learn more complex representations and improve its segmentation 
performance. Recent research has introduced several innovative deep learning models 
for image segmentation. Another model, the mobile anti-aliasing Attention U-Net 
model (MAAU), introduced by Phuong Thi Le et al. [8] features both encoder and 
decoder paths and has fewer parameters while outperforming various state-of-the-art 
segmentation methods. The Residual-Dense-Attention (RDA) U-Net model, intro-
duced by Ming-Chan Lee et al. [9], integrates residual connections, dense connec-
tions, and attention mechanisms, achieving superior performance in bladder cancer 
segmentation. The study introduces an automatic segmentation method employing 
semantic segmentation and the U-Net framework for MS cerebral lesion detection. 
Using various MRI slice orientations during training, the model, trained with Dice 
loss, demonstrated a favorable balance between automated and manual lesion masks 
[10]. The traditional U-Net model in deep learning has limitations in image segmen-
tation due to its reliance on stacked local operators. This study introduces a multi-
attentional U-Net, proving that attention mechanism provides better performance for 
medical images. The models exhibited enhanced performance and efficiency with 
fewer parameters [11]. 

The proposed CSR U-Net model combines the strengths of these models and 
introduces a unique combination of channel-wise attention and spatial-wise attention 
with regularization to prevent overfitting. This innovative approach aims to address 
the current challenges in skin cancer lesion image segmentation, including issues 
related to image quality, lesion variability, noise and artifacts, class imbalance, and 
boundary delineation. 

In conclusion, the literature reveals a trend toward the integration of attention 
mechanisms and residual connections in deep learning models for image segmen-
tation. The proposed CSR U-Net model aligns with this trend and introduces novel 
features that aim to improve the accuracy and efficiency of skin cancer lesion image 
segmentation. 

3 Methodology 

This section details the methodology used in this research, focusing on the implemen-
tation of the U-Net, Attention U-Net, Residual U-Net, and the proposed Channel– 
Spatial Regularized U-Net (CSR U-Net) models for skin cancer lesion image 
segmentation. 

3.1 Dataset 

For this study, ISIC-2018 dataset [12] was used. This is one of the widely used bench-
marks for skin lesion analysis toward melanoma detection. This dataset includes
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dermoscopic images and its corresponding masks of various skin lesions. This dataset 
is a diverse and challenging dataset that can be used by many researchers for evalua-
tion of the models. This dataset contains 2594 in total out of which randomly selected 
80% of the image and mask pairs are used for training and 20% is used for validation 
during the training phase. 

3.2 Preprocessing 

For this study, the images were preprocessed to standardize the input for the models. 
This preprocessing included resizing the images to a uniform size, normalizing the 
pixel values and noise removal techniques before taking it to the model training 
process. 

3.3 Model Implementation 

In this study, four models were implemented: U-Net, Attention U-Net, Residual 
U-Net, and the proposed CSR U-Net. Figure 1 shows the high-level approach for 
training and evaluating models. The U-Net model was implemented as per the original 
architecture proposed by Ronneberger et al. [7] with a contracting path to capture 
context and a symmetric expanding path for precise localization. The Attention U-
Net model was implemented based on the U-Net architecture with the addition of an 
attention mechanism. The Residual U-Net model was implemented by incorporating 
residual connections into the U-Net architecture. In this novel approach CSR U-
Net model, was implemented with channel-wise attention and spatial attention with 
optimized regularization techniques to prevent overfitting.

Figure 2 shows CSR Block introduced to the U-Net architecture that shows the 
channel attention and spatial attention blocks. Figure 3 shows how the proposed CSR 
Block is introduced in the U-Net architecture. In this novel architecture, these blocks 
are applied after each convolutional layer in the contracting path and concatenated 
with the corresponding layer in the expanding path. This allows the model to selec-
tively emphasize relevant information and suppress noise. This addition of attention 
blocks helps to improve the model’s segmentation performance by capturing more 
meaningful features.

4 Training and Evaluation 

The models were trained using the training subset of the ISIC-2018 dataset, with 
the validation subset used for tuning the model parameters. The performance of the 
models was evaluated on the test subset using segmentation specific metrics.
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Fig. 1 High-level approach 
for training and evaluating 
models

In this study, all deep learning models were trained and evaluated on a high-
performance computing system equipped with a Tesla P100 GPU. The Tesla P100 
is a full-sized data center GPU, based on the NVIDIA Pascal architecture, and is 
designed to deliver maximum throughput for deep learning and high-performance 
computing (HPC) workloads. It provides a peak performance of 4.7 TeraFLOPS for 
double-precision, 9.3 TeraFLOPS for single-precision, and 18.7 TeraFLOPS for half-
precision computations. The GPU has a memory capacity of 16GB HBM2, which 
allows for the efficient handling of large datasets and complex computational tasks. 

The use of the Tesla P100 GPU significantly accelerated the training and inference 
times of our models, enabling us to iterate quickly over different model architectures 
and hyperparameters. All models were implemented using Python programming 
language with the aid of deep learning libraries such as TensorFlow and Keras. The
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Fig. 2 CSR block with channel attention and spatial attention blocks 

Concatenate CSR - Block Input Layer Conv2D 

Fig. 3 Proposed CSR block in U-Net architecture

code was optimized to fully utilize the GPU’s capabilities, ensuring efficient memory 
usage and parallel computation.
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4.1 Evaluation Metrics 

In image segmentation, the choice of evaluation metrics is crucial as it directly 
influences on the performance of the model. For this study, we have chosen: Accu-
racy, Intersection over Union (IoU), Dice Score, and Pixel Accuracy. Each of these 
metrics provides a unique perspective on the performance and, when considered 
together, they offer a comprehensive evaluation of the model’s ability in medical 
image segmentation. 

Accuracy 

Accuracy in machine learning denotes the fraction of correct predictions among 
total cases. For image segmentation, it signifies the percentage of pixels correctly 
classified. However, its effectiveness diminishes in the face of class imbalances, 
common in medical image segmentation. 

Intersection over Union (IoU) 

Also termed the Jaccard index, IoU evaluates image segmentation by measuring the 
overlap between predicted and actual results. It is the ratio of their intersection to 
their union, emphasizing the quality of overlap in segmentation tasks. Higher the 
IoU score indicates better the accuracy of the segmentation model. This metric is 
particularly used in applications like object detection, medical imaging, autonomous 
vehicles, etc. 

Dice Score 

The Dice Score quantifies image segmentation performance by weighting the inter-
section area twice. It is computed as twice the intersection of predicted and actual 
regions divided by their combined area. Especially valuable for smaller regions of 
interest, it is prevalent in medical image analysis. 

Pixel Accuracy 

Pixel Accuracy assesses segmentation by the percentage of pixels accurately classi-
fied, focusing only on the positive class, such as lesions. It is a pertinent metric when 
the positive class, often in the minority, is of primary concern. 

These metrics were chosen for their relevance to the task of image segmentation 
and their ability to provide a comprehensive evaluation of the models. By considering 
these metrics together, we can assess not only the quantity of correct predictions (as 
given by Accuracy and Pixel Accuracy) but also the quality of the segmentation (as 
given by IoU and Dice Score). This comprehensive evaluation allows us to accurately 
assess the performance of the models and identify the most effective model for skin 
cancer lesion image segmentation. 

The results of the evaluation were then compared to assess the performance of 
the models and the effectiveness of the proposed CSR U-Net model in addressing 
the challenges in skin cancer lesion image segmentation.
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4.2 Results and Discussion 

In this study, we trained and evaluated four deep learning models—U-Net, Attention 
U-Net, Residual U-Net, and Channel–Spatial Regularized U-Net (CSR U-Net)— 
on the ISIC-2018 dataset, a comprehensive collection of dermoscopic images of 
skin lesions. Our goal was to assess the performance of these models in skin lesion 
segmentation tasks and to identify the model that delivers the most accurate and 
reliable results. The performance of the models was assessed using four key metrics: 
Accuracy, Intersection over Union (IoU), Dice Score, and Pixel Accuracy. 

The U-Net model, as a baseline, demonstrated solid performance with an accuracy 
of 93.23%, an IoU of 97.96%, a Dice Score of 95.17%, and a Pixel Accuracy of 
87.76%. These results reflect the robust architecture of U-Net and the effectiveness 
of its contracting and expanding paths in capturing context and enabling precise 
localization. 

The Attention U-Net model, with its ability to focus on specific regions of the 
image, showed improved performance with an accuracy of 94.36%, an IoU of 
98.96%, a Dice Score of 96.75%, and a Pixel Accuracy of 94.39%. These results 
highlight the model’s ability to capture relevant features and ignore irrelevant ones. 

The Residual U-Net model, with its residual connections, achieved an accuracy of 
94.08%, an IoU of 98.97%, a Dice Score of 96.10%, and a Pixel Accuracy of 91.82%. 
These results indicate that the model was able to learn more complex representa-
tions and address the vanishing gradient problem, leading to improved segmentation 
performance. 

The proposed CSR U-Net model demonstrated superior performance with an 
accuracy of 97.57%, an IoU of 99.96%, a Dice Score of 97.43%, and a Pixel Accuracy 
of 96.04%. The model’s channel-wise attention allowed it to focus on the most 
informative features across the channels, while the spatial-wise attention enabled it 
to focus on the most relevant regions in the spatial domain. The regularization has 
helped to prevent overfitting, improving the model’s generalization ability. 

The CSR U-Net model’s superior performance can be attributed to its ability 
to effectively capture both local and global contextual information in the images. 
The channel attention mechanism allows the model to focus on the most informa-
tive feature channels, while the spatial attention mechanism enables the model to 
concentrate on the most relevant spatial locations. This dual attention mechanism, 
combined with the U-Net’s powerful segmentation capabilities, allows the CSR U-
Net model to deliver highly accurate and precise segmentation results. Figures 4 and 
5 show sample skin lesion images, its corresponding ground truth images, and the 
segmentation outputs of different models implemented as per this study.

Furthermore, the CSR U-Net model’s robust performance across all four metrics— 
Accuracy, IoU, Dice Score, and Pixel Accuracy—demonstrates its consistency and 
reliability in skin lesion segmentation tasks. This consistency is crucial in medical 
image analysis, where reliable and repeatable results are of paramount importance. 
Figures 6 and 7 show the training loss, validation loss, training accuracy, and 
validation accuracy of all segmentation models implemented as per this study.
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Fig. 4 Sample 1: Sample skin lesion images, its corresponding ground truth images and the 
segmentation outputs of different models U-Net, Residual U-Net, Attention U-Net, and CSR U-Net 
(proposed model architecture)

Table 1 and Fig. 8 show the comparison of the metrics Accuracy, IoU, Dice Score, 
and Pixel Accuracy of the segmentation models U-Net, Residual U-Net, Attention 
U-Net, and CSR U-Net (proposed model architecture). The results highlight the 
effectiveness of the proposed CSR U-Net model in addressing the challenges in skin 
cancer lesion image segmentation, including issues related to image quality, lesion 
variability, noise and artifacts, class imbalance, and boundary delineation.
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Fig. 5 Sample 2: Sample skin lesion images, its corresponding ground truth images, and the 
segmentation outputs of different models U-Net, Residual U-Net, Attention U-Net, and CSR U-Net 
(proposed model architecture)
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Fig. 6 The comparison of training and validation losses of the segmentation models U-Net, 
Residual U-Net, Attention U-Net, and CSR U-Net (proposed model architecture) 

Fig. 7 The comparison of training and validation accuracies of the segmentation models U-Net, 
Residual U-Net, Attention U-Net, and CSR U-Net (proposed model architecture)
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Table 1 Comparison of model metrics 

Model Accuracy IoU Dice score Pixel accuracy 

U-Net 0.93232 0.97958 0.95172 0.87756 

Residual U-Net 0.94081 0.98966 0.96097 0.91820 

Attention U-Net 0.94357 0.98959 0.96751 0.94390 

CSR U-Net 0.97570 0.99964 0.97427 0.96040 
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Accuracy IoU Dice Score Pixel Accuracy 

Metrics Comparison 

U-Net Residual U-Net Attention U-Net CSR U-Net 

Fig. 8 Comparison of accuracy, IoU, Dice Score, and Pixel Accuracy of the segmentation models 
U-Net, Residual U-Net, Attention U-Net, and CSR U-Net (proposed model architecture) 

5 Conclusion 

This study introduced a novel deep learning model, the Channel–Spatial Regularized 
U-Net (CSR U-Net), for skin cancer lesion image segmentation. The proposed CSR 
U-Net model combines the strengths of the U-Net, Attention U-Net, and Residual 
U-Net models and introduces a unique combination of channel-wise attention and 
spatial-wise attention with regularization to prevent overfitting. 

The results demonstrated the superior performance of the CSR U-Net model, with 
an accuracy of 0.9757, an IoU of 0.9996, a Dice Score of 0.9743, and a Pixel Accuracy 
of 0.9604. These results highlight its potential in addressing the current challenges in 
skin cancer lesion image segmentation. The study contributes to the ongoing efforts to 
improve the accuracy and efficiency of skin cancer lesion image segmentation, with 
the ultimate goal of improving early detection and treatment outcomes for patients 
with skin cancer. This work can set new standard in skin cancer lesion segmentation 
and CSR U-Net can offer as a foundation for any new research in this area. This 
could serve as a baseline for comparison. 

Future work could explore further enhancements to the CSR U-Net model, such 
as the incorporation of additional attention mechanisms or the use of more sophisti-
cated regularization techniques. Additionally, the model could be evaluated on other 
datasets and in other segmentation tasks to assess its generalizability.
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Automatic Detection and Classification 
System for Mesothelioma Cancer Using 
Deep Learning Models with HPO 

Apeksha Koul , Rajesh K. Bawa , and Yogesh Kumar 

Abstract Mesothelioma is a deadly cancer, but its early detection is important to 
save the life of a human. Hence, the paper focuses on the development of a novel 
method to detect Mesothelioma cancer using deep learning techniques like Gated 
Recurrent Unit, Multilayer Perceptron, and Long Short-Term Memory along with 
GridSearchCV(a hyper-parameter optimization technique). To evaluate the method, 
an experiment has been conducted on the dataset of 324 records, where 228 repre-
sent healthy individuals and 96 depict Mesothelioma patients. After analyzing and 
studying its pattern, feature selection technique such as Standard Scaler is applied 
to remove extraneous attributes. Besides this, SMOTE technique has been also used 
to address class imbalance and balance the binary classes in the data. During model 
training, all the applied models have been trained as well as examined for the param-
eters like precision, accuracy, loss, F1-score, recall, and AUC-ROC. In addition to 
this, for enhancing the performance of MLP model, GridSearchCV has been incor-
porated to fine-tune the hyper-parameters. During experimentation, the results show 
that the MLP model incorporated with GridSearchCV optimizer achieves the highest 
testing accuracy of 98.97%, precision and AUC-ROC of 1.00, while as F1-score and 
recall of 0.98. These findings indicate that our proposed approach obtained through 
GridSearchCV demonstrates improved performance and serves as a reliable tool for 
early Mesothelioma detection. 
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1 Introduction 

Machine learning and deep learning have reshaped the medical industry by playing an 
important role in numerous areas of health care. Due to these powerful algorithms, 
it has been possible to analyze massive amounts of medical data for improving 
diagnosis, treatment, and patient care. Besides this, these algorithms also work on 
genetic data, electronic health records, and other clinical data for the development of 
personalized medicine, which allows for more specific interventions and treatments 
[1]. 

In context of Mesothelioma, these models have also shown promising results to 
deal with it. Mesothelioma is a cancer that originates in the Mesothelium, a thin layer 
of tissue that covers the body’s internal organs. This cancer most often affects the 
lung lining, but it can also damage the lining of the belly, heart, and other organs. 
Mesothelioma is typically caused by asbestos exposure, which is a naturally occurring 
mineral that is frequently employed in building and industrial applications. After 
being inhaled, asbestos fibers trap in the lungs as well as other organs which thereby 
causes scar and produces inflammation [2]. If not treated on time, it can also lead to 
cancer as shown in Fig. 1. 

The symptoms of Mesothelioma patients are pain in the chest, exhausting, 
coughing, breath shortness, and reduced weight, but unfortunately the clinicians 
cannot rely on these symptoms as they do not turned up until or unless the cancer has 
reached to its final stage which ultimately makes the treatment difficult. Oncologist 
treats the Mesothelioma patients with chemotherapy, surgery, and radiation therapy. 
Additionally, the prognosis rate of Mesothelioma is terrible as patients only survive 
for few months to years after being diagnosed [3]. 

On the other side, recent developments in machine learning as well as deep 
learning models have shown tremendous promise in terms of enhancing the recogni-
tion and classification of Mesothelioma, as mentioned earlier. Early Mesothelioma 
signs can be identified using machine learning and deep learning algorithms, enabling 
earlier diagnosis and treatment. This improves patient outcomes and increases

Fig. 1 Healthy lung versus 
mesothelioma lung [3] 
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survival rates [4]. In fact, it can be challenging to distinguish Mesothelioma from 
other conditions that affect the lungs or chest cavity, but it can be solved if AI-based 
learning algorithms will be trained on large datasets. This reduces misdiagnosis and 
enhances patient outcomes. Overall, machine learning and deep learning have the 
potential to improve Mesothelioma detection and classification, resulting in earlier 
as well as more accurate diagnosis along with the personalized treatment options [5]. 

Researchers have contributed a lot by applying multiple machine as well as deep 
learning models to predict and classify Mesothelioma disease. Courtiol et al. [6] 
had used a novel CNN method, known as MesoNet for predicting the survival rate of 
patients who suffered from Mesothelioma by analyzing whole slide digitized images. 
Similarly, Gupta et al. [7] worked on the 324 Malignant Mesothelioma data which 
had been collected from UCI machine learning repository. The researchers initially 
worked on the class imbalance issue of the dataset by using the techniques such as 
ADASYN and SMOTE. For feature selection, Principal component Analysis tech-
nique had been applied along with the artificial neural network which computed the 
highest accuracy of 96%. Alam et al. [8] investigated the risk factors for Malignant 
Mesothelioma (MM). To identify the symptoms of Mesothelioma, they analyzed 
data from both healthy individuals and those with the disease. However, the dataset 
had an imbalance in the number of healthy individuals compared to those with MM. 
To address this issue, they used a technique called synthetic minority oversampling. 
They further applied the Apriori algorithm, which involved removing duplicate and 
irrelevant attributes and converting numerical attributes into nominal ones. Zadsafar 
et al. [9] presented a machine learning approach for the early detection of Mesothe-
lioma disease. Their study used an accessible database and applied various methods 
to the challenge of diagnosing Mesothelioma. Performance metrics such as accuracy 
and sensitivity were employed to assess the efficacy of the methods. The findings 
demonstrated the diagnostic effectiveness of different machine learning techniques 
and established a successful early detection system. Mukherjee et al. [10] used data 
mining techniques for classifying the data of the patient along with Multilayer Percep-
tron ensembles and support vector machine. While implementing the model for ten 
cross-validations, it was found that support vector machine obtained the highest accu-
racy rate of 99.87%, while as Multilayer Perceptron ensembles (MLPE) obtained 
99.56%. 

After analyzing the research thoroughly, it has been analyzed that the machine 
and deep learning models have done tremendous performance to detect and classify 
Mesothelioma disease. 

Hence, in this paper, the aim is to develop an AI-based model to perform the 
binary classification of Mesothelioma disease which predicts whether the patient is 
normal or is suffering from Mesothelioma.
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1.1 Contribution 

The contribution that has been made to develop the AI-based model for the detection 
and classification of Mesothelioma is mentioned as under: 

• Initially, the data is collected in the form of an xlsx dataset with 34 attributes. 
• The collected dataset is then converted to .csv and cleaned to check for NaN or 

missing values before being visualized in the form of a bar graph and correlation 
matrix. 

• Later, feature selection technique is used to choose the necessary features as well 
as delete the undesirable ones. Moreover, the data has been suffered from a class 
imbalance issue, i.e., minority and majority classes of Mesothelioma and healthy 
people, respectively. Hence to work on it, SMOTE technique is used to balance 
the class for the improvisation of the classification accuracy. 

• In the next stage, a feedforward network, also known as Multilayer Perceptron 
(MLP) model, Long Short-Term Memory, and Gated Recurrent Model along with 
the hyper-parameter optimizer technique (HPO), i.e., GridSearchCV is proposed 
and trained on the specified featured dataset and is evaluated using a variety of 
evaluative criteria, which include accuracy, precision, loss, recall, AUC-ROC, and 
F1-score. 

The structure of the paper goes like this: Sect. 1, which has already been covered 
as an introduction defines the brief background of Mesothelioma disease and the 
impact of AI learning models to detect and classify it along with little literature work 
in the same domain. Section 2 covers the main part of the research, i.e., the flow to 
conduct the work which includes the dataset, cleaning of the data, feature selection, 
data augmentation, training the models, and the metrics to evaluate them. The result 
part is covered in Sect. 3, and the whole paper is summarized in Sect. 4. 

2 Methodology 

This section describes the methodology (Fig. 2) that has been used to develop 
a proposed system for the detection and classification of Mesothelioma disease. 
Initially libraries have been imported as they are important in the field of model 
development because they provide developers with pre-built functions, tools, and 
classes that make their implementation more effective and efficient. In this study, we 
have used various libraries such as Pandas, Numpy, Scikit-learn, Imbalanced-learn, 
Tensorflow, and Matplotlib to preprocess and develop the model.
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Fig. 2 Proposed model to 
detect and classify 
mesothelioma disease 

2.1 Dataset 

For Mesothelioma disease, the dataset has been taken from the UCI machine learning 
repository and it was prepared at Dicle Univeristy Faculty of Medicine in Turkey. The 
dataset is available in the.xlsx format and is having the data records of three hundred 
and twenty-four individuals out of which 228 are non- Mesothelioma people and
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96 are Mesothelioma patients which is classified as ‘1’ and ‘2’, respectively, with 
thirty-four attributes each. The attributes are named as gender, asbestos exposure, 
city, type of MM, diagnosis method, exposure, keep side, duration of symptoms, etc. 
[7]. 

2.2 Data Preprocessing 

It is impossible to overestimate the significance of preprocessing the data in the 
development of any disease detection and classification model. In this study, the data 
has been initially translated from .xlsx to .csv format to simplify its structure. CSV 
files are less complicated and easier to deal with than .xlsx files, which may contain 
several sheets, formatting, and other advanced features. This is especially true when 
working with programming languages or tools that do not yet support .xlsx files. The 
dataset is then thoroughly checked for data quality to identify any missing or null 
values using the functions isnull.any() and isnull.sum(). During this process, it has 
been found that data does not contain any null or missing values which mean that 
the Mesothelioma dataset is clean. 

2.3 Exploratory Data Analysis 

The role of Exploratory Data Analysis (EDA) is to understand the pattern as well as 
the characteristic or property of any data. In this section, bar plot graph, as shown in 
Fig. 3, has been used to visualize the dataset records in the form of a class distribution 
where Class 1 defines the healthy people who are 228 in number, and on the contrary, 
Class 2 labels the Mesothelioma patients whose count is 96. In addition to this, this 
chart is also used to depict the presence of class imbalance or class balance in the 
dataset, and from the figure, it can be clearly seen that Class 2 is underrepresented 
as compared to Class 1.

A correlation matrix is typically used to measure the linear relationship between 
pairs of variables in a dataset. It provides a concise representation of the relationships 
in the dataset which allows exploring and visualizing patterns. By examining the 
correlation coefficients with the target variable, we can identify variables that have 
a strong linear relationship with the outcome. These variables can be considered as 
potentially important features for the classification model. Keeping this is in view, 
the correlation matrix of the Mesothelioma dataset has been also generated and is 
shown in Fig. 4.
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Fig. 3 Bar plot class 
distribution of Mesothelioma 
dataset

Fig. 4 Correlation matrix of Mesothelioma dataset
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2.4 Feature Selection 

In this phase, the preprocessed dataset has been taken for the selection of features to 
make sure that they fall on a same scale and can prevent one feature from dominating 
the others during model training. In this research, we have used standard scaling 
technique which is also known as Z-score normalization or standardization. It is 
a technique for scaling features and ensures that all the features have comparable 
scales and ranges [11]. Equation (1) is used to compute standard scaler technique 
mathematically. 

Xscaled = 
(X − μ(X )) 

σ (X ) 
. (1) 

Here, X is the original set of feature values, μ (X) is mean, and σ (X) is the standard 
deviation of the feature values. Furthermore, while investigating the dataset, it came 
out that there are two attributes with identical values, so one attribute, i.e., diagnosis 
method, was dropped by using data.drop() in order to reduce the dimensions of the 
data. 

2.5 Data Augmentation 

In the Mesothelioma dataset, a class imbalance issue has been found as there are 228 
negative instances as the majority class (non-Mesothelioma) and 96 positive samples 
as the minority class (Mesothelioma patients). To overcome it, SMOTE technique is 
implemented to address the class imbalance in datasets, especially when the minority 
class is substantially underrepresented relative to the majority class [7]. Sampling 
strategy of 1 is used and k_neighbours = 5 is chosen as the number of nearest 
neighbors to guide interpolation, establishing a balance between preserving the local 
structure of the minority class and avoiding over-fitting or under-fitting. The random 
state is set to 72, which functions as a seed value to initialize the random number 
generator used by SMOTE, ensuring that synthetic examples generated by multiple 
runs of the same code are consistent and promoting reproducibility of results. Later, 
the data is divided into two subsets, training and testing, in 80:20 ratio. 

2.6 Applied Classifiers 

In this study, four deep learning models as well as the hyper-parameter optimizer 
have been briefly described along with their hyper-parameters which are shown in 
Table 1.
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Table 1 Hyper-parameters 
of deep learning models Hyper-parameters Values 

Activation Sigmoid 

Optimizer Adam 

Learning rate 0.0001 

Batch_size 32 

Loss Mean squared error/binary cross-entropy 

Hidden layer size 64 

Dense layer 1 unit 

Dropout rate 0.2 

GridSearchCV hyper-parameter optimizer 

Hidden layers 1, 2, 3 

Hidden layer size 16, 32, 64 

Learning rate 0.0001, 0.001, 0.01 

Dropout rate 0.2, 0.3, 0.4 

Multilayer Perceptron: A Multilayer Perceptron (MLP) is a type of artificial neural 
network (ANN) that has an input layer, one or more hidden layers, and an output 
layer in which each layer is made up of artificial neurons, also known as perceptrons 
[6]. These layers perform an affine transformation of a linear sum of input and are 
mathematically defined as shown in Eq. (2). 

y = f (WxT  + b), (2) 

where activation function is f, W defines the set of parameters in the layer, x is the 
input vector, and b is the bias vector. In fact, MLP can handle CSV datasets where 
each row represents a data point, and each column corresponds to a particular feature. 

LSTM: Long Short-Term Memory is a kind of recurrent neural network (RNN) 
architecture that is designed for handling sequential data as well as capture long-
term dependencies. The LSTM architecture consists of multiple memory cells and 
these memory cells are interconnected as well as capable of retaining information 
over long periods. There are three main components in each LSTM cell such as an 
input gate (IT ), a forget gate (FT ), and an output gate (OT ). These gates, within 
the LSTM as well as along with a cell state, regulate the flow of information and 
allow it to either forget information or selectively remember at each time step. LSTM 
can be useful for Mesothelioma disease detection by leveraging its capabilities in 
analyzing sequential data such as electronic health records, medical reports, and 
patient histories [12]. Mathematically, it can be defined by Eqs. (3–5). 

IT = σ
(
WI

[
hT −1, Xt

] + bI
)
, (3) 

FT = σ
(
WF

[
hT −1, Xt

] + bF
)
, (4)
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OT = σ
(
WO

[
hT −1, Xt

] + bO
)
. (5) 

Here WX —the weight of all gates, σ —sigmoid function, hT −1—output of the 
previous LSTM block at timestamp (T − 1), X—neurons, bX —biases for respective 
gates, and XT —input at current timestamp. 

GRU: Gated Recurrent Unit (GRU) is a type of recurrent neural network (RNN) 
architecture, but it is a simplified version of LSTM and has fewer gating mechanisms, 
making it computationally efficient. The architecture of a GRU also consists of 
memory cells, but unlike LSTM, it has two main gates: a reset gate (R) and an update 
gate (Z). These gates control the flow of information within the GRU and determine 
how much past information should be carried forward and how much new information 
should be incorporated [12]. Mathematically, it can be computed by using Eqs. (6, 
7, 8, and 9). 

Zt = σ
(
Wz .

[
Ht−1, Xt

])
, (6) 

Rt = σ
(
Wz .

[
Ht−1, Xt

])
, (7)

H̃t = tanh(W.[Rt ∗ Ht−1, xt ]), (8) 

Ht = (1 − Zt ) ∗ Ht−1 + Zt ∗ h̃t , (9) 

where H and H̃ represent the output and intermediate memory, respectively, W 
represent parameter matrices, X is an input, and σ is an activation function. 

GridSearchCV: It is a technique used to find the optimal hyper-parameters for 
a machine learning model. It is a brute-force approach that exhaustively searches 
through a predefined set of hyper-parameter combinations to identify the combina-
tion that yields the best performance [13]. In this research, to fine-tune the parameters 
of MLP model, the hyper-parameter tuning is performed using grid search, where 
different combinations of hyper-parameters are tested to find the optimal configura-
tion. The hyper-parameters being tuned include the number of hidden layers, the size 
of each hidden layer, the dropout rate, and the learning rate. The model is trained 
for a maximum of 25 epochs with a batch size of 32. Early stopping is implemented 
to prevent over-fitting. The ‘EarlyStopping’ callback = 5 is used, which monitors 
the validation loss and stops training if it does not improve for a specified number 
of epochs. The ‘GridSearchCV’ class from scikit-learn is employed for the grid 
search process. It performs cross-validation with three folds (‘cv = 3’) and evaluates 
each parameter combination based on the training and validation data. The ‘n_jobs’ 
parameter is set to − 1, allowing the grid search to use all available CPU cores for 
parallel processing. The results which include training and testing scores are stored 
in ‘grid_result’.
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Table 2 Evaluative parameters 

Metrics Description Formulae 

Accuracy It reflects the ratio of successfully classified 
instances to all of the dataset’s instances 

TP+TN 
TP+TN+FP+FN 

Loss The difference between the model’s actual output 
and its expected output is measured as loss 

(AV−PV)2 

Number of observations 

Precision Precision measures how well the model can 
classify positive classes 

TP 
TP+FP 

Recall (TPR) Recall measures the ability of the model for the 
identification of all positive instances 

TP 
TP+FN 

F1-score F1-score provides a balancing measure for the 
accuracy of a model by combining recall and 
precision into a single value 

2 Precision ∗Recall Recall + Precision 

AUC-ROC AUC is used to assess the effectiveness of binary 
classification models by distinguishing the positive 
from  the negative class

∫ FPR(T ) 
TPR(T ) 

FPRPositive and Negative It is a performance metric used in binary 
classification tasks to evaluate the rate at which the 
model incorrectly classifies negative instances as 
positive 

FP 
TN+FP 

Here, TP true positive, FP false positive, AV actual value, FN false negative, PV predicted value, 
FPR false positive rate, TN true negative, TPR true positive rate. 

2.7 Performance Metrics 

Various evaluative parameters such as accuracy, loss, precision, recall, F1-score, as 
well as AUC-ROC have been used to examine the performance of the deep learning 
models. The brief description about these parameters along with their formulae is 
provided in Table 2 [14]. 

3 Results and Analysis 

After developing the models and applying dataset to them, their performance has been 
evaluated on the basis of parameters such as accuracy, loss, precision, recall, F1-score, 
and AUC-ROC as discussed in Sect. 2.7. These metrics provide a comprehensive 
assessment of the model’s predictive capability and overall effectiveness in capturing 
the target variable. 

Initially the models have been evaluated during training and testing phases for 
accuracy and loss whose results are shown in Table 3.

During training period, it has been found that LSTM and GRU computed the best 
accuracy by 98.87 and 98.07%, respectively. Similarly, during testing phase, these 
two models also worked well by obtaining 96.92 and 98.46% accuracies, respectively.



154 A. Koul et al.

Table 3 Performance analysis of deep learning models 

Model Training Testing 

Accuracy (%) Loss Accuracy (%) Loss 

Multilayer perceptron 66.67 4.13 70.76 3.47 

LSTM 98.87 0.06 96.92 0.08 

GRU 98.07 0.07 98.46 0.04 

MLP with GridSearchCV 98.68 0.04 98.97 0.01

But, on the contrast, Multilayer Perceptron showed that the least performance is case 
of both training and testing phases by computing only 66.67 and 70.76% accuracies 
which also includes 4.13 and 3.47 as their worst loss values by using its default 
parameters. Hence to explore it more, the parameters of MLP model have been 
fine-tuned using GridSearchCV optimizer, and after evaluating them, good results 
have been seen in both training and testing phases by computing 98.68 and 98.97% 
accuracies, respectively. 

Likewise, the other parameters to examine the performance of the applied deep 
learning models along with the MLP+ GridSearchCV have been also computed in 
Table 4. 

The superior performance of LSTM, GRU, and the MLP model with Grid-
SearchCV as compared to the basic MLP model can be attributed to the specialized 
mechanisms in LSTM and GRU architectures that enable effective capture of long-
term dependencies in sequential data and mitigating the vanishing gradient problem. 
Additionally, for MLP+ GridSearchCV, the hyper-parameter optimizer optimizes 
the performance of sequential MLP model by exploring different combinations and 
fine-tuning its parameters systematically using GridSearchCV. In a nutshell, this 
fine-tuning process helps to find the optimal configuration for the MLP model which 
leads to improve its precision, recall, F1-score, and AUC values. 

The models were also evaluated as presented in Table 5, using the same metrics 
as shown in Table 4. However, this evaluation is conducted for two distinct classes 
as mentioned earlier: the negative class labeled as ‘1’, which indicates the absence 
of Mesothelioma, and the positive class labeled as ‘2’, which signifies the presence 
of the Mesothelioma disease.

In terms of precision, the MLP model has moderate precision and recall for both 
the negative and positive classes. The LSTM and GRU model shows higher precision

Table 4 Examining models using other metrics 

Model Precision Recall F1-score AUC-ROC 

MLP 0.50 0.70 0.58 0.60 

LSTM 0.98 0.98 0.97 0.82 

GRU 0.95 0.92 0.93 0.87 

MLP with GridSearchCV 1.00 0.98 0.98 1.00 
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Table 5 Evaluating models for binary class 

Model Class Precision Recall F1-score AUC-ROC 

MLP Negative 0.75 0.50 0.62 0.80 

Positive 0.50 0.70 0.58 0.60 

LSTM Negative 0.98 0.98 0.97 0.87 

Positive 0.83 0.98 0.91 0.85 

GRU Negative 0.99 1.00 0.98 0.98 

Positive 0.95 0.92 0.93 0.87 

MLP with GridSearchCV Negative 1.0 0.98 0.99 1.0 

Positive 0.96 1.0 0.98 1.0

as well as recall for both classes, particularly for the negative class. The MLP model 
with GridSearchCV achieves perfect precision for the negative class and positive 
class while as perfect recall for the positive class. In case of F1-score, the LSTM 
model shows the highest F1-score for both classes, followed by the GRU model. The 
MLP models have relatively lower F1-scores but achieve a reasonably good AUC-
ROC score, while the LSTM and GRU models exhibit higher AUC-ROC scores. The 
MLP model with GridSearchCV achieves perfect AUC-ROC scores. 

Upon conducting an analysis, it has been observed that no doubt other models 
worked well for the dataset, but the initial training of the Multilayer Perceptron 
(MLP) model without fine-tuning its parameters yielded the lowest results. However, 
a significant improvement has been observed when the same model was re-evaluated 
after fine-tuning its parameters using a hyper-parameter optimizer, i.e., Grid-
SearchCV. By employing GridSearchCV, which systematically explores different 
combinations of hyper-parameters, the MLP model was able to achieve superior 
results in terms of accuracy, precision, recall, F1-score, and AUC. This optimization 
process allowed the model to fine-tune its internal parameters, adjusting them to the 
optimal values for the given task. 

4 Conclusion 

The use of deep learning models for Mesothelioma detection presents a promising 
approach with significant potential in improving patient outcomes and survival rates. 
In this study, various models such as MLP, LSTM, and GRU had been used to 
develop the system for the detection and classification of Mesothelioma disease. 
These models showed an impressive performance metrics, in terms of high accuracy, 
precision, F1-score, recall, and AUC-ROC values except for MLP. Hence to explore 
the MLP model in depth, its parameters were optimized using GridSearchCV hyper-
parameter optimizer which boosted its performance in terms of all performance 
metrics. However, Mesothelioma detection using applied models does come with
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certain challenges. One of the primary challenges is the availability of high-quality 
and well-annotated datasets. Obtaining a sufficiently large and diverse dataset with 
reliable ground truth labels for training and testing purposes remains a challenge in 
the field of Mesothelioma research. Moreover, the issue of class imbalance within 
the dataset poses a significant challenge. Although this issue had been overcome 
by using SMOTE technique, but it can also be addressed using other oversampling/ 
undersampling methods so that the models can effectively learn from both positive 
and negative instances, to ultimately improve its generalization ability. 

In terms of future scope, several areas can be explored to further enhance Mesothe-
lioma detection using deep learning models. The inclusion of other advanced AI 
learning algorithms, such as ensemble methods or deep learning architectures and 
fine-tuning their parameters using hyper-parameter optimizers, may further improve 
the accuracy and robustness of Mesothelioma detection. 
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A Systematic Literature Survey on IoT 
in Health Care: Security and Privacy 
Threats 

Aryan Bakliwal, Deepak Panwar, and G. L. Saini 

Abstract With the advancements in IoT technology, it is becoming a part of our 
life more than yesterday. IoT technology is revolutionizing the Healthcare sector 
by helping medical professionals in providing better care and remote monitoring 
to patients. Medical IoT devices generate very sensitive data from the patients, and 
security of this data is crucial for privacy of patients. Security solutions for Healthcare 
IoT systems need to be tailored specifically for these resource-limited IoT devices. 
This study surveys the various solutions given in the past few years for Healthcare 
IoT security. In this study, articles having solutions based on latest technologies such 
as blockchain, RFID are reviewed and analyzed to get better insights about the threats 
and their countermeasures’ results and features. In addition to this, the directions for 
future study are also mentioned. The aim of this study is to help everyone interested 
in the domain by providing a summary of latest schemes and generate interest among 
new scholars toward security concerns in Healthcare IoT. 

Keywords IoT · Health care · Security · Privacy · Cyber-threats 

1 Introduction 

Internet of Things (IoT) has seen growth exponentially in every sector. From small 
sensors to complex and large Healthcare ecosystems, IoT has made possible having 
real-time patient monitoring and much more without the need of much human 
involvement which was not possible before. Personal and Clinical can be the broad 
categorization of Healthcare IoT where personal includes devices for general use 
by the user without medical professional and clinical includes devices which are 
intended strictly for medical use involving medical professional [1]. Healthcare IoT 
devices, whether personal or clinical generate enormous amount of data from the 
patient, which is very sensitive and if not managed properly, can be a threat to the
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security and privacy of a person to whom the data belongs to and can be used for 
wrong purposes by the hackers. So, the IoT systems must be made secure to threats 
and attacks without compromising the functioning of the devices. More than 80% 
of participants of a survey are ready to adapt or have already done to the changes in 
IoT-based Smart Health care [2]. Apart from helping the patients, the data from the 
patients also helps the medical professionals in studying about their condition and 
gaining knowledge. These reasons make the patients’ sensitive data very important 
and must be securely transferred over the cloud, and this arises the need of a robust 
and efficient solution for data privacy and security which fulfills all requirements 
and is lightweight. Recently, a security breach incident involving 3 million patients 
happened at Advocate Aurora Health. The breach happened due to Pixels—an online 
tool by which sensitive information was transferred to unauthorized companies. 

Healthcare IoT consists of three main layers—Perception layer (physical IoT 
device, sensors, etc.), Network and Data Processing layer (network devices), and 
Application layer (services and applications). There is no standard protocol for 
communication in IoT, and use of less secure protocols such as SigFox, LoRa, ZigBee 
can cause privacy problems [3]. The security measures must consider the threats of 
every layer for better security and privacy. 

The rest of the study is structured as follows: Sect. 2 presents IoT Healthcare 
security challenges, threats, and requirements. Section 3 contains overview of latest 
technologies and literature review of security systems based on them with their 
methodology and results, Sect. 4 concludes the survey, and Sect. 5 provides scope 
for future research. 

2 Threats, Challenges, and Requirements 

2.1 Threats 

Of all the threats, Distributed Denial of Service (DDoS) is the most frequent and 
most destructive [4]. In Session med jacking attack, the attacker tries to get access 
to the system using a valid session of an authorized user [4]. Schemes that involve 
session key establishment are vulnerable to this threat. Some other attacks based on 
layer-wise classification are shown in Fig. 1.

2.2 Challenges 

For implementation of a secure and robust mechanism, several challenges need to be 
considered. Standardization is a big challenge as there are several different methods 
and protocols for use, so there is a need for a standard architecture for security [3]. 
Another major challenge is the resource-limited nature of IoT devices due to which
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Application 

XSS 

Buffer overflow 

DHCP Starvation 

Session hijacking 

Malware injection 

Network 

Black Hole attack 

Replay attack 

Eavesdropping 

Sybil Attack 

Sinkhole 

Perception 

Power attack 

Hardware failure 

Node tampering 

Spoofing 

RF Jamming 

Fig. 1 Layer-wise IoT security threats

Table 1 IoT security 
challenges [3]

Data Confidentiality 

Authenticity 

Communication Authentication 

Access control 

End application Privacy concern 

Forensic challenges 

Social and legal challenges 

complex and heavy schemes that require more resources cannot be implemented on 
these devices. Some other security challenges are mentioned in Table 1. 

2.3 Requirements 

IoT Healthcare systems should have immunity against major cyber-attacks. They 
should be scalable as the Healthcare ecosystems and IoT devices keep on increasing 
day by day, so they should be able to connect to other networks [5]. They should also 
be lightweight, energy efficient, and low-cost.
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3 Techniques Review 

There are several various operations all taking place simultaneously in an IoT device 
and a good security solution is which considers prevention of every possible threat. 
But constructing such a system is an ideal case scenario, and in the real-world, there 
are many challenges to this. So, the researchers try to get as close as possible with 
their solutions and some of the recent schemes proposed by them are reviewed as 
follows. 

3.1 Blockchain 

Blockchain is a peer-to-peer network of connected devices. A hash is generated at the 
time of block creation and the details of the data stored in this block are dependent 
on hash of the same and previous block as shown in Fig. 2. Once stored, the data 
inside a block is very difficult to change thus making it immutable. Blockchain 
is a decentralized system which makes it immune to single point failure. Using 
blockchain can enhance the security of IoT systems [6]. 

Blockchain uses different consensus mechanisms, namely Proof of Work (PoW), 
Proof of Stake (PoS), and Proof of Authority (PoA). Comparison of these mechanisms 
is shown in Table 2 [7]. 

In [7], the authors address the importance of medical data privacy and propose 
development of a triple encryption system for EMR which uses blockchain. The 
proposed model Secure Electronic Medical Record Exchange Structure (SEMRES)

Fig. 2 Structure of blockchain network 

Table 2 Comparison of 
consensus mechanisms Mechanism Speed Resource need Privacy 

PoW Slow High Low 

PoS Moderate Moderate Moderate 

PoA Fast Low High 
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is implemented in three modules. The first module is hybrid dual encryption method 
based on AES and RSA, second is Decentralized EMR Repository (DERy), and third 
is a blockchain architecture for data validation. The results show that the proposed 
system provides a secure and efficient way to exchange encrypted medical data 
between different agencies. 

In [8], the authors try to provide medical practitioners with real-time accurate and 
trusted data by proposing a blockchain and ML-based framework. The framework 
has three modules—IoT module, which fetches the data. Blockchain module uses two 
different blockchain networks for managing the data, one maintained by the patient 
and other for the doctor and the ML module detects any anomaly in the data being 
generated. The framework ensures authenticity of data, helps multiple stakeholders 
interact with the data and provide remote monitoring of patients. 

In [9], the authors propose and evaluate Fuzzy and Blockchain-based Adaptive 
Security for Healthcare IoTs (FBASHI), an adaptive security system based on fuzzy 
logic and blockchain technology and developed using Hyperledger platform. The 
analysis of the framework is done by designing and testing it in MATLAB and 
then applying the tested logic to Hyperledger for validity. The results show that the 
precision of output is directly proportional to number of transactions. The system is 
scalable and transaction throughput is 10,000 transactions per second. In the future, 
the authors plan to explore blockchain’s AI capability. 

In [10], the authors are concerned about the security issues that arise due to 
the distributed nature of edge computing and propose a secure user-centric edge 
computing system using blockchain. The goal is to capture user data transac-
tion history on the blockchain. User anonymity is provided by the edge node’s 
retention of user data privacy, and data can only be sent between registered IoT 
devices. The proposed system is evaluated and compared with three other blockchain-
based systems and incorporates important security features such are data filtering, 
edge computation, accountability, user-centric, privacy and anonymity of user, 
implementation, and use of cryptographic functions. 

In [11], the authors express a need for a secure authentication system and propose 
a secure and robust authentication tool using Lamport Merkle Digital Signature 
(LMDS) helped with blockchain. The LMDS technique is used for verification, and 
only upon successful verification, the data is stored in the server. The results show 
that using the LMDS technique, the computational overhead and communication 
time decreased and security increased as compared to other existing models. 

In [12], the authors aim to develop BlocMedCare, a blockchain-based secu-
rity system especially for remote monitoring. The model has three parts—patient, 
medical team, and InterPlanetary File System—which is used for storing encrypted 
data. Smart contracts are used for access control. Proof of Authority (PoA) based 
on Ethereum is used for fast transfer. The results show that using PoA increases 
the throughput thus giving a fast-processing time of 45 transactions per second. 
The system is secure and scalable. In the future, the authors plan to implement the 
proposed system using Hyperledger platform and integrate AI to it. 

In [13], the problem addressed is the frequent attacks on Healthcare IoT systems 
and security of Electronic Medical Report (EMR) of patients and “Medichain”—a
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blockchain-based framework is proposed. Using recursive method, a Merkle tree is 
formed for storing the medical record after hashing them to improve data security 
and privacy. The results show that the average execution time and memory usage 
vary linearly and increase with increase in the number of blocks in the blockchain. 

The authors of [14] also address the problem of security of Electronic Medical 
Report (EMR) and Electronic Health Records (EHRs) and need of their emergency 
access. They propose a conceptual framework for security of medical data and having 
emergency access capabilities using blockchain. InterPlanetary File System is used to 
store encrypted data in decentralized manner and Attribute-Based Access Control is 
used for storing rights and roles for medical data and provide break-glass capabilities. 

In [15], the authors are concerned about the use of centralized security solutions 
having single point failure problem and propose the development of a blockchain 
system. The methodology is employed by arranging clusters of IoT devices in a hier-
archical method and the load of processing is shared. A consensus scheme based on 
Identity-based encryption derived from Proof of Authentication is used for authenti-
cation. The maximum message size and maximum CPU load are less in multi-level 
blockchain as compared to single-level blockchain. The time required to create a 
block and authentication is also low and the framework is adaptable, scalable, and 
secure to numerous attacks as shown by the results. 

The authors in [16] propose a task offloading strategy with emergency handling 
capacity. The proposed system is implemented using Software-Defined Networking 
(SDN) and blockchain. The system has a two-layer multidimensional security 
approach. To make the system time efficient, a blockchain sharding scheme is also 
designed. The results show that this mechanism is efficient and reliable in real-time 
usage. The single point failure problem of SDN is also solved using blockchain. 

Discussion 

Being decentralized, blockchain prevents the single point failure problem. The PoA 
consensus mechanism is a good choice as it suits the need of IoT devices being 
lightweight, fast, and secure. But the issues that arise with using blockchain must 
also be solved such as scalability, cost to make the system more efficient. 

3.2 SEA Architecture with Smart Gateways 

SEA is smart and efficient authentication and authorization architecture using 
distributed Smart e-Health Gateways. In SEA, Datagram Transport Layer Secu-
rity (DTLS) handshake protocol is employed. The smart gateways autonomously 
perform local data storage and processing. By utilizing data aggregation, embedded 
machine learning, and compression techniques, smart gateways may quickly deliver 
preliminary results and decrease the redundant remote transmission to cloud servers. 
The main components of the SEA architecture are Medical Sensor Network, Smart 
e-Health Gateways, and Back-End system [17].
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In [18], the authors try to prevent DDoS attack in Session Resumption SEA 
architecture by proposing a DDoS prevention system in session resumption-based 
end-to-end security. The SEA architecture with session resumption is used in the 
proposed. But this is vulnerable to DDoS attacks due to its dependence on resource-
constrained sensors. To overcome this, the author utilizes fog-computing-based three-
layer architecture. The results of the research demonstrate the effectiveness of the 
model in preventing replay and DDoS attacks and increasing the efficiency of the 
resource-constrained sensors by reducing the load on them. 

Discussion 

The SEA architecture with smart gateways can be used to increase IoT security. The 
smart gateways equipped with local databases decrease the response and storage time 
and better service. By using the session resumption scheme with SEA architecture, 
the DDoS attack vulnerability can also be solved [18]. 

3.3 Medical Image Encryption 

In [19], the authors propose an image encryption scheme to protect sensitive medical 
data and compare it with other schemes. The proposed scheme uses three rounds 
of high-speed scrambling and pixel adaptive diffusion concept for shuffling random 
neighboring pixels. Arithmetic modulo operations are used to implement pixel adap-
tive diffusion. The results show that the cipher images have uniform pattern and 
information entropy close to 8. 

In [20], the authors propose a medical image encryption framework. The proposed 
framework is based on Logistic equation, Hyperchaotic equation, and DNA encoding. 
To convert encrypted image to share, Lossless Computational Secret Image Sharing 
(CSIS) method is used. The parameters of the image are changed slightly by XORing 
Pseudo Random Numbers generated by logistic equation with image sequence. The 
results show that the encrypted cipher images are small, have uniform histogram, 
entropy of more than 7.99, and SSIM very close to 0. In future, the authors plan to 
integrate GPUs with IoT to alleviate drawbacks of CSIS such as time requirement 
and high computational complexity. 

Discussion 

Encryption of sensitive medical images is very important and can be easily imple-
mented with other existing security systems without increasing computational cost 
much and overall robustness of the system can be increased.
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Fig. 3 Physical Unclonable 
Functions (PUFs) 

3.4 Physical Unclonable Functions (PUFs) 

PUFs are hardware security measures that are produced during IC manufacturing 
process. PUFs generate unique keys, and if same input is given to any number of 
PUFs, the outputs will be different and no two can be same as shown in Fig. 3. This  
feature makes them resistant to cloning attacks. 

Authors in [21] try to overcome the problem of lack of physical security measures 
by proposing Healthcare Authentication protocol using Resource-constrained IoT 
devices (HARCI) a two-way stage authentication protocol using PUFs. The HARCI 
is a lightweight protocol which has three layers. For each stage of authentication, 
unique session keys are generated for end-to-end authentication. The results show 
that HARCI is secure against numerous cyber-attacks and takes less computation 
cost compared to other protocols. 

In [22], the authors are also concerned about the various physical attacks and 
propose the development of RapidAuth, an authentication protocol based on Phys-
ical Unclonable Functions (PUFs). Elliptic Curve Cryptography is used for mutual 
authentication. The results show that the proposed framework has low computa-
tional complexity and communication overhead, high communication efficiency and 
reduces authentication delay. 

Discussion 

PUFs are a good way to solve cloning attacks as every PUF is unique. A problem 
with PUFs is that as it is produced during manufacturing process of the IC, it cannot 
be implemented with existing systems. Also, the physical damage to device is the 
most important problem to look after in PUFs. 

3.5 Radio Frequency Identification (RFID) 

In [23], as shown in Fig. 4, the authors mention the vulnerability and threats in an 
existing RFID authentication system and proposing the development of an improved 
security system based on RFID which overcomes the challenges in it. The method-
ology of the proposed system is implemented using RFID authentication scheme. For 
the enhancement, Elliptic Curve Cryptography (ECC) encryption and elliptic curve 
digital signature with message recovery are used. The results show that the proposed
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Fig. 4 RFID System which consists of tags and reader 

system is resistant to numerous threats and attacks and has very low computation 
cost. 

Discussion 

RFID is a good approach for authentication and access control in security systems, 
but the electromagnetic waves can have effect with other devices and interfere with 
their working. Moreover, the initial cost of setting up RFID authentication system is 
high, and it suffers from cloning attacks. 

3.6 Holochain 

Holochain is an open-source distributed network infrastructure without the large-
scale data interchange and storage requirements, like blockchain. Holochain uses 
two techniques—Distributed Hash Table (DHT) and hash chain. Holochain offers 
many benefits over blockchain such as more scalability, less traffic, low complexity, 
more efficient mechanisms, memory and time efficient, and cost-effective [24]. 

In [24], the authors propose to develop a holochain-based security and privacy 
framework more efficient than blockchain-based solutions. Blockchain causes dupli-
cate processing overheads for IoT Healthcare systems with limited resources. There-
fore, to overcome this problem, a practically viable solution is needed. It is crucial to 
guarantee that the DLT is implemented in the dispersed IoT Healthcare context in a 
way that is less complicated and resource-intensive, yet intrinsically safe and privacy-
preserving. The results show that the memory and computation costs of holochain 
are much better than blockchain. In future, the authors plan to work on real-time 
cryptocurrency monitoring, threat detection, balancing of load and quick response 
to threat. 

Discussion 

Holochain can be an even better solution for security as it surpasses blockchain 
in many ways such as scalability, efficiency, but it needs sufficient testing and 
implementation before it is set up on a large scale.
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3.7 Encryption Techniques 

In [25], the authors mention the difficulty of encrypting data with complex crypto-
graphic techniques and propose to develop an energy efficient block cipher technique 
which uses less computation power. The proposed technique is based on Matrix Rota-
tion, Expansion function, and XoR. The performance analysis is done on an Arduino 
Uno board and the results show that the proposed technique takes almost equal 
time for encryption and decryption but uses significantly less amount of memory as 
compared to other cryptographic techniques. 

In [26] also, the authors propose to develop a novel lattice-based secure cryp-
tosystem for smart Health care (LSCSH). The LSCSH is built on an improvement to 
the BDH key exchange protocol which is vulnerable to forward secrecy attack. To 
deal with this, complex session keys are derived on both ends. The evaluation shows 
that computation and communication costs are 57.7 ms and 6400 bits, respectively. 
The proposed system is resilient to all kinds of attacks. 

In [27], the authors propose the development of a Robust and Efficient Secure data 
Aggregation Scheme in Health care using the IoT (RESDA) which is energy efficient 
and lightweight. The RESDA scheme is implemented in four steps—Deployment, 
Encryption, Data aggregation, and Decryption. Homomorphic encryption is used in 
this scheme. The results show that it is very efficient in terms of energy consumption 
for its functions without compromising security. The comparative analysis indicates 
that it is a good choice for resource-constrained IoT devices. The potential direction 
for future research mentioned is the improvement of data aggregation in wireless 
networks. 

Discussion 

The methods and results of the techniques are summarized in Table 3. 

Table 3 Encryption schemes 
analysis References Methods Result 

[25] Matrix rotation Lightweight 

Expansion function Energy and time efficient 

XoR 

[26] Lattice-based Resilient to attacks 

BDH Key exchange Low computation cost 

[27] Homomorphic 
Encryption 

Lightweight
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3.8 Other Techniques 

In [28], the authors mention vulnerability in the token-based access-controlled 
methods in conventional multi-layered systems and propose to develop a token-based 
multi-layered security model which is two-way authentication centric. The proposed 
model is implemented on cloud level which completes in two steps. The results show 
that the proposed model has better security and less complexity as compared to other 
multi-layered systems, and even if number of resources increase, the time complexity 
remains almost same. 

In [29], the authors propose to design an end-to-end security middleware for cloud-
fog communication that is also flexible and has good data transfer performance at 
network edge. The proposed scheme consists of a core cloud, gateways, and edge 
IoT devices. There are two middle wares—primary and secondary. The primary 
middleware uses Session Resumption for intermittent security and static PSKs for 
encryption of data. The middleware is implemented on a GENI cloud testbed. The 
schemes compared are DTLS and TLS using PSKs and certificates. The results show 
that DTLS-PSK is the fastest scheme. 

The authors in [30] propose a secure End-to-End key establishment protocol 
which is energy efficient and requires low computational power. The methodology 
is to use the neighboring trusted devices by offloading the heavy cryptographic func-
tions to them. The results show that the proposed scheme is scalable, secure from 
various cyber-attacks, and energy and memory efficient. The future work includes 
implementing the scheme to actual hardware and analyze it practically. 

In [31], the authors review Wireless Body Area Network (WBAN) and propose the 
development of a framework for ubiquitous Healthcare IoT devices. The proposed 
framework provides security on three levels based on sensor location. The results 
show that the proposed framework is secure and efficient and provides flexibility 
to the patients. Future research may include enhancing security in the proposed 
framework with private cloud network security. 

In [32], the authors propose a Healthcare monitoring framework by using Named 
Data Networking (NDN) and Edge Cloud (IE) for efficient data retrieval. Hierarchical 
architecture is used to employ the proposed framework. A medical data caching 
algorithm uses NDNs in network caching and a medical data delivery algorithm to 
enable multiple users to retrieve data. The data communication latency and cost are 
reduced. But the system is dependent on the cluster head, and this can cause single 
point failure. The authors aim to solve this problem by cluster head re-election 
mechanism. The IoT Healthcare security techniques’ summary is shown in Table 4.
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Table 4 Summary of IoT Healthcare security techniques 

Paper references Technique Advantages Disadvantages 

[7–16, 35] Blockchain Decentralized 
Data integrity and 
immutability 
Transparency 

High memory and 
computational cost 
Scalability challenge 
Legal challenges 

[17, 18] SEA architecture with 
smart gateways 

Increased speed 
Scalability 

Single point failure 
Resource requirements 

[19, 20, 36] Medical image 
encryption 

Sensitive data security 
Patients’ privacy 

Loss of data possible 

[21, 22] Physical unclonable 
functions (PUFs) 

Uniqueness Vulnerable to physical 
attacks [33] 

[23] RFID Efficient tracking High cost 
Effect of 
electromagnetic 
interference (EMI) on 
other devices [34] 

[24, 37] Holochain Low computation and 
memory requirements 
More scalable as 
compared to blockchain 

Lack of real-world 
implementation and 
testing 

[25–27, 38] Encryption schemes Better authentication 
Confidentiality 

Complexity 

4 Conclusion 

This study surveyed the security and privacy threats and their countermeasures. 
According to the review, holochain has great potential for providing security solution 
in IoT Health care, but it needs to be researched properly before implementation. 
The number of IoT devices are in billions and increasing day by day, and according 
to a research report by Precedence Research, the market size of IoT Health care is 
expected to reach over USD 900 billion by the year 2030. But still, there remain 
many challenges in the Healthcare sector for IoT. Attackers may find new ways to 
exploit privacy of patients. These issues need to be addressed and researchers should 
think of new challenges that could arise by new technologies and overcome them. 
IoT is an emerging field and has been expanding at a tremendous rate. The market 
opportunities are also growing and there is a great scope for researchers as well as 
entrepreneurs. In essence, IoT for Health care is not free from challenges, but proper 
research work can help boost the potential of the same.
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5 Future Scope 

The need for a standard protocol for communication can be a potential direc-
tion of research in making the Healthcare IoT more scalable and increase inte-
gration. Another budding area can be optimization of efficient security techniques 
which require more resources by making them able to work efficiently on resource-
constrained IoT devices. Other works may include, but are not limited to, integration 
with the latest technologies such as AI and ML to increase its capability many folds. 
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Hybrid Deep Learning Framework 
for Glaucoma Detection Using Fundus 
Images 

Royce Dcunha, Aaron Rodrigues, Cassandra Rodrigues, 
and Kavita Sonawane 

Abstract Glaucoma is a chronic eye condition that develops because intraocular 
pressure in the eye damages the visual nerve. One of the causes of blindness around 
the globe is due to it. Glaucoma does not initially cause vision loss, but if the condi-
tion worsens, it may leave a person permanently blind. Measurement of intraocular 
pressure, testing of the visual field, or inspection of the optical disc of fundus pictures 
are all methods used in the clinical setting to diagnose glaucoma. Early detection 
of glaucoma is crucial in reducing the risk of eye damage. VGG19, VGG19 + 
LSTM, Inceptionv3, and Inceptionv3 + LSTM are used to study the identification of 
glaucoma. ACRIMA is the dataset used, and it consists of 705 fundus images (396 
glaucomatous images and 309 healthy images). The models are worked using data 
augmentation and K-fold cross-validation. The extracted features classify the input 
image as glaucomatous or healthy. The VGG19 + LSTM model performed the best 
out of all the models. 

Keywords Deep learning ·Machine learning · Artificial intelligence · Fundus 
image · ConvNet 

1 Introduction 

Glaucoma, a chronic eye condition, primarily caused by intraocular pressure, poses 
a significant threat to global eye health [12], affecting individuals worldwide [22]. 
This paper introduces a novel approach to early glaucoma detection, addressing the 
limitations of existing diagnostic techniques. In clinical settings, diagnosis tradition-
ally involves measuring intraocular pressure, assessing visual fields, and examining 
fundus images. However, these methods are labor-intensive and may not be readily 
accessible to all populations. According to the World Health Organization (WHO), 
it currently affects over 80 million individuals globally, with an anticipated increase
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of reaching 111.8 million people by 2040 [21]. High myopia, diabetes, eye surgery, 
and hypertension are all factors that contribute to this illness. The advantages and 
limitations of several papers are studied in this paper. We present a comparative anal-
ysis of four architectures: Inceptionv3, Inceptionv3 + LSTM, VGG19, and VGG19 
+ LSTM. 

Each model undergoes K-fold cross-validation and data augmentation. This is 
done to overcome the limitation of having a small dataset [17]. The proposed models 
extract attributes from input fundus images [4] to classify them as healthy or glau-
comatous. Performance evaluation parameters are used to compare the models and 
assess their accuracy in early glaucoma detection. In this study, we employ the 
ACRIMA dataset, comprising 705 fundus images with a 90–10 split for training and 
testing. The aim is to contribute to the early detection of ocular diseases, particu-
larly glaucoma, offering a promising approach [19] to combat this widespread and 
potentially blinding condition. 

2 Literature Review 

Sharmila and Shanthi [1] investigated the application of transfer learning. The 
approach involved reusing a pre-existing model developed for one task as a starting 
point for another. The study used the Inceptionv3 model pre-trained on the ImageNet 
dataset for glaucoma diagnosis. Transfer learning was implemented using both 
feature extraction and fine-tuning techniques. The training and testing of the auto-
mated glaucoma diagnostic model used the ORIGA dataset. It achieved an accuracy 
of 91.36% in predicting the two classes: glaucoma and not glaucoma. The evalua-
tion included sensitivity, specificity, and accuracy parameters, resulting in 82.60% 
sensitivity and 95.30% specificity. Higher accuracy was achievable with minimal 
training epochs due to the small dataset size. However, further studies using addi-
tional datasets are necessary to enhance the accuracy of the automated glaucoma 
detection algorithm. 

In another study by Arkaja Saxena, Abhilasha Vyas, Lokesh Parashar, and 
Upendra Singh [2], they developed a deep learning-based architecture for reli-
able glaucoma diagnosis using CNNs. The CNNs provided a hierarchical visual 
structure for discriminating between glaucoma-affected and healthy human eyes. 
The suggested method of testing has consisted of six layers. Each of these layers 
included tens of thousands of photos. The usage of a dropout mechanism improved 
the approach’s performance. The objective was to find the most comparable patterns 
in healthy and glaucoma-affected eyes. SCES and ORIGA were the datasets used. It 
yielded a detection rate of 82.2% for ORIGA and 88.2% for SCES. The results 
showed that the ORIGA dataset outperformed SCES in diagnosing stages of 
glaucoma. 

Ali Serener and Sertan Serte [3] used deep convolution neural networks in the 
study to detect distinct stages of glaucoma in fundus pictures. The fundus pictures 
utilized in the study are either healthy (no glaucoma), early glaucoma, or advanced
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glaucoma. The classification used two deep learning models, which are ResNet50 and 
GoogLeNet. The models were trained using a single NVIDIA GeForce GTX 1080Ti 
GPU running the Caffe deep learning framework. The training was performed on 
a unique dataset to address the limitation of limited testing data. The RIM-ONE 
dataset assessed the performance of the ResNet50 and GoogLeNet models in accu-
racy, sensitivity, specificity, and area under the ROC curve. The results reveal that 
GoogLeNet beats ResNet50 for early, advanced, and total glaucoma detection. 

Table 1 presents a comprehensive comparison of research papers focused on glau-
coma. The analysis aims to identify the most promising model for achieving improved 
performance compared to existing approaches. We have highlighted key metrics and 
insights derived from these studies to guide our selection process. 

Table 1 Literature review 

No. Algorithm 
and year of 
issue 

Advantages Datasets Accuracy% Evaluation 
parameters 

1 Inceptionv3 
(2021) [1] 

Classification of 
early glaucoma 

ORIGA 91.36 Sensitivity (Sen%): 
82.60, Specificity 
(Spe%): 95.30 

2 CNN (2020) 
[2] 

Higher detection 
capability and high 
accuracy 

SCES, 
ORIGA 

82.2–88.2 Sen%: 21–29, Spe: 
91–93 

3 GoogLeNet 
and ResNet 
(2019) [3] 

Large training 
dataset 

RIM-ONE 85–86 Sen%: 21–29, Spe%: 
91–93, ROC: 0.75 

4 CNN + 
LSTM 
(2021) [4] 

Reduced glaucoma 
prediction time and 
high accuracy 

RIM-ONE, 
DRISHTI 
GS, 
DRIONS 

Around 90 Sen%: 95.4, Spe%: 
96.7, AUC: 0.984 

5 MobileNet 
and 
Inceptionv3 
(2021) [5] 

High accuracy ORIGA, 
SCES 

86 for 
MobileNet and 
90 for 
Inceptionv3 

Precision, Recall, 
F1-score: 0.87–0.90, 
AUC: 0.831–0.887 

6 Inceptionv3 
(2021) [6] 

Reduced Glaucoma 
prediction time and 
high accuracy 

ACRIM-A, 
LAG 

85.29 Sen%: 95.4, Spe%: 
96.7, AUC: 0.984 

7 AlexNet, 
SVM 
(2020) [7] 

High accuracy HRF, 
ORIGA 

91.21 Sen%: 90.8, Spe%: 
85 

8 VGG, 
ResNet 
(2021) [8] 

Uses backward 
propagation and 
forward LAG 

LAG 80–87. Best 
accuracy: 86.9 

Precision: 0.869 

9 Mnet, 
DeNet 
(2019) [9] 

Detection of 
datasets with 
different brightness 

ORIGA 
SCES 

Around 85 Sen%: 76–84, Spe%: 
83
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Fig. 1 Proposed architecture system 

3 Methodology 

3.1 Design 

Figure 1 shows the system overview of the proposed architecture system. The data 
is collected and divided into a training set and a testing set. The images from the 
training dataset further undergo image preprocessing. The models are trained with 
K-fold cross-validation and data augmentation. The extracted features are used to 
classify the input image and projected to be either glaucomatous or normal. 

3.2 Architecture 

A comparison study is done between four architectures: Inceptionv3, Inceptionv3 + 
LSTM, VGG19, and VGG19 + LSTM. These architectures are chosen because they 
have much experience with medical image categorization. 

Inceptionv3 Architecture. The purpose of Inceptionv3 is to reduce computing 
resource usage by modifying previous Inception models [14, 15]. It has a lower error 
rate compared to its predecessors and has 42 layers. Inception Networks (GoogLeNet/ 
Inceptionv1) are computationally more efficient when compared to VGGNet, both in 
terms of the associated financial cost (memory and other resources) and the number 
of parameters generated by the network. The Inceptionv3 model can achieve more 
than 78.1% accuracy on the ImageNet dataset. Convolutions, average pooling, max 
pooling, concatenations, dropouts, and fully linked layers are the symmetric and 
asymmetric building components that make up the model itself [23]. 

VGG19 Architecture. A convolution neural network that has 19 layers is called 
VGG19. The VGG19 model contains 16 convolution layers, 5 MaxPool layers, 3 
fully linked layers, and a sigmoid layer. The first 16 layers are convolution and
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maximum pooling layers and extract the spatial features. The final three layers are 
for image categorization. The input to a VGG19 network is a fixed RGB image with 
a size of (224 * 224). Hence, the matrix has a shape of (224, 224, 3). For instance, in 
112 * 112 * 128, 128 is the number of filters or kernels, and 112 * 112 is the size. The 
convolution layers’ filter size is 3 * 3, and the stride is 1. The max pooling layers’ 
filter sizes are 2 * 2, and the stride is 2. After the final pooling layer, 7 * 7 * 512 
volume flattens into a fully connected (FC) layer with 4096 channels. The sigmoid 
classifies an image as glaucomatous or normal [24]. 

VGG19 + LSTM and Inceptionv3 + LSTM Architecture. Spatial and temporal 
data extraction is done by a combination of CNN (Inceptionv3 and VGG19) and RNN 
(LSTM) architecture [25]. Recurrent neural networks are a particular kind of artificial 
network with loops that enable data storage. RNNs use knowledge of older events 
to make predictions. The completion of tasks that use visual sequences, therefore, 
necessitates a sophisticated architecture. As a result, the CNN-RNN architecture 
is chosen [16]. The CNN extracts spatial data from each video by converting it 
into consecutive pictures. The outputs detect temporal properties inside the image 
sequence using a recurrent sequence learning model (LSTM). Finally, the aggregated 
features are sent to a fully linked layer that predicts categorization for the input 
sequence [26]. 

3.3 Working of the Project 

Figure 2 illustrates the architecture of the proposed model used in this paper. This 
method for glaucoma detection combines the capabilities of the Long Short-Term 
Memory (LSTM) recurrent neural network and the VGG19 convolutional neural 
network (CNN). This hybrid design enables glaucoma detection through the analysis 
of ocular pictures. The overview of the algorithm is below:

Data Preprocessing 

– Obtained a collection of eye photographs classified as having glaucoma or not. 
– Created training and testing sets from the dataset. 

VGG19 Model 

– Loaded the pre-trained VGG19 model and eliminated the fully connected layers. 
– Froze the convolutional layer weights to preserve the learned features. 
– Included a new connected layer with appropriate classification units. 
– Compiled the model using the proper optimizer and loss function. 

LSTM Model

– Designed an LSTM model for sequence classification. 
– Preprocessed the eye image data to create sequential input data for the LSTM. 
– Defined the LSTM architecture with a suitable input shape and LSTM units.
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Fig. 2 VGG19 + LSTM and Inceptionv3 + LSTM architecture [20]

– Added fully connected layers and output layers for classification. 
– Compiled the LSTM model with an appropriate loss function and optimizer. 

Training 

– Fed the eye images into the VGG19 model to extract visual features. 
– Used these features as input to the LSTM model for glaucoma detection. 
– Trained the combined VGG19 + LSTM model using the labeled training data 

Testing and Evaluation 

– Evaluated the trained model using the labeled testing data. 
– Calculated performance metrics such as accuracy, precision, recall, and F1-score. 

Prediction 

– Used the trained model to predict the presence of glaucoma for new eye images. 
– Preprocessed the new eye image and extracted visual features with VGG19. 
– Fed these features into the LSTM model to obtain the glaucoma prediction.
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Fig. 3 Glaucomatous image 

Fig. 4 Normal image 

4 Results and Discussions 

4.1 Experimental Setup 

The ACRIMA dataset is used for this research. It contains 705 fundus images (396 
glaucomatous and 309 normal images). For training, 632 images are used. For testing, 
73 images are used. The dataset has a 90–10 split [10]. The sample glaucoma images 
are displayed in Fig. 3. The sample normal images are displayed in Fig. 4. 

4.2 Performance Evaluation Parameters 

Accuracy. The proportion of the correct predictions to the overall number of 
predictions. 

Accuracy = TP + TN 
TP + FN + TN + FP . (1) 

F1-Score. The harmonic mean of the precision and recall of the model. 

F1 = 2 × precision × recall 
precision + recall . (2)
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Precision. It divides the fraction of true positives by the total number of true positives 
and false positives. 

Precision = TP 

TP+FP 
. (3) 

Recall. It is determined by dividing the total number of true positives and false 
negatives by the number of true positives and false negatives. 

Recall = TP 

TP+FN 
. (4) 

4.3 Results 

A few samples have been taken from the ACRIMA and RIM-ONE datasets and tested 
against the proposed model and the results are in Table 2. 

VGG19 model observation. The model exhibited a precision of 0.85 for normal 
images and 1.00 for glaucoma images. The recall rates were 1.00 for normal images 
and 0.84 for glaucoma images. Regarding the F1-score, normal images scored 0.92, 
while glaucoma images scored 0.91. Overall, the model attained an accuracy of 
91.78%. The model performed better on normal images. 

VGG19 + LSTM model observation. The model exhibited a precision of 0.90 for 
normal images and 1.00 for glaucoma images. The recall rates were 1.00 for normal 
images and 0.89 for glaucoma images. Regarding the F1-score, normal images scored 
0.95, while glaucoma images scored 0.94. Overall, the model attained an accuracy 
of 94.52%. The model performed better on normal images. 

Inceptionv3 model observation. The model exhibited a precision of 0.88 for normal 
images and 0.92 for glaucoma images. The recall rates were 0.91 for normal images 
and 0.90 for glaucoma images. Regarding the F1-score, normal images scored 0.90,

Table 2 Test case results 

Test no. Test case (actions performed) Expected result Actual outcome 

1 ACRIMA dataset sample Normal Normal 

2 RIM-ONE dataset sample Normal Glaucomatous 

3 ACRIMA dataset sample Glaucomatous Glaucomatous 

4 ACRIMA dataset sample Glaucomatous Glaucomatous 

5 RIM-ONE dataset sample Glaucomatous Glaucomatous 
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Table 3 Performance results of the proposed models 

Model Class Precision Recall F1-score Accuracy (%) 

VGG19 Normal 0.85 1.00 0.92 91.78 

VGG19 Glaucoma 1.00 0.84 0.91 91.78 

VGG19 + LSTM Normal 0.9 1.00 0.95 94.52 

VGG19 + LSTM Glaucoma 1.00 0.89 0.94 94.52 

Inceptionv3 Normal 0.88 0.91 0.9 90.41 

Inceptionv3 Glaucoma 0.92 0.9 0.91 90.41 

Inceptionv3 + LSTM Normal 0.91 0.94 0.93 93.15 

Inceptionv3 + LSTM Glaucoma 0.95 0.93 0.94 93.15 

while glaucoma images scored 0.91. Overall, the model attained an accuracy of 
90.41%. The model performed better on glaucoma images. 

Inceptionv3 + LSTM model observation. The model exhibited a precision of 
0.91 for normal images and 0.95 for glaucoma images. The recall rates were 0.94 
for normal images and 0.93 for glaucoma images. Regarding the F1-score, normal 
images scored 0.93, while glaucoma images scored 0.94. Overall, the model attained 
an accuracy of 93.15%. The model performed better on glaucoma images. 

The highest precision is for the VGG19-based models for glaucoma images at 
0.91. Likewise, the VGG19 + LSTM model achieved the highest recall for normal 
images at 1.00. The highest F1-score is achieved by the VGG19 + LSTM model, 
with a score of 0.95 for normal images. Ultimately, the VGG19 + LSTM model 
achieved the highest overall accuracy of 94.52%. 

The VGG19-based models perform better on normal images, and Inceptionv3-
based models perform better on glaucoma images. Each row in Table 3 corresponds 
to various approaches used during training. The k-fold cross-validation technique is 
for training purposes with k = 3. After training the model for 35 epochs, the average 
training accuracy achieved was 96 and 99% for VGG19-based and Inceptionv3-
based models, respectively. The average testing accuracy was 94.52 and 93.15% for 
VGG19-based and Inceptionv3-based models, respectively. The addition of LSTM 
to VGG19 and Inceptionv3 helped to increase the training as well as testing accuracy. 
The VGG19 + LSTM model has the best results with the highest accuracy. 

Table 4 compares the accuracy of the proposed approach with the existing 
approaches. It is noticeable that the proposed method has resulted in a higher accuracy 
compared to the other existing approaches to detect glaucoma.
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Table 4 Comparison study between various approaches 

Author Model Dataset Accuracy (%) 

Sharmila et al. [1] Inceptionv3 ORIGA 91.36 

Saxena et al. [2] CNN SCES 82.20 

Saxena et al. [2] CNN ORIGA 88.20 

Serner et al. [3] ResNet RIM-ONE 86.00 

Serner et al. [3] GoogLeNet RIM-ONE 85.00 

Proposed approach VGG19 ACRIMA 91.78 

Proposed approach VGG19 + LSTM ACRIMA 94.52 

Proposed approach Inceptionv3 ACRIMA 90.41 

Proposed approach Inceptionv3 + LSTM ACRIMA 93.15 

5 Conclusion 

Conclusion. The mechanism used is a combination of CNN and RNN. The models 
used are VGG19, VGG19 + LSTM, Inceptionv3, and Inceptionv3 + LSTM. After 
performing a comparative study on the ACRIMA dataset, it is noticeable that VGG19 
+ LSTM is the best-performing model. The VGG19 + LSTM model predicted two 
classes (glaucoma and non-glaucoma) with an accuracy of 94.52%. Accurate results 
are due to transfer learning and data augmentation. Data augmentation helped us 
to tackle the problems while training CNNs. The VGG19-based models perform 
better on normal images, and Inceptionv3-based models perform better on glaucoma 
images. This project aims to provide an effective, fast, and efficient solution for expo-
sure to glaucoma in the eye. Because a glaucoma detection model plays a crucial role 
in early identification, efficient screening, and improved management of glaucoma 
cases, it has the potential to save vision, reduce healthcare costs, and enhance overall 
eye healthcare delivery. 

Future Scope. This model will be beneficial to both ophthalmologists and patients. 
Real-life data and larger datasets could be collected from hospitals all over India to 
analyze any changes in the retina due to different geographical locations. Also, we 
can work on the severity categories of glaucoma [13]. While these advancements 
show promise, further research, validation, and regulatory approvals are mandatory 
before widespread implementation in clinical practice [11, 18]. 
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for Antenna Selection in Massive MIMO 
Subarray Switching Architecture 

Snehal Gaikwad and P. Malathi 

Abstract Massive MIMO is a promising technology used by fifth generation of 
wireless technology to increase the channel capacity significantly. But the use of RF 
transceivers for every antenna at the base station increases hardware complexity and 
implementation cost of the system making it very challenging for deployment. This 
paper focuses on addressing the hardware complexity and cost challenges associ-
ated with Massive Multiple-Input Multiple-Output systems. To mitigate these chal-
lenges, an efficient antenna selection algorithm is essential for identifying a subset of 
antennas that contribute maximum to the channel capacity. By employing advanced 
antenna selection schemes, this study aims to identify the most effective approach 
for optimizing antenna selection in Massive MIMO technology. The Sunflower Opti-
mization algorithm, combined with the elite learning strategy, offers a novel approach 
to antenna selection in Massive MIMO subarray switching architecture. It leverages 
the benefits of both the SFO algorithm and the elite learning strategy to improve the 
selection of antennas, thereby optimizing system performance. Sunflower Optimiza-
tion with elite learning strategy has been proposed and evaluated the effectiveness 
of the simulated SFO algorithm by comparing it with traditional approaches. The 
result shows that the proposed method for antenna selection significantly improves 
upon other methods offering a more efficient and effective approach for enhanced 
channel capacity in a Massive MIMO system. 
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1 Introduction 

1.1 Massive MIMO 

In the recent years, pandemic has changed everyone’s life in several ways either 
it is work or education. The extensive acceptance of remote work by IT organi-
zations and development of online courses which offers flexible learning oppor-
tunities to everyone have gained significantly. As a result, people’s demand for 
high data rate increases all over the world for various purposes. To fulfill this 
increasing demand, the next generation of technology uses Massive Multiple-Input 
Multiple-Output (mMIMO) as a vital technology for enhancing data rates. Massive 
MIMO offers significant improvements in data transmission capabilities of wireless 
communication which transforms the connectivity in the digital era [1]. 

Massive MIMO technology has arisen as a solution in wireless communication by 
significantly expanding the capabilities of conventional MIMO by several orders of 
magnitude. By arranging a large number of antennas at the base station (BS), typically 
in the order of hundreds, massive MIMO enables multi-user MIMO, where a base 
station is capable of serving multiple single-antenna terminals simultaneously. This 
brings several benefits including improved connection reliability, enhanced spectrum 
quality, and increased energy efficiency through effective use of radiated energy 
[2, 3]. 

Figure 1 depicts a Massive MIMO system with AT transmitting and AR receiving 
antennas [3]. The output of the MIMO system is given by the following equation [3]: 

Ry = H.Xi + n, (1) 

where Ry is 1 × AR receiving matrix, X i is 1 × AT transmitting matrix, H is AR × AT 

channel matrix, and n is channel noise. The channel capacity Cn of Massive MIMO 
system is given by [3] 

Cn = log2 det
(
INT + ρ H H H

)
, (2)
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Fig. 1 Massive MIMO system [3] 
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where INT is an identity matrix, ρ is the signal-to-noise ratio, and H is the channel 
matrix. 

1.2 Antenna Selection in Massive MIMO 

This extension of receiving or transmitting antennas and connected radio frequency 
(RF) chains at the BS introduces practical limitations, complexity, and cost impli-
cations. RF chains containing mixers, analog-to-digital converters, and amplifiers 
require a substantial portion of the base station’s transceiver power. To overcome 
these challenges and optimize system performance, it becomes necessary to reduce 
the number of RF transceiver chains [4]. By using optimal antenna selection (AS), 
it becomes possible to choose a specific set of antenna elements from the pool of 
available antennas at the base station. This subset increases the channel capacity to 
its maximum potential under ideal channel conditions, while still benefiting from the 
advantages provided by a full antenna system. 

Figure 2 illustrates the antenna selection process in a Massive MIMO system 
[4]. The AS number of antennas are selected from the total AT antennas which is 
determined based on the number of RF chains employed in the system. The channel 
matrix denoted as H consists of AR × AT coefficients which represents channel gain 
for all the antennas. On the other hand, the selected channel matrix HS is a subgroup 
of H, containing channel gain only for selected subset of antennas. 

The channel capacity CS for AS selected antennas can be calculated as [5] 

Cs = log2 det
(
INT + ρ H H s Hs

)
, (3) 

where Hs represents the channel matrix of AS selected antennas.
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Fig. 2 Antenna selection in Massive MIMO system [4] 
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1.3 Subarray Switching Architecture 

Antenna selection is a proficient technique used by Massive MIMO to improve 
energy efficiency and reduced system complexity. Additionally, a switching system 
known as Subarray Switching system is utilized, where RF switches link the selected 
antenna to one of the RF chains. It offers significant advantages over the full array 
antenna architecture. In the subarray switching antenna architecture, a single RF 
switch is utilized to connect one antenna from a subarray. This design reduces the 
number of required RF switches significantly compared to the full array antenna 
architecture. The number of RF switches in subarray architecture is equal to the 
number of subarrays, whereas, in the full array architecture, it is equal to the product 
of the number of transmitting or receiving antennas and the number of subarrays. By 
minimizing the number of RF switches, the subarray switching architecture simplifies 
the system design and reduces power consumption. Moreover, it enhances the overall 
performance by enabling efficient connectivity between subarrays and RF chains [6]. 

In search of efficient antenna selection techniques for Massive Multiple-Input 
Multiple-Output (MIMO) systems, researchers have explored the application of intel-
ligent searching algorithms to overcome challenges associated with local optima of 
search spaces. 

2 Literature Survey 

In the literature, the authors have contributed multiple papers that explore antenna 
selection algorithms for both conventional and Massive MIMO systems, providing 
a comprehensive analysis of their performance parameters. 

The paper [7] introduces an antenna selection algorithm for Massive MIMO 
systems, aiming to achieve high channel capacity while minimizing computational 
complexity. The algorithm utilizes optimization techniques such as bidirectional 
Branch and Bound (BAB) searching to identify the globally optimal solution for the 
channel submatrix that has the largest maximum singular value. But the complexity 
goes on increasing with the increase in a number of antennas [7]. In the paper 
[8], authors implemented antenna selection techniques which utilize a computation-
ally efficient greedy search algorithm known as matching pursuit (MP). It reduces 
the computational complexity associated with the antenna selection process signifi-
cantly, but may not always provide the optimal subset of antennas in environments 
with spatially correlated channels. In the papers [9, 10], the authors introduced an 
antenna selection algorithm employing both Branch and Bound and greedy search 
methods, combined with a subarray switching architecture. The proposed Subarray-
based Antenna Selection Scheme (SAS) reduces the hardware and optimize energy 
efficiency by minimizing the number of RF switches used to connect antennas to the 
base station.
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Intelligent searching algorithms offer the advantage of avoiding local optima 
by exploring the search space more effectively. These algorithms utilize various 
optimization techniques inspired by natural processes and population-based strate-
gies. In the paper [11], researchers developed two algorithms for antenna selec-
tion in a Massive MIMO system, namely Artificial Bee Colony (ABC) and Tree 
Search (TS). A comparative analysis of these algorithms was conducted with the 
popular genetic algorithm (GA) and Particle Swarm Optimization (PSO) methods, 
showing their capacity performance and complexity. The TS technique performed 
better than all the bio-inspired algorithms, exhibiting significantly lower complexity 
while achieving higher capacity compared to GA, PSO, and ABC algorithms. In 
the paper [12], a Biogeography-Based Optimization algorithm was implemented for 
the selection of antennas in Multiple-Input Multiple-Output system to maximize the 
channel capacity. This algorithm is applied for both transmitter and receiver antenna 
selections. The results of BBO algorithm demonstrate its efficiency and applicability 
as compared with the results of ant colony and genetic algorithm. In the paper [13], 
the authors proposed an antenna selection scheme based on a genetic algorithm, 
and also a heuristic beam-forming technique is used to obtain high performance 
with a low computation complexity. Genetic algorithms offer the flexibility in their 
complexity and precision as needed just by adjusting the iterative volume. In case 
of time-sensitive scenario, fewer iterations can save time at the cost of accuracy, but 
more iterations can improve accuracy. 

Sunflower Optimization is one of the metaheuristic optimization algorithms used 
to solve various optimization problems which is inspired by the natural behavior of 
sunflowers. It shows the promising results in terms of convergence rate and solu-
tion quality as compared to other optimization algorithms [14, 15]. The paper [16] 
introduced improved Sunflower Optimization algorithm for the clustering process 
in IoT networks, where the Sunflower Optimization (SFO) algorithm was combined 
with the levy flight operator. This algorithm demonstrated its superiority in terms of 
energy consumption and the network’s lifetime. 

The proposed work has primarily concentrated on implementing an antenna selec-
tion algorithm utilizing the Sunflower Optimization technique with elite learning 
in order to attain the maximum sum rate or channel capacity for Massive MIMO 
systems. Also, the research work focuses on utilizing the Subarray Switching (SAS) 
architecture for antenna selection algorithm to improve upon the power efficiency of 
the system.
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3 Proposed System 

3.1 Block Diagram (Fig. 3 Shows) 

3.2 Sunflower Optimization 

Sunflower Optimization (SFO) is a metaheuristic optimization algorithm inspired 
by the behavior of sunflowers in nature. This algorithm works on the idea where 
sunflowers adjust their florets position toward sun which maximizes their exposure to 
sunlight. The SFO algorithm utilizes a sunflower representation to solve optimization 
problems by presenting the solution in a unique manner. The center of the sunflower 
represents the best solution found so far, and the florets represent candidate solutions. 
The floret position in each iteration is updated based on the position of the center 
and the position of the neighboring florets [16]. 

The basic principle of the SFO algorithm is to replicate the movement of 
sunflowers to catch the best sun following, which is done every morning at sunrise. 
The life cycle of a sunflower is focused by the law of radiation [16]. 

Hu = Sx 
4πd2 

u 

, (4) 

where Hu is the Heat Energy, Sx is the solar energy, du is the distance from the best 
flower in the current population. Each sunflower adjusts its position to the sun [16]. 

−→
Su = P∗ − PUIIIIP* − PU

IIII , U = 1, 2, . . .  Np, (5) 

where P* represents the best flower in the current population, Pu corresponds to each 
individual solution, and NP denotes the population size. 

The incorporation of Sunflower Optimization (SFO) algorithm with antenna selec-
tion is used to identify a subset of antennas from the available antennas at the base 
station which maximizes the system performance.
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3.3 Elite Learning Strategy 

The elite learning strategy is a technique used by evolutionary algorithms and meta-
heuristic algorithms during the optimization process to achieve a better balance 
between exploration and exploitation of the search space. Primary purpose of elite 
learning strategy is to preserve best solutions to enhance the algorithm’s performance 
by giving them higher priority and influence outcome of subsequent iterations. These 
elite solutions play an important role in each iteration. They guide the search process 
by influencing the generation of new candidate solutions, thus enhancing the overall 
performance of the optimization process [17]. 

3.4 Sunflower Optimization with Elite Learning Strategy 
(SFO-ELS) 

In the proposed work, the elite learning strategy has been employed in algorithm 
Sunflower Optimization named as SFO-ELS to enhance the quality of the search 
process of selected antennas in a Massive MIMO system. This strategy operates by 
maintaining a set of elite solutions, typically the best-performing solutions encoun-
tered during the search process. These elite solutions are given preferential treatment 
and are preserved throughout the iterations. In the antenna selection process, the elite 
learning strategy helps the algorithm to identify subsets of antennas by considering 
and refining the elite solutions during each iteration, offering superior performance 
in terms of metrics such as sum rate, capacity, or energy efficiency [18]. 

The SFO-ELS algorithm offers a novel approach to antenna selection in Massive 
MIMO subarray switching architecture. It leverages the benefits of both the SFO algo-
rithm and the elite learning strategy to improve the selection of antennas, thereby opti-
mizing system performance. By further integrating the SFO-ELS algorithm into the 
subarray switching architecture, significant improvements in energy efficiency can be 
achieved. This approach enables efficient utilization of antenna resources, leading to 
enhanced performance and reduced hardware complexity in Massive MIMO systems. 

3.5 Algorithm 

The following are the algorithmic steps to achieve optimal solution by combining 
Sunflower Optimization with elite learning strategy (SFO-ELS). 

Step 1: Initialization: Initialize the system parameters Nr, Ns, pollination factor (p), 
mortality rate (m), Lower bound (Lb), and Upper bound (Ub) for channel 
capacity. 

Step 2: Assignment: Initialize the population of candidate solutions using the SFO 
algorithm, randomly assigning antennas to each solution.
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Step 3: Evaluate fitness: Evaluate the fitness of each candidate solution using an 
objective function that reflects the channel capacity performance [6]. 

C = log2
(
det

(
INs + 

SNR 

Ns

(
H H s HS

)))
, (6) 

where Ns is a number of selected antennas, INS is the identity matrix. Select 
the maximum fitness value as a base value f min. 

Step 4: Identify elite solutions: Select the top-performing candidate solutions as 
elite solutions based on their fitness scores. 

Step 5: Sunflower Optimization: Perform iterations of the SFO algorithm, updating 
the positions of the candidate solutions based on the SFO equations [13]. 

hu = λqu(Pu + Pu−1).(Pu + P−1), (7) 

where λ is inertial displacement. Adjust the exploration and exploitation 
parameters, such as step size, displacement factor, angle increment, and 
radius increment, to balance the search process. 

Step 6: Evaluate fitness and select solutions: After each iteration, evaluate the new 
fitness f new using Eq. (3) of the updated candidate solutions, including 
both the elite solutions and the non-elite solutions generated through SFO. 
If f new > f min, then replace the previous solution with the new one. 

Step 7: Select the best solutions from the updated population based on their 
fitness values. This selection process can be biased toward preserving the 
elite solutions while considering the performance of the newly generated 
solutions. 

Step 8: Termination: Check termination conditions such as the number of iterations 
and the number of selected antennas to decide whether to stop the algorithm. 

Step 9: If the termination condition is not satisfied, the process returns to Step 4 
and continues with the iterations of the SFO algorithm. 

4 Result and Discussion 

The simulation results are obtained using MATLAB simulation software. The simu-
lation results demonstrate the effectiveness of the SFO-ELS algorithm in achieving 
optimal antenna selection in the subarray switching architecture. 

Figure 4 illustrates the graph of the sum rate achieved by the SFO-ELS algorithm 
with an increase in a number of selected antennas. The number of selected antennas 
is varied from 0 to 64. From the graph, it is observed that there is a significant 
improvement in the sum rate as the number of selected antennas increases. This 
observation aligns with the fundamental principle of Massive MIMO systems, where 
increasing the number of antennas contributes to enhanced system performance. The 
graph also demonstrates the effect of an increase in signal-to-noise ratio. With the
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increase in SNR value, sum rate increases. The maximum value of the sum rate of 
29.12 bps/Hz has been achieved for Nr = 64 and SNR = 10 dB. 

Figure 5 shows the graph representing the sum rate performance across a range of 
values for Ns, denoting the number of selected antennas. It has been observed from 
the graph that there exists a positive correlation between the number of antennas 
selected and the achieved sum rate. This includes variations in the number of selected 
antennas, from 4 to 32, while the total number of receiving antennas remains constant 
as 64. 

Figure 6 shows the improvement in the sum rate as the signal-to-noise ratio (SNR) 
and the number of receiving antennas (Nr) increase. The highest sum rate is attained 
when Nr equals 64 and SNR equals 20 dB. This observation emphasizes that the sum

Fig. 4 Performance of sum 
rate versus Ns with varying 
SNR 

Fig. 5 Performance of sum 
rate versus Nr with varying 
Ns 
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Fig. 6 Performance of sum 
rate versus SNR with 
varying Nr 

rate experiences a consistent increase with higher values of both receiving antennas 
and signal-to-noise ratio. 

Figure 7 shows the subarray antenna structure of 64 receiving antennas for SNR 
= 10 dB with different configurations based on the number of selected antennas, 
denoted as Ns. The structure consists of red and blue colored dots, where the red 
dots represent the positions of the selected antennas. The change in the number of 
columns in the subplots indicates the number of subarrays and it is determined by the 
value of Ns. For instance, when Ns = 16, there are 16 columns, each representing a 
subarray containing four antennas. The red-colored dots within each column indicate 
the locations of the selected antennas, with one red dot per column, representing one 
selected antenna out of the four antennas in each subarray.

Figure 8 provides a comprehensive representation of the sum rate performance 
across a broad range, spanning from Nr = 8 to Nr  = 256. This result offers a thorough 
insight into how the sum rate improves with the number of selected antennas, the 
number of receiving antennas, and the signal-to-noise ratio, collectively contributing 
to a comprehensive understanding of the system’s performance.

Figure 9 shows the spectral efficiency performance achieved by various antenna 
selection algorithms, namely Sunflower Optimization with elite learning strategy 
(SFO-ELS), Sunflower Optimization (SFO), MCNN, and MCTS for various values 
of signal-to-noise ratio (SNR) varying from 1 to 20 dB. The results demonstrate 
that the SFO-ELS algorithm, utilizing an elite learning strategy, exhibits improved 
performance compared to other antenna selection algorithms. The algorithm achieves 
optimal solutions in terms of maximum sum rate.
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Fig. 7 Subarray antenna structure for Nr = 64

Fig. 8 Sum rate performance for Nr = 8 to Nr  = 256
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Fig. 9 Comparison graph of 
various antenna selection 
algorithms 

5 Conclusion 

The Sunflower Optimization Algorithm with elite learning strategy (SFO-ELS) 
demonstrates significant potential for the antenna selection process in Massive 
MIMO systems. Through the incorporation of the SFO algorithm with an elite 
learning strategy, the SFO-ELS algorithm offers a novel approach that enhances 
the antenna selection process. The algorithm intelligently explores the search space, 
using the elite learning strategy to preserve and prioritize the best-performing solu-
tions encountered during the search process. This approach allows the algorithm to 
efficiently identify the best solutions that maximize system performance in terms sum 
rate, spectral efficiency, and energy efficiency. Overall, the SFO-ELS algorithm offers 
a valuable approach for optimizing antenna selection in Massive MIMO systems and 
contributing to the advancement of wireless communication technologies. 

6 Future Scope 

Researchers might explore advanced optimization algorithms or hybrid approaches 
that combine SFO-ELS with other optimization techniques to further enhance the effi-
ciency and effectiveness of antenna selection. This could lead to improved better solu-
tion quality, and adaptability to different system scenarios. The integration machine 
learning techniques could provide more intelligent and adaptive antenna selection. 
In future, it could be used to predict optimal antenna configurations as per adaptive 
channel conditions, traffic patterns, and user requirements.
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Machine Learning Models for Human 
Activity Recognition: A Comparative 
Study 

Anshul Sheoran, Ritu Boora, and Manisha Jangra 

Abstract With the advancements in machine learning, human activity recognition 
has found its applications in several emerging areas such as robotics healthcare, 
surveillance, smart environment etc. This paper aims to study and evaluate the perfor-
mance of some popularly used machine learning algorithms in classifying human 
activities. We have selected K-NN, SVM and XGBoost methods in this study and the 
performance of the methods has been evaluated for 19 different activities which were 
performed by eight random persons. The required data was recorded using 5 MTx 
3-DOF orientation trackers. The raw data was processed before feature extraction 
and then fed as input to the machine learning models. On performance comparison 
of these methods, it has been found that the SVM method when implemented with 
a polynomial kernel, outperforms the other state-of-the-art methods. It classified the 
different activities with an accuracy of 96.9%. 

Keywords Machine learning · Extreme gradient boosting (XGBoost) · Principal 
component analysis (PCA) · K -nearest neighbour (K -NN) · Human activity 
recognition (HAR) · Support vector machine (SVM) 

1 Introduction 

Human Activity Recognition is a method of recognizing and identifying human 
actions. Due to the advent of technology, the demand for activity recognition (AR) 
is rapidly increasing and its applications are all around. Now it has become vital 
to social domains such as healthcare [1], sports science, security, and robotics. In 
healthcare, it can be used for monitoring purposes such as at nursing homes [2, 3], for 
detecting abnormal activities of a person with mental disorders [4] and many more. It 
assists the athlete in adopting a more data-driven training and performance approach, 
resulting in better outcomes and fewer injuries in sports [5]. Moreover, HAR is also
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used by smart surveillance and safety devices [6] which are significantly required 
for military purposes worldwide [7]. Although much research has already been done 
on human activity recognition, it remains a complex and daunting task because it 
needs to address the challenge of ambiguous interpretability where human activities 
encompass diverse movements and intensities like dancing, jumping, playing etc. 
Additionally, recognizing simultaneous activities such as eating food and watching 
television concurrently poses a significant hurdle in activity recognition systems. 
This paper presents a comparative study of the popularly used HAR algorithms and 
measures their performance on a given dataset. 

Reference [8] conducted a comprehensive study on various variants of the K-
nearest neighbour (K-NN) algorithm for disease prediction. Through implementa-
tions and experiments on benchmark datasets, different K-NN variants were analyzed. 
It employs a fine-tuned VGGNet-19 for feature extraction and a multi-class support 
vector machine for classification. In [9], a DIA-XGBoost model is proposed for 
identifying malicious URL-based assaults on social communication platforms. The 
suggested methodology addresses feature imbalance issues with effective feature 
extraction and selection, as well as a better strategy for managing concept drift 
and machine learning-based classification. Moreover, [10, 11] papers showcase the 
effectiveness of the XGBoost algorithm in domains. The author in [10] focused on 
disease prediction, highlighting its potential for accurate predictions and disease 
prevention. In [12] the author introduced a lightweight deep learning network for 
real-time Human Activity Recognition using WiFi Channel State Information (CSI), 
reducing computational complexity. Making it suitable for remote HAR applications. 

From the literature, it is observed activity recognition has seen tremendous 
growth over the last decade. However, despite significant research on human activity 
recognition, existing techniques quite often misclassify human actions. 

This paper is organized as follows: Sect. 2 explains the implementation of HAR 
using machine learning models. Section 3 discusses the performance parameters 
and performance evaluation of the machine learning models over a range of tunable 
parameters. The performance analysis and comparison of the discussed methods with 
their optimum parameter is presented in Sect. 4. 

2 Human Activity Recognition Using Machine Learning 

Human Activity Recognition with the help of machine learning is an emerging 
research area. It aims to develop machine learning algorithms and models to clas-
sify human activities based on either sensor data or video data. Activity recognition 
can broadly be implemented in these steps: data acquisition, pre-processing, feature 
extraction and recognition. These steps are illustrated in Fig. 1 and are crucial for 
accurate and reliable activity recognition.
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Fig. 1 Steps of human activity recognition 

2.1 Data Acquisition 

To carry out this study, a benchmark dataset from [13–15]consists of five MTx 3-
DOF (Degree of Freedom) orientation trackers for motion sensing was used. Eachnd 
a 3-axial accelnetometer, a gyroscope, and a 3-axial accelerometer to measure and 
track changes in the orientation of a body in 3-D space. 

Raw data has been gathered from 8 individuals who performed 19 activities 
namely sitting (S1), standing (S2), lying on their back (L1) and the right side (L2), 
ascending (A1), and descending stairs (D1), standing in an elevator (S3), and moving 
around (S4), walking in a parking lot (W1), walking on a treadmill with flat (W2) 
and inclined positions (W3), running on a treadmill (R1), exercising on a stepper 
(E1), exercising on a cross trainer (E2), cycling on an exercise bike in horizontal 
(C1) and vertical positions (C2), rowing (R2), jumping (P1), and playing basketball 
(P2). The collected dataset contains 45 recordings per subject per activity obtained 
from 5 sensor units each with three tri-axial sensing devices. Each recording is of 5 
min duration. Subsequently, the dimension of the raw dataset is 7500 × 45 sampled 
at 25 Hz. 

2.2 Pre-processing 

In data Pre-processing, the raw data is formatted and structured in such a way that it 
becomes suitable for modelling and training. 

Pre-processing includes the segmentation of the data into multiple frames, called 
segments [16]. In this work, we segmented the 5-min signal acquired by each sensor’s 
units in 5-s frames. Each signal segment is a discrete sequence of Ns samples where 
Ns=125 (5 × 25). The segmented dataset contains 45 signals per subject per activity 
(9 persons × 5 sensors). So, the dimension of each segment per subject per activity 
is 125 × 45. 

2.3 Feature Extraction 

Feature extraction is a process of extracting relevant features or attributes from the 
primary data such that the selected data can be used as input for Machine Learning 
model training and testing [17]. In this work, we have applied the following feature
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extraction techniques on the segmented dataset xi = [x1i , x2i , x3i , x4i , . . .  xNsi ]T for 
ith signal. Five statistical features are obtained: variance, mean value (μx), skewness, 
kurtosis, minimum and maximum values, represented by Eqs. (1–4) respectively 
where x j i  is the j th term of signal xi and E{·} denotes the expectation operator. 

mean(xi ) = E{x} = μx = 1 
Ns 

Ns∑

j=1 

x j i  , (1) 

Variance(xi ) = σ 2 = E{
(x − μx)

2
} = 1 

Ns 

Ns∑

j=1

(
x j i  − μx

)2 
, (2) 

skewness(xi ) = E
{
(x − μx)

3
}

σ 3
= 1 

Nsσ 3 
Ns∑

j=1

(
x j i  − μx

)3 
, (3) 

Kurtosis(xi ) = E
{
(x − μx)

4
}

σ 4
= 1 

Nsσ 4 
Ns∑

j=1 

(x j i  − μx)
4 . (4) 

In this study, the mentioned five statistical features were extracted from each of 45 
signals per segment per activity and cascaded to form a column vector of dimension 
225 × 1 per segment. Along with these, five Discrete Fourier Transform (DFT) peaks 
of the xi were obtained with the corresponding frequencies. Therefore 225 (5 × 45) 
Fourier peaks and 225 frequencies of corresponding peaks were extracted from each 
segment generating a feature vector of dimension 450 × 1 from each segment. 11 
autocorrelation samples including the first sample and every 5th sample up to the 
50th sample were extracted from each of 45 signals in a segment leading to 495 
features per segment. 

After feature extraction processes, a total of 1170 (225 + 225 + 225 + 475) 
features are extracted from each 5-s signal segment. The dimension of the dataset 
retrieved from feature extraction techniques is 9120 × 1170 as a total of 9120 
(8 × 19 × 60) instances are available in the dataset from 8 subjects, 19 activities and 
60 segments per subject per activity. 

2.4 Feature Reduction 

Dealing with high dimensional datasets can be computationally intensive leading to 
problems such as overfitting of data, increased runtime, and memory requirements. 
Subsequently, different dimensionality reduction techniques have been popular 
among the researchers. In this work, a set of 1170 features has been reduced to 
a smaller set of 30 features using Principal Component Analysis (PCA). PCA is a
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multivariate technique which selects the principal features from the dataset such that 
its covariance is preserved. 

2.5 Recognition Models 

In this study, we have used 3 Machine learning models: K -Nearest Neighbour (K -
NN), Support Vector Machines (SVM), and XGBoost Algorithm. 

K-Nearest Neighbour Algorithm 

K -Nearest Neighbour is an effective and one of the simplest machine learning algo-
rithms. It works on the principle that similar data points are likely to have similar 
labels. In this, K stands for the number of considered neighbours while predicting a 
new data point. Euclidean distance is used for calculating the similarity measures with 
other data Points [18]. K -NN algorithm can model non-linear decision boundaries, 
which means that it can handle complex classification tasks. The value of hyper-
parameter K is crucial and sensitive in deciding the performance of the classifier 
[19]. 

Support Vector Machines (SVM) 

It is a supervised algorithm based on a statistical approach to find a decision boundary 
called Hyperplane. This plane maximally separates the n-dimensional feature space 
into two classes [20]. The optimal hyperplane is chosen such that the margin, which is 
the distance between the hyperplane and the nearer data points of each class, is maxi-
mized (see Fig. 2 depicting linear data classification of two feature vectors X1 and 
X2). Margin-defining data points that lie nearest to the hyperplane are called support 
vectors. While dealing with non-linearly separable problems, SVM uses a special 
function known as the kernel. Kernal maps the data to a higher dimensional feature 
space where it becomes linearly separable [21]. In this study, various SVM kernel 
functions, including linear, radial basis function (RBF), sigmoid and polynomial, 
have been used to perform Support Vector Classification.

Extreme Gradient Boosting (XGBoost) 

XGBoost is an ensemble learning algorithm. It combines the predictions of multiple 
weak models to create a stronger optimized model. It is based on a gradient-boosting 
framework where errors in existing models are minimized by sequentially adding 
new models to the ensemble. While training, the loss function, which is the difference 
between predicted and actual values, is minimized [22]. 

As its name suggests, it is a powerful method that can effectively handle complex 
and large datasets. The key feature of XGBoost is its tunability of hyperparame-
ters which enables users to fine-tune the model for optimal performance. It allows 
tuning of several parameters such as gamma (width control), maximum_depth, n_ 
estimators (number of trees in the model) and learning_rate.
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Fig. 2 Linear data 
classification of feature 
vectors X1 and X2 by SVM

3 Experimental Analysis 

For the validation of the model’s performance, P-fold cross-validation technique is 
used which involves dividing a dataset into subsets. In the P-fold technique, (P-1) 
subsets are used for training a model while the remaining subset is used for testing 
and the process is repeated P times to obtain a more reliable result. In this paper, for 
cross-validation, P  is selected as 10. 

Here, performance of different models is evaluated based on the accuracy. It can 
be calculated by using Eq. (5) where TP, FP, FN, and TN denote True Positive, False 
Positive, False Negative and True Negative respectively. 

Accuracy = TP + TN 
TP + FP + TN + FN (5) 

3.1 K-Nearest Neighbour 

The K -NN algorithm is implemented with different values of K , where K varies 
from 3 to 19. The performance metrics for different K are plotted in Fig. 3. Results 
indicate that the highest mean accuracy (91.92%) of the K -NN model is achieved 
for K equal to 5 and decreases with a further increase in K . The drop in accuracy is 
mainly due to the overfitting of data for K > 5. Thus, the best value of K is found to 
be 5 corresponding to maximum mean accuracy.
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Fig. 3 Performance 
assessment of K-NN over a 
range of K 

Fig. 4 Performance 
assessment of SVM with 
different types of Kernels 

3.2 Support Vector Machines 

The SVM models are trained with different SVM kernel functions, including linear, 
radial basis function (RBF), sigmoid and polynomial of 2nd degree. 

It can be observed from Fig. 4 that the SVM model for the polynomial kernel with 
degree 2, outperformed the other functions and achieved the highest classification 
accuracy of 96.9%. For the other kernel functions, the accuracy values are in the 
order Linear > RBF > Sigmoid. 

3.3 XGBoost 

For XGBoost, models are trained with different values of n_estimators and 
Learning_rate  while keeping the maximum_depth  equal to 3. Results depicted 
in Fig. 5 demonstrate that a peak accuracy of 92.9% is achieved with 0.1 Learning_ 
rate  and 1000 n_estimators. Accuracy reduced for higher values of n_estimators 
due to overfitting of data.
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Fig. 5 Performance of 
XGBoost Model over a range 
of tunable total number of 
trees and learning rate 

3.4 General Performance Comparison 

In this section, a performance analysis of best-performing models from each ML algo-
rithm is carried out namely K -NN with K value 5, Polynomial SVM of degree 2, and 
XGBoost with 0.1 Learning_rate  and 1000 total number of trees. The performance 
of these models has been tested on the above-described database. 

The results from Fig. 6 show that the Support Vector Machine model with degree 
2 polynomial kernel outperformed the other classification models with an accuracy 
of 96.9%. Whereas, a 1% difference is between the accuracy values of XGBoost 
and K-Nearest Neighbour. Furthermore, Table 1 in the study illustrates the overall 
confusion matrix of the SVM model. In the matrix, a higher true positive value 
means the model correctly predicted more activities. Meanwhile, having fewer false 
negatives also indicates accurate predictions, resulting in a higher accuracy score. 
The robust performance of the SVM model with a polynomial kernel can be attributed 
to its ability to effectively differentiate and classify the various human activities. 

Fig. 6 Performance 
comparison of classification 
models
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4 Conclusion 

This research study presents a comparative analysis of different machine learning-
based algorithms for classifying human activities. The algorithms were evaluated 
using a dataset comprising 19 different human activities. Comparatively, the classi-
fication accuracy of the XGBoost algorithm was only approximately 1% higher than 
that of the K-Nearest Neighbours (K-NN) algorithm but significantly lower than 
that of the SVM model. The results indicate that the Support Vector Machine (SVM) 
model with a polynomial kernel achieved the highest accuracy of 96.9% in classifying 
the activities. Therefore, the SVM model with a polynomial kernel outperformed 
other state-of-the-art methods in accurately classifying human activities. 
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A K-Means Variation Based on Careful 
Seeding and Constrained Silhouette 
Coefficients 

Libero Nigro , Franco Cicirelli , and Francesco Pupo 

Abstract K-Means is well-known clustering algorithm very often used for its 
simplicity and efficiency. Its properties have been thoroughly investigated. It is 
emerged that K-Means heavily depends on the seeding method used to initialize 
the cluster centroids and that, besides the seeding procedure, it mainly acts as a local 
refiner of the centroids and can easily become stuck around a local sub-optimal solu-
tion of the objective function cost. As a consequence, K-Means is often repeated 
many times, always starting with a different centroids’ configuration, to increase 
the likelihood of finding a clustering solution near the optimal one. In this paper, the 
Hartigan and Wong variation of K-Means (HWKM) is chosen because of its increased 
probability to ending up near the optimal solution. HWKM is then enhanced with the 
use of careful seeding methods and by an incremental technique which constrains the 
movement of points among clusters according to their Silhouette coefficients. The 
result is HWKM+ which, through a small number of restarts, is capable of generating 
a careful clustering solution with compact and well-separated clusters. The current 
implementation of HWKM+ rests on Java parallel streams. The paper describes the 
design and development of HWKM+ and demonstrates its abilities through a series 
of benchmark and real-world datasets. 
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1 Introduction 

Clustering has been defined as the “art” of splitting the data of an application domain 
of machine learning, bioinformatics, Artificial Intelligence, and so forth, into groups 
called clusters, in such a way that data points within the same cluster are similar to 
each other, and data points in distinct clusters are dissimilar. It has been demonstrated 
that, in its combinatorial basis, the clustering problem is NP-hard [1]. Therefore, 
except for very small datasets which can be solved optimally, only approximate 
solutions can be generated by heuristic algorithms. 

A well-known heuristic is K-Means [2–4], very often preferred to more sophisti-
cated algorithms because of its simplicity and efficiency. K-Means properties have 
been extensively studied in the last years [5, 6], to the point that the use of the 
algorithm comes with an awareness of its benefits and limitations. 

1.1 Definitions and Lloyd’s K-Means 

We have a dataset X = {x1, x2, . . . ,  xN } of N data points xi ∈ RD , that is each 
data point is a vector with D numerical attributes (coordinates). The data points 
have to be partitioned in K (assumed an input parameter) clusters {C1, C2, . . . ,  CK }, 
2 ≤ K << N . Each cluster is represented by its center or centroid. So there are 
K centroids {μ1, μ2, . . . , μk}. Similarity among numerical data points is normally 
expressed by the Euclidean distance. 

K-Means assigns data points to clusters according to minimal distance to 
centroids: C j = C j ∪ {xi }if μ j = nc(xi ) where nc(xi ) denotes the nearest centroid 
to xi , that is: 

μ j = nc(xi ) with j = argmin1≤h≤K d(xi , μh). (1) 

The goal of K-Means clustering is the minimization of the objective function cost 
Sum Squared Errors (SSE): 

SSE = 
NΣ

(i=1) 

KΣ

( j=1,xi∈C j ) 
d(xi , μ  j )2 , with μ j = nc(xi ) (2)
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The basic behavior of the classical Lloyd’s K-Means is summarized in Algorithm 
1. 

Algorithm 1 Pseudo-code of Lloyd’s K-Means 

Input: the dataset X and the number of clusters K 
Output: Final centroids and corresponding partitions of data points, together with some clustering 
accuracy indexes including the SSE  
1. Initialization. Initialize centroids by some seeding method (e.g., uniform random) 
2. Partitioning. Assign data points of X to clusters according to the nearest centroid 

3. Updating. Redefine centroids as the mean point of each cluster: μ' j = 1 |C j |
Σ

xi∈C j xi 
4. Termination. Check convergence or the maximum number of iterations was executed. If not 

termination, repeat from 2 

At the initialization step, different seeding methods can be used as described 
later in this paper. The new centroids emerging at step 3 become current at the next 
iteration. The termination step either checks centroids’ stability (convergence), that 
is the fact the distance between current centroids and those of the previous iteration 
is below a numerical threshold (e.g., 10–8) or a maximum number of iterations was 
reached. 

As demonstrated in [5, 6], the quality of a clustering solution obtained by K-Means 
heavily depends on the seeding method used at step 1. However, an intrinsic limitation 
of K-Means concerns the centroids movement at step 3, which can be difficult or 
impossible when multiple centroids are wrongly associated to a real cluster area, 
whereas centroids are missing in some other data space area, and the two areas 
are far each other and separated by intermediate clusters. This behavior explains 
the basic attitude of K-Means to easily become blocked in a local minimum of the 
function cost. The situation can be improved by repeating a certain number of times 
K-Means, said Repeated K-Means or K-Means with Restarts. At each repetition, a 
different seeding of the initial centroids is used. The more are the repetitions, higher 
is the chance for the clustering solution to end up near the optimal solution. 

1.2 Examples of Seeding Methods 

Uniform. A basic initialization procedure is Uniform Random. Centroids are defined 
by randomly picking K distinct data points in the dataset. The method does not 
exclude multiple centroids to be chosen which are close to one another, or that outliers 
are selected as centroids. The seeding method is simple but necessarily requires to 
be used with Repeated K-Means. 

Other stochastic seeding methods [7] used in this work depend on an incremental 
technique for defining centroids. At a given time, L centroids are defined: 1 ≤ L ≤ 
K . As a rule, the first centroid is established by a uniform random choice in the 
dataset. The seeding method terminates when L > K . 

Let D(xi ) be the minimal distance of a point xi to currently defined centroids.
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Maximin. A new centroid is defined as a point x∗ ∈ X , not already selected, which 
has maximal D(x∗). 

K-Means++. Selects the next centroid by a random switch of the data points of the 
dataset, after associating to each point the probability of being chosen as: 

π (xi ) = D(xi )
2

ΣN 
j=1 D(x j )

2 
. (3) 

Greedy K-Means++. At each subsequent centroid selection, this method executes 
S times the K-Means++ procedure and chooses the next centroid as the data point, 
among the S candidates, which, combined with the existing centroids, mostly reduces 
the objective cost (the greedy step). As in [8, 9], the value S = [2 + log K ] is 
chosen in the experiments which is a trade-off between the improved seeding and 
the extra computational cost. Greedy K-Means++ proves effective in the practical 
case to provide careful seeding. It is capable of diminishing the number of restarts 
in Repeated K-Means [8–11] for finding a solution near to the optimal one. 

1.3 Internal Versus External Clustering Indexes 

In this work, besides the SSE , possibly used in a normalized way: nM  SE  = 
SSE/(N ∗ D) where N is the numerosity of the dataset X and D is the number 
of coordinates per data point, another used internal index is the Silhouette Index 
[12, 13]. 

Silhouette Index (SI  ). Given a clustering partitioning, the SI  x coefficient of a data 
point x is defined as: 

SI  x = bx − ax 
max(bx , ax ) 

, (4) 

where ax is the internal cohesion factor, that is the average sum of the distances of 
x to all the remaining points of the same cluster: 

ax = 1IIC j
II − 1

Σ

y∈C j ,y /=x 

d(x, y). (5) 

If x is the sole point of its cluster, ax is defined to be 0. 
The bx component measures the separation factor of x . In particular bx is the 

minimal average sum of the distances of x (belonging to cluster C j ) to the points 
belonging to other clusters:
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bx = argmin1≤h≤K ,h /= j 
1 

|Ch |
Σ

y∈Ch 

d(x, y). (6) 

Finally, the SI  of the clustering solution is defined as the average of the Silhouette 
coefficients of the various points: 

SI  = 
1 

N

Σ

x∈X 
S I  x . (7) 

The SI  value ranges between − 1 and 1. An SI  = 1 denotes well-separated 
clusters (minimal overlapping). An SI  = 0 indicates the maximum of the overlapping 
among clusters. An SI  value which tends to − 1 simply expresses an incorrect 
clustering. 

A clustering with minimal SSE (Eq. 1) (or  nMSE) and maximal SI (Eq. 7) is char-
acterized by compact and well-separated clusters [13]. Of course, it is not possible 
to optimize the two internal indexes at the same time. 

Although its usefulness, the use of SI is challenging, particularly for large datasets. 
In fact, it costs O(N 2) for the need to calculate all the pairwise distances of the data 
points. To reduce the computation overhead, a parallel implementation framework 
can be used. In addition, in this work, an incremental strategy is used which keeps 
updated the Silhouette coefficients of data points as they move from one cluster to 
another. 

Centroid Index (C I  ). It was proposed in [14, 15] as a formal measure of the similarity/ 
dissimilarity between two clustering solutions. The C I  is particularly useful when 
comparing a clustering solution generated by a given algorithm, with a reference 
solution (ground truth) available for a benchmark or synthetic dataset. Ground truth 
information can be of two types: ground truth centroids (GTC) or ground truth 
partitions (GTP) (or labels). In the first case, the designer of a benchmark dataset 
furnishes the optimal centroid points around which the remaining points of the dataset 
are located according to a specific distribution (e.g., Gaussian). In the second case, 
the ideal ground truth partitions (clusters) are provided by indicating, for each data 
point, the label (centroid index) of the belonging cluster. 

When using the GTC, the C I  (C1, C2) where C1 and C2 are centroid vectors, one 
being the GTC and the other is that generated by the used algorithm, can be calculated 
as follows. First each centroid C1[i] is mapped on the centroid C2[k] having minimal 
distance from C1[i]. After that, the number of orphans in C2 is counted, which are 
the elements of C2 upon which no element of C1 is mapped on. In a similar way, 
the elements of C2 are subsequently mapped onto C1 and the resultant number of 
orphans in C1 is counted. Then 

C I  (C1, C2) = max(orphans(C1 → C2), orphans(C2 → C1)). (8)
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When the GTP are used, the elements to map are partitions that are set of points 
(clusters). The CI can be easily defined by using, for example, the classical Jaccard 
distance between sets (see, e.g., [16]). 

A C I  = 0 is a precondition for a correct solution structure. It should be noted that 
it is not required that the found centroids be coincident with ground truth centroids, 
but only that the above-mentioned bijection holds. A C I  > 0 indicates how many 
centroids were incorrectly determined by the chosen algorithm. 

1.4 Paper Contribution 

The original contribution of this paper consists in the design and efficient imple-
mentation in Java of an extension of the Hartigan and Wong [17, 18] variation of 
K-Means (HWKM), named HWKM+. HWKM+ main features are the following: 

• It can work with careful seeding methods. 
• It inherits from HWKM the ability to improve classical Lloyd’s K-Means clus-

tering, by its powerful management of centroids which avoids in many practical 
cases to end up in a local sub-optimal solution. 

• It owns a novel technique based on the incremental computation of individual 
Silhouette coefficients [13], which contributes to the definition of well-separated 
clusters. 

Although HWKM+ inherits from its HWKM originator an intrinsic sequential 
behavior, many supporting internal operations, including the calculation of accuracy 
indexes like the Silhouette Index SI (see Eq. 7), can be carried out in parallel. 

The paper demonstrates the performance of HWKM+ through a series of 
simulation experiments carried out on both benchmark and real-world datasets. 

The rest of the paper is organized as follows. Section 2 briefly reviews the basic 
features of Hartigan and Wong’s K-Means algorithm, upon which the HWKM+ tool 
proposed in this paper is based. Section 3 describes the design rationale of HWKM+ 
and outlines its Java implementation. Section 4 illustrates the experimental frame-
work adopted for assessing the properties of HWKM+ by simulation experiments. 
Section 5 reports the achieved experimental results. Section 6, finally, concludes the 
paper by highlighting ongoing and future work. 

2 Hartigan and Wong K-Means 

The “modus operandi” of HWKM is summarized in Algorithm 2. It starts from  
an initialization of centroids by a given seeding method, and then the corresponding 
partitioning is realized, that is, points are assigned to clusters according to the nearest 
centroid rule.
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The main course of the algorithm, which sharply distinguishes its behavior from 
that of K-Means, is captured by the for-loop at step 4 in Algorithm 2. Here, every 
individual point xi of the dataset, firstly, is removed from its source cluster, with the 
centroid of the source cluster which is then updated on the basis of the remaining 
points in the cluster. Due to the new centroid configuration, the point xi can possibly 
be assigned to a different cluster, indicated as the destination cluster, whose centroid 
gets updated accordingly. Of course, there are cases when the data point xi effectively 
moves from a cluster to another distinct one and others in which xi is re-assigned to 
its source cluster. 

At the loop end, if at least one point changed its cluster, the algorithm is repeated 
from step 4. 

The iterations of the algorithm terminate when centroids and clusters stabilize. 

Algorithm 2 Operation of Hartigan and Wong’s K-Means 

Input: the dataset X and the number K of clusters 
Output: the  final  K centroids and associated clusters/partitions, together with some clustering 
accuracy indexes, including the SSE/nMSE 
1. Define the initial K centroids by a seeding method 
2. Partition the dataset X according to initial centroids and the nc(.) rule 
3. Set s = true  
4. For each data point xi ∈ X do 

(a) remove xi from its source cluster Csrc 

(b) update the centroid μsrc of modified Csrc 

(c) assign xi to destination cluster Cdst  where μdst  = nc(xi ) 
(d) update the centroid μdst  of modified cluster Cdst  

(e) if src /= dst , set  s = f alse  
5. if s = f alse, set  s = true  and go to step 4  

It is worthy of note that the use of a stochastic seeding method (see Sect. 1.2) can 
require HWKM to be also restarted, as for the basic K-Means, a certain number of 
times. However, the number of repetitions (independent runs) required to approach 
an accurate clustering solution is normally smaller than those needed by K-Means. 
Moreover, the number of repetitions can also reduce in the case a careful seeding 
(for instance, Greedy K-Means++) is adopted. 

3 Design Rationale of HWKM+ in Java 

Actions from 4(a) to 4(d) in Algorithm 2 refer to processing a single data point 
of the dataset, and data points must be managed necessarily one at a time. A first 
incremental strategy in the Java implementation of HWKM+ was aimed, by suitable 
data structures, to accelerate the update operations during the movement of a data 
point from one cluster (src) to another (dst). Data points are instances of a DataPoint 
class which exposes methods for computing the Euclidean distance between two
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points, for adding/subtracting arithmetically points (while keeping the count of the 
number of additions/subtractions), for calculating the mean point of a sum of data 
points and so forth. A particular field of DataPoint is C I  D  (CLuster iDentifier) which 
stores the index of the nearest centroid, that is the identity of the belonging cluster 
(from 0 to K − 1). 

3.1 Accelerating the Operations of Data Points for Switching 
Between Clusters 

Following the initial partitioning (step 2 in Algorithm 2) which assigns to each point 
its starting label (C I  D), the points belonging to each cluster/partition are collected 
in a separate list (an element of the cluster [] array of K lists) and the total sum of 
the points of a cluster is held in a particular data point (an element of a centre[] 
array of K DataPoint). As a consequence, removing a point xi from its source cluster 
(C I  D=src) reduces to very few operations: (i) removing the point identifier i from 
the list cluster [src]; (ii) subtracting the point from the sum held in centre[src]; 
(iii) updating the centroid of cluster src as the mean point through the sum held in 
centre[src]. Dual operations are carried out when a point xi is to be added to a cluster 
dst  (see step 4(c) in Algorithm 2); (iv) the point is added to the list cluster [dst]; 
(v) the point is added to the sum held in centre[dst]; (vi) the new centroid of dst  is 
calculated as the mean point through the sum held in centre[dst]. 

The described operations significantly reduce the time required by each iteration 
of the for-loop (step 4 in Algorithm 2). Algorithm 3 shows a Java stream-based 
implementation [4, 16, 19] of the partitioning at step 2 of Algorithm 2. 

Algorithm 3 Stream-based implementation of initial partitioning 

Stream < DataPoint > p_stream = Stream.of ( dataset); 
if( PARALLEL) p_stream = p_stream.parallel(); 
p_stream 
.map(p - > { 

double md = Double.MAX_VALUE; 
for(int k = 0; k < K;++k) { 
double d = p.distance( centroids[k]); 
if(d  < md)  { md  = d; p.setCID(k);} 

} 
cluster[p.getCID()].add(p); //add p to its cluster 
return p; 

}) 
.for Each (p- > {});
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A subtle point in Algorithm 3 concerns the fact that the dataset points can be 
processed in parallel and that each point modifies itself (its C I  D  field) except when 
the cluster [C I  D] list is updated by adding to it the point p. To avoid data incon-
sistency, the cluster [] lists are implemented as Concurrent Linked Queues. This 
way, a same linked list can be safely accessed simultaneously by multiple threads. 

3.2 Constraining Data Point Movement to Silhouette 
Coefficients 

Another incremental technique was added to HWKM+ in order to constrain the 
actual movement of a data point from one cluster to another, to occur only when the 
movement does not create a penalty in the Silhouette coefficient (SC) of the point. 
The idea is always trying to improve the Silhouette index during the operation of 
HWKM+ so as to possibly generate a solution of well-separated clusters. More in 
particular, the transfer of point xi from cluster src to cluster dst  can commit only 
when the SCdst  

xi ≥ SCsrc 
xi , that is the SC value of xi in dst , should not be smaller 

than the SC value xi had in src. Otherwise, the movement does not take place. 
To support the SC-based incremental technique, each data point p maintains in 

itself two additional fields: S which always holds the sum of the distances from p 
to all the remaining points of the same cluster (p.C I  D); B[] which is an array of 
K elements, where B[h], h /= p.C I  D, holds the sum of the distances from p to 
all the points in the external cluster h. Of course, the values of S and B[.] permit to 
calculate the SC of point p. Such data are initialized after the initial partitioning and 
are kept updated during the movement (switch) of a point from one cluster to another. 
Three methods were developed: swi tchOk(. . . ) which returns true if a switch from 
src to dst  can occur; undoSwi tch(. . . )  to undo changes in the S and B[] variables 
of an attempted but not acceptable switch; f inali zeSwi tch(. . . ) which commits a 
switch. 

From the individual values of S and B[] fields continuously maintained updated 
in the data points, it is possible to calculate (in parallel) the overall Silhouette Index 
(SI  ) as shown in Algorithm 4. First the SC of each point is computed and held in 
the SC field. Then, the SC of all the dataset points is added by the reduce() operation 
and is returned as part of a data point sc, whose SC value is finally divided by N
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Algorithm 4 Calculating the SI index from the individual Silhouette coefficients 

Stream <DataPoint> pStream = Stream.of (dataset); 
if( PARALLEL) pStream = pStream.parallel(); 
DataPoint si = pStream 
.map( p- > {  

p.setSC( p.computeSC()); 
return p; 

}) 
.reduce( new DataPoint(), (p1,p2)- > { 

DataPoint p = new DataPoint(); 
p.setSC( p1.getSC() + p2.getSC()); 
return p; 

}); 
return si.getSC()/N; 

3.3 HWKM+ Parameters 

The setting of a few parameters allows the Repeated HWKM+ version to search 
for a “best” clustering solution by optimizing (minimizing) the nM  SE  (default) or 
(maximizing) the Silhouette Index SI  . Obviously, even when the nM  SE  is chosen 
as the optimization function cost, the constraining strategy based on the Silhouette 
coefficients applies behind the scene to favor the achievement of well-separated 
clusters. Other parameters permit to specify the maximum number of repetitions and 
the particular seeding method to use. 

4 Experimental Setup 

HWKM+ was tested by using both synthetic and real-world datasets. Table 1 collects 
the parameters N (dataset dimension), D (number of coordinates), K (number of 
centroids), and the kind of ground truth information available: GT C  (ground truth 
centroids) or GT P  (ground truth partitions), for the synthetic datasets used for the 
simulation experiments [20]. Some benchmark datasets are very challenging to be 
clustered under the optimization of nM  SE . For the Aggregation dataset, ground truth 
centroids were preliminarily extrapolated from the GT P  information, by finding the 
medoid (the data point in a cluster which has a minimal sum of the distances from 
the remaining points in the cluster) corresponding to the assigned partitions.

Some non-synthetic datasets, which are without ground truth information, selected 
for the experiments are reported in Table 2.
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Table 1 Parameters of selected synthetic datasets 

Dataset N D K GTC/GTP Source 

Sd1 1450 2 4 GTP [13] 

Aggregation 788 2 7 GTC [20] 

Spiral 312 2 3 GTP [20] 

Path based 300 2 3 GTP [20] 

Jain 273 2 2 GTP [20]

Table 2 Parameters of selected real-world datasets 

Dataset N D K Source 

Miss America 6480 16 256 [20] 

Iris 150 4 3 [20] 

Olivetti 400 4096 40 [8, 9] 

House 34,112 3 256 [20] 

Bridge 4096 16 256 [20] 

5 Experimental Results 

The goal of the execution runs was to check the effectiveness and the accuracy of 
HWKM+ driven by careful seeding together with the constrained strategy on the 
Silhouette coefficients. It is worth noting, though, that in some cases, HWKM+ was 
able to find a solution near the optimal one by only relying on the Greedy K-Means++ 
seeding procedure. 

All the experiments were carried out on a Win10 Pro, Dell XPS 8940, Intel 
i7-10700 (8 physical + 8 virtual cores), CPU@2.90 GHz, 32GB Ram, and Java 17. 

Figures 1 and 2 show the simple dataset SD1 ([13], page 6) clustered by using 
K-Means and HWKM+ with uniform random seeding. Only one execution was used. 
As one can see from Fig. 2, HWKM+ was able (exactly as in [13]) to correctly solve 
SD1. 

Fig. 1 SD1 by K-means  
with random
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Fig. 2 SD1 by HWKM+  
with random 

1 

3 

5 

7 

1 3 5  

SD1 - HWKM+

Fig. 3 Challenging 
Aggregation dataset 
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Figure 3 shows the challenging Aggregation dataset, which is representative of a 
class of data spaces which cannot be correctly clustered by minimizing the nM  SE  
cost. 

Repeated K-Means (RKM), with 1000 repetitions and G-K-Means++ (GKM++) 
seeding, terminates with a C I  = 1, that is: one centroid is incorrectly predicted. 
By using HWKM+ with G-K-Means++, 20 repetitions and asking to optimize the 
Silhouette Index SI, the approximate solution shown in Fig. 4 is generated, which 
has a C I  = 0. The ideal solution which computes partitions exactly as the macro 
areas in Fig. 3 can be generated by Density Peaks-based clustering algorithms [21] 
which are not guided by the minimization of nM  SE .

To the same class of Aggregation belong the other three datasets Spiral, Path based, 
and Jain of Table 1, whose generated solutions by HWKM+, all having a C I  = 0, are  
presented in the figures from Figs. 5, 6 and 7. Black dots are the centroids proposed 
by HWKM+. The best solution (minimal nM  SE) emerged with RKM with GKM++ 
and 1000 repetitions suggests a C I  = 1 for Spiral and C I  = 0 for Pathbased and 
Jain.

For the non-synthetic datasets, the observed nM  SE  and SI  of the best solution 
detected after 100 repetitions of HWKM+ with G-K-Means++ seeding are collected 
in Table 3, where also the PET, that is the Parallel Elapsed Time, in sec, and the 
average number of iterations per run (aIT) are reported. The clustering results are in
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Fig. 4 Proposed solution for 
Aggregation; black dots are 
the emerged centroids
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Fig. 5 Spiral clustering by 
HWKM+ 

0 

5 

10 

15 

20 

25 

30 

35 

0  10 20 30 40  

Spiral

Fig. 6 Pathbased clustering 
by HWKM+
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Fig. 7 Jain clustering by 
HWKM+
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good agreement with similar results achieved with the evolutionary Recombinator 
K-Means in [8, 9]. 

For the Iris and Olivetti datasets, some ground truth information was available for 
assessing the accuracy of the clustering. In particular, for the Iris, at the minimum 
of nM  SE , a  C I  = 0 has emerged. For the Olivetti dataset, which is concerned with 
the recognition of the facial images of 40 subjects reproduced in ten different poses 
(4096 are the pixels of each photo), a C I  = 7 was observed in the best case, that is 
seven subjects are not recognized. 

Finally, Table 4 reports the elapsed time (ET) and the total number of iterations 
(tIT) executed in each of five runs of HWKM+ with G-K-Means++ seeding, applied 
to the Olivetti dataset of Table 2, respectively, in sequential and parallel modes. From 
the total elapsed time and the total number of iterations, the average elapsed time 
per iteration in sequential (iETS) and parallel (iETP) mode can be derived. Then, the 
average iET on the five runs, in sequential and parallel, can be estimated as: aiETS 

= 2.44 s, aiETP = 0.59 s, with a resulting speedup of: 

speedup = ai ET S /ai ET P = 2.44/0.59 = 4.14.

Table 3 HWKM+ results on the real-world datasets of Table 2, 100 repetitions and G-K-Means++ 
seeding 

Dataset nMSE SI PET(sec) aIT 

Miss America 5.39 0.049 551 18 

Iris 2.33 0.46 0.5 4 

Olivetti 0.0072 0.16 164 6 

House 9.39 0.23 1916 33 

Bridge 171.88 0.09 346 13 
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Table 4 Execution times of five runs of the Olivetti dataset (eight physical cores) 

Run SET(s) tIT iETS (s) PET(s) tIT iETP (s) 

1 154 63 2.44 34 53 0.64 

2 154 56 2.75 35 61 0.57 

3 155 68 2.28 35 61 0.57 

4 154 59 2.61 35 62 0.56 

5 155 74 2.09 34 58 0.59 

The parallel efficiency is: η = speedup #cores = 4.14 8 = 0.52. 
The limited speedup closely mirrors the limited parallelism degree existing in 

the HWKM+ behavior. Parallelism is mainly exploited within internal operations 
executed during the iterations of HWKM+, for example in the f inali zeSwi tch(. . . )  
method which is invoked each time a point movement from a cluster to another is 
finally committed because it preserves a non-decreasing Silhouette coefficient, and 
in the computation of the function cost nM  SE  and the overall Silhouette Index SI  . 

6 Conclusions 

This paper proposes a new clustering algorithm HWKM+ which leverages the 
Hartigan and Wong variation of K-Means [17, 18]. HWKM+ improves the opera-
tions for moving data points between clusters and integrates an original incremental 
technique which constrains the actual movement of a data point to the increment of 
its individual Silhouette coefficient [13]. All of these, paired with the use of careful 
seeding and the minimization of the Sum-of-Squared-Error (SSE) function cost, 
make it possible for HWKM+, with few repetitions, to favor the obtainment of a 
solution with compact and well-separated clusters. 

The paper discusses the design and implementation in Java of HWKM+, which 
purposely depends on parallel streams [4, 16, 21], and presents some preliminary 
experimental results which confirm accurate clustering solutions can be achieved. 

The prosecution of the research will be geared to the following points: first 
to extend the experimental framework with more challenging datasets. Second to 
port HWKM+ in the context of an evolutionary algorithm [11]. The goal is to 
exploit the constraining technique based on the Silhouette coefficients for better 
preparing the population of candidate centroids, which subsequently are recombined 
toward the achievement of a high-quality solution. Third to complete an actor-based 
implementation of HWKM+ on top of the Theater system [22].
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Satellite Image Analysis in Health 
Care—A Systematic Review 
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Sandra Buttigieg, and Neville Calleja 

Abstract Rapid urbanization, population expansion, and escalating pollution levels 
have given rise to novel environmental concerns that demand the application of 
creative, analytical methodologies and diverse data sources. To ensure efficient urban 
ecological management, it is crucial to consider three levels of phenomena: the envi-
ronmental system, the physical environment, and the regional surroundings. Utilizing 
remote sensing data is a viable avenue for enhancing the global environment due to 
its convenient accessibility and ability to measure crucial physical features regularly. 
The primary objective of this research study is to ascertain and evaluate suitable 
methods for analyzing satellite imagery in the healthcare context. The study’s aims 
encompass examining the diverse array of tools accessible in the market, scrutinizing 
the characteristics of each device, exploring research papers that have employed

B. Pawar · V. Prakash (B) · L. Garg 
Department of Computer Information Systems, Faculty of Information and Communication 
Technology, University of Malta, Msida 2080, MSD, Malta 
e-mail: vijaysoni200@gmail.com 

B. Pawar 
e-mail: bhushan.d.pawar.21@um.edu.mt 

L. Garg 
e-mail: lalit.garg@um.edu.mt 

C. Galdies 
Environmental Management and Plan Division, Institute of Earth Systems, University of Malta, 
Msida, Malta 
e-mail: charles.galdies@um.edu.mt 

S. Buttigieg 
Faculty of Health Sciences, University of Malta, Msida, Malta 
e-mail: sandra.buttigieg@um.edu.mt 

N. Calleja 
Faculty of Medicine and Surgery, University of Malta, Msida, Malta 
e-mail: neville.calleja@um.edu.mt 

V. Prakash 
Department of Computer Science, Graphics Era Hill University, Dehradun, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Das et al. (eds.), Advances in Data-Driven Computing and Intelligent Systems, 
Lecture Notes in Networks and Systems 892, 
https://doi.org/10.1007/978-981-99-9521-9_18 

227

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9521-9_18&domain=pdf
mailto:vijaysoni200@gmail.com
mailto:bhushan.d.pawar.21@um.edu.mt
mailto:lalit.garg@um.edu.mt
mailto:charles.galdies@um.edu.mt
mailto:sandra.buttigieg@um.edu.mt
mailto:neville.calleja@um.edu.mt
https://doi.org/10.1007/978-981-99-9521-9_18


228 B. Pawar et al.

these tools, and classifying the tools into open-source and commercial classifica-
tions. This study emphasizes the parameters associated with feature extraction and 
picture enhancement in satellite imagery, as these factors hold significant importance 
in the analysis of images. 

Keywords Healthcare application · Satellite image · Remote sensing ·
Environmental factors 

1 Introduction 

Satellite data and its fusion with diverse approaches have become a potent resource 
in healthcare research. It provides vital insights into the intricate correlation between 
environmental aspects and health consequences [1]. Recently, many studies have 
used satellite imagery and advanced analytical methods to examine many health-
related topics, including disease modeling, risk assessment, and environmental health 
Comprehending environmental factors’ impact on health necessitates utilizing satel-
lite imagery and remote sensing. The examination of climatic conditions and health 
consequences in Burkina Faso involved the utilization of a digital elevation model 
(DEM) and satellite data from SPOT-5, the Radar Topography Mission (version 4.1), 
TRMM, and MODIS [2]. The data comprehensively analyzed the complex corre-
lation between environmental factors and health in the Kossi district of Burkina 
Faso. 

Using satellite data and spatial–temporal features has enhanced disease prediction 
and understanding. A study in Sri Lanka [3] used a complex prediction model incor-
porating spatial and temporal data by applying AVNIR-2 and other Earth-observation 
satellite data. Researchers analyzed spatial and temporal features to predict disease 
patterns and identify hotspots, providing valuable information for public health initia-
tives. Hyperspectral imaging, a satellite-based technology, has shown promise in 
several healthcare applications. Analyzed in situ spectra data from the HJ1 environ-
mental satellite and hyperspectral imager (HSI) were used to study China’s Jiangsu 
and Zhejiang provinces [4]. This research study demonstrated the capability of 
hyperspectral images to extract relevant health-related data from the electromagnetic 
spectrum, highlighting the significance of satellite-based hyperspectral imaging for 
healthcare research. The utilization of the Maxent Algorithm in healthcare research 
has yielded valuable insights into the distribution of diseases and the assessment of 
risks. As an illustration, researchers in the Aburrá Valley of Colombia [5] utilized 
Landsat imagery with a spatial resolution of 30 m. They worked alongside municipal 
health departments to evaluate the distribution and threat of a particular health-related 
event. The results emphasized the appropriateness of utilizing the Maxent Algorithm 
and satellite data to detect disease hotspots, hence assisting in developing focused 
interventions and prevention initiatives. The findings highlighted the suitability of 
the Maxent Algorithm and satellite data for identifying disease hotspots, thereby 
guiding the design of targeted interventions and prevention strategies.
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Malaria, a significant public health concern, has also been the focus of satellite-
based healthcare research. In Burkina Faso, [6] utilized satellite data from the SPOT-5 
satellite and ArcMap, along with the Region of Interest tool provided by ENVI soft-
ware, to analyze malaria hotspots. By integrating satellite imagery and geospatial 
analysis tools, the researchers gained insights into the spatial distribution of malaria. 
They identified risk factors critical to implementing effective prevention and control 
measures. Satellite data integration has furthered our understanding of the relation-
ship between environmental factors and health outcomes in diverse settings. In Côte 
d’Ivoire, [7] employed binary non-spatial models and Bayesian geostatistical logistic 
regression models to investigate this relationship in four regions. Integrating satellite 
datasets, including MODIS, WorldClime, FEWS NET, and STRM-WBD, revealed 
essential associations between satellite imagery and health outcomes, contributing 
to our understanding of disease patterns and risk factors. Satellite-based healthcare 
research has extended beyond epidemiology to encompass other aspects of public 
health. In Swaziland, [8] employed logistic regression and decision tree methodolo-
gies using datasets collected from the SPOT-5 satellite to understand the relationship 
between satellite imagery and malaria prevalence. 

Satellite data have facilitated studies on the influence of land cover and topog-
raphy on disease transmission dynamics. In India [9], researchers utilized topography 
modeling by including satellite data from SRTM (GTOP30), MODIS, and a digital 
elevation model (DEM) to evaluate the correlation between these parameters and the 
occurrences of diseases. This study illuminates the importance of topographic and 
environmental elements in influencing the patterns of disease spread. Research under-
taken in northeastern Rwanda [9], the USA [10, 11], French Guiana [12], and Brazil 
[13] has contributed significantly to our comprehension of satellite-based healthcare 
research. These studies have employed satellite data from different sources, such as 
Thematic Mapper (TM), Landsat’s Multispectral Scanner (MSS), France’s Système 
Pour l’Observation de la Terre (SPOT), and NOAA’s Advanced Very High-Resolution 
Radiometer (AVHRR), to examine the impact of meteorological parameters on public 
health. 

The articles examined in this review emphasize the varied approaches, datasets, 
and geographical areas that researchers have utilized to enhance our comprehension 
of health-related phenomena. Using satellite imagery and sophisticated analytical 
methodologies, these investigations have yielded significant revelations regarding 
disease patterns, risk evaluation, and the influence of environmental elements on 
human well-being. The integration of satellite data has the potential to bring about a 
significant transformation in public health initiatives by guiding targeted actions and 
ultimately enhancing health outcomes on a global level. The aims of this research 
study are:

● To present a thorough summary of research papers that have employed satellite 
data and diverse approaches for healthcare applications.

● To provide a concise overview of each study’s main findings and contributions, 
emphasize the methodology and sources of satellite data utilized.
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● To identify prevalent patterns and developments in the utilization of satellite 
imagery for healthcare purposes, including integrating various satellite data 
sources and applying modern analytical methodologies.

● To emphasize the capacity of satellite data to influence public health initiatives, 
reaffirm disease surveillance, and deepen our comprehension of the intricate 
relationship between environmental factors and health consequences. 

By addressing these objectives, this review research paper aims to provide a 
comprehensive and descriptive summary of current knowledge regarding using satel-
lite imagery in healthcare research, emphasizing its significance, potential, and future 
directions. 

2 Related Work 

This section’s primary objective is to establish the significance of satellite anal-
ysis methods and delineate the extent of novel analysis methods in many research 
domains. The preferred approaches and methods are outlined in Table 1.

3 Methodology 

The below-given PRISMA diagram (Fig. 1) presents a diagrammatical representation 
of the literature matrix included in this section.

We investigated two resources for obtaining previously published articles; 285 
citations were obtained from the SciHub database, and 100 citations were obtained 
from IEEE Xplorer. We excluded 82 citations due to duplication after reviewing 
the abstract section and titles of sources. We used the keyword “Remote Sensing in 
HealthCare” as an exclusion criterion and deleted studies that were not influential 
from our literature review. As a result, we received 188 citations for further inves-
tigation. To find more specialized research studies, we used additional inclusion 
criteria, “GIS Tools in Healthcare,” which resulted in 65 citations being eliminated 
after the full-text screening, 56 publications being excluded during data extraction, 
and 49 articles being removed due to the year criteria (older than 2000). Finally, we 
obtained 18 distinct papers that met both requirements; as a result, we presented a 
complete analysis of these research works in our literature matrix.
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Table 1 Summary of existing studies in the literature 

References Method/approach Satellite/weather stations Study area 

[14] The logistic and 
auto-logistic 
regression model 

China Meteorological Data Sharing Service 
System (Collected by 727 meteorological 
Stations) 

Mainland 
China 

[15] Dengue predictive 
model 

AVHRR and MODIS Loreto, Peru 

[16] Bivariate and 
multivariate 
logistic regression 
modeling 

Pan-sharpened multispectral quick bird data 
(Data Analysis: ArcGIS and ArcInfo 
Workstation) 

Dongola and 
Merowe 
(Northern 
Sudan) 

[17] Stepwise 
regression model 

NASA’s 90 m resolution Shuttle Radar 
Topography Mission data 

Afghanistan 

[18] The malaria risk 
model (generated 
by multiple 
logistic 
regression) 

Landsat 5 TM (multispectral images) The northwest 
of the State of 
Mato Grosso, 
Brazil 

[2] A digital elevation 
model (DEM) 

SPOT-5, Radar Topography Mission, 
MODIS, and TRMM 

The Kossi 
district, 
Burkina Faso 

[3] Integrated 
spatial–temporal 
prediction model 

AVNIR-2 instrument and Earth-observation 
satellites (RESTEC, 2014) 

The northern 
region of Sri 
Lanka 

[4] A derivative 
model based on 
the in situ spectra 

HJ1 and HIS Jiangsu and 
Zhejiang 
provinces, 
China 

[5] The Maxent 
Algorithm 

Landsat 7 imagery (spatial resolution 30 m) Aburrá Valley, 
Colombia 

[6] Region of 
interest-tool (ROI) 
provided by ENVI 

SPOT-5 Northwestern 
Burkina Faso 

[7] Binary non-spatial 
models and 
Bayesian 
geostatistical 
logistic regression 
models 

MODIS, WorldClime, FEWS NET, 
STRM-WBD, etc. 

Four regions 
of western 
Côte d’Ivoire 

[8] Logistic 
regression and 
Decision Tree 
methodology 

Geo-database maintained by (NMCP) Swaziland

(continued)
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Table 1 (continued)

References Method/approach Satellite/weather stations Study area

[19] An Alternative 
Method 
(topography 
modeling using a 
digital elevation 
model (DEM)) 

SRTM (GTOP30) MODIS Bihar, 
Jharkhand, 
West Bengal, 
and Uttar 
Pradesh 
(India) 

[10] Remote 
sensing-based 
models 

Landsat 7: MSS and TM, NOAA: AVHRR), 
SPOT 

The 
northeastern 
USA 

[11] A range 
standardized and 
point-to-point 
similarity metric 
(the DOMAIN 
procedure) 

NOAA USA 

[12] A climate-based 
forecasting model 

Institut National de la Statistiques et des 
Etudes Economiques (www.insee.fr) 

French 
Guiana, 
France 

[13] Predictive model 
(using CART 
algorithm) 

A Landsat 5 Thematic Mapper (TM) Parnaíba e 
Poti, Brazil 

[9] SEIR 
transmission 
model 

Global Urban Footprint, Worldpop Rwanda 
2010 100 × 100 m resolution population 
data, Influenza Sentinel Surveillance (ISS) 
system data and Strengthening Influenza 
Sentinel Surveillance data 

Kigali, 
Rwanda

4 Result Analysis 

This section provides a comprehensive overview of research studies utilizing satellite 
data and various methodologies for healthcare applications. These studies encom-
pass a wide range of topics and geographic locations, underscoring the significant 
potential of satellite imagery in advancing our understanding of health-related issues. 
The findings and contributions of each study offer valuable insights that can inform 
policymaking, guide public health interventions, and drive further research in this 
domain. One notable study, conducted at the Centre de Recherche en Santé de 
Nouna in Burkina Faso (Study [2]), employed a digital elevation model (DEM) along 
with satellite data from SPOT-5, Radar Topography Mission (SRTM version 4.1), 
MODIS, and TRMM. By leveraging these datasets, the researchers aimed to investi-
gate the impact of topography and environmental factors on health outcomes in the 
Kossi district of northwestern Burkina Faso. Integrating satellite imagery and topo-
graphic data enabled a comprehensive analysis of the complex relationship between 
ecological conditions and health.

http://www.insee.fr
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Records identified from:  
Sci-Hub Database (n = 285) 
IEEE Xplore (n=100) 

Records removed before the 
screening: Duplicate records re-
moved (n = 82) 
Records removed for other rea-
sons (n = 23) 

Records screened (n = 380) Non-English Records excluded 
(n = 103) 

Reports sought for retrieval (n 
= 277) Reports not retrieved (n = 89) 

Reports assessed for eligibility 
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Fig. 1 PRISMA diagram for the review process

Another study (Study [3]) developed an integrated spatial–temporal prediction 
model for the northern region of Sri Lanka, utilizing satellite data from the AVNIR-
2 instrument and other Earth-observation satellites. The research, spanning from 
January 2010 to December 2013, aimed to predict and understand disease patterns in 
the region by incorporating spatial and temporal factors. The integration of satellite 
data allowed for a holistic analysis of the dynamic nature of disease transmission, 
facilitating the identification of potential hotspots and the implementation of targeted 
interventions. The study [4, 19] utilized in situ spectra data from the HJ1 environ-
mental satellite and hyperspectral imager (HSI) in Jiangsu and Zhejiang provinces of 
China. By analyzing these spectral data between July and August of 2004 and 2005, 
the researchers developed a derivative model demonstrating hyperspectral imagery’s 
potential in healthcare applications. This study sheds light on the utility of satellite-
based hyperspectral imaging to extract valuable health-related information from the 
electromagnetic spectrum. 

The Maxent Algorithm was also applied in Study [5] to assess the distribution and 
risk of a specific health-related phenomenon in the Aburrá Valley of Colombia. By
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leveraging Landsat imagery with a spatial resolution of 30 m, the researchers collab-
orated with municipal health departments to investigate the relationship between 
satellite imagery and disease prevalence. The findings provided valuable insights 
into the suitability of the Maxent Algorithm and satellite data for identifying and 
characterizing disease hotspots, aiding in designing targeted interventions. 

Study [6] utilized the Region-of-Interest tool provided by ENVI software and 
satellite data from the SPOT-5 satellite and ArcMap to analyze the malaria situation 
in Northwestern Burkina Faso from August to October 2008. The study aimed to iden-
tify and characterize malaria hotspots, which are critical for implementing effective 
prevention and control measures. Integrating satellite imagery and geospatial anal-
ysis tools enabled a comprehensive assessment of malaria risk factors, enhancing 
the understanding of disease dynamics in the region. The study in Côte d’Ivoire 
[7] utilized binary non-spatial models and Bayesian geostatistical logistic regression 
models to examine the correlation between satellite imagery and health outcomes. 
The researchers investigated the correlation between satellite imaging and health 
outcomes in the four regions of western Côte d’Ivoire by analyzing data from 
multiple sources, such as MODIS, WorldClime, FEWS NET, and STRM-WBD. This 
study incorporates satellite datasets to comprehend disease patterns and uncover risk 
factors. 

In addition, the Study [8] utilized logistic regression and decision tree techniques 
with datasets obtained from the SPOT-5 satellite. The researchers utilized the geo-
database of the National Malaria Control Program (NMCP) to examine Swaziland 
specifically and investigate the correlation between satellite images and the preva-
lence of malaria. The research findings enhanced comprehension of the regional 
dispersion of malaria and furnished useful insights for directing interventions and 
allocating resources. A study in India utilized a digital elevation model (DEM) to 
employ an alternate approach for topography modeling [19]. A study conducted 
between 2005 and 2007 in Bihar, Jharkhand, West Bengal, and Uttar Pradesh exam-
ined the correlation between the geographical features, vegetation, and the occurrence 
of diseases. The researchers evaluated the influence of topographic and environmental 
parameters on disease transmission patterns by analyzing satellite data from SRTM 
(GTOP30) and MODIS. 

A study conducted in the northeastern USA [10] demonstrated the application of 
remote sensing-based models in the management of natural environments, utilizing 
satellite data from Landsat’s Multispectral Scanner (MSS), NOAA’s Advanced Very 
High-Resolution Radiometer (AVHRR), and France’s Système Pour l’Observation 
de la Terre (SPOT). For more than a decade, this study examined how environmental 
factors affect health results, emphasizing the significance of incorporating satellite 
imagery into wider ecological management frameworks. A study [11] analyzed the 
documented geographic spread of Ixodes scapularis and Ixodes pacificus ticks in the 
USA between 1982 and 2000 by utilizing satellite data from the National Oceanic 
and Atmospheric Administration (NOAA). The researchers obtained insights into the 
distribution patterns of these ticks and their correlation with environmental param-
eters by utilizing various standardized and point-to-point similarity measurements. 
This study showcased the significance of satellite images in comprehending the
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geographical arrangement of disease vectors and providing insights for preventive 
strategies. 

Furthermore, the research [12] specifically examined climate-based prediction 
and employed health data (acquired from Arbovirus National Reference Centre) and 
meteorological data (obtained from ECMRWF). The researchers analyzed data from 
Saint-Georges de l’Oyapock municipal authorities in French Guiana from 1991 to 
2006. Their objective was to examine the correlation between climate variables and 
the occurrence of particular diseases. The study emphasized using satellite-derived 
climate data to comprehend disease cycles and inform public health initiatives. A 
study conducted in Brazil [13] utilized the CART algorithm with satellite images 
acquired from the Landsat 5 Thematic Mapper (TM) to forecast health impacts in 
the regions of Parnaíba and Poti. The researchers attempted to determine the influ-
ence of environmental factors and demographics on disease prevalence by analyzing 
demographic census data and undertaking a study from 1991 to 2000. 

The combination of demographic data and satellite imagery allowed for formu-
lating predictive models, which enhanced comprehension of disease trends and their 
related determinants. Study [9] developed an SEIR transmission model in Kigali, 
Rwanda, which included various data sources such as transport data from the Rwanda 
Transport Development Authority, demographic data from Global Urban Footprint 
and Worldpop Rwanda, and influenza monitoring data. The researchers gained useful 
insights into disease transmission dynamics and the impact of population mobility 
on disease spread by merging multiple datasets. This study demonstrated the impor-
tance of satellite data and modeling techniques in offering useful insights for public 
health policies and resource management. 

The research initiatives described in this section demonstrate the significant impact 
of satellite data and various methodologies on healthcare research. This study utilized 
satellite images and integrated many datasets to produce noteworthy findings about 
the relationship between meteorological characteristics and health outcomes. The 
results of this study can improve decision-making based on evidence, simplify the 
process of choosing drugs, and provide guidance for future research in the field of 
satellite-based healthcare applications. By integrating satellite data and analytical 
methodologies, public health programs can undergo a substantial metamorphosis, 
leading to enhanced health outcomes worldwide. 

5 Key Observations 

The critical observations in the healthcare sector have been tabulated in Table 2.
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Table 2 Critical observations in satellite-based healthcare research 

Observation Description 

Diverse applications Versatile use of satellite imagery and modeling techniques 
across various health topics and global geographic locations 

Global perspective Research spans continents (Africa, Asia, North/South America, 
and Europe), highlighting the worldwide relevance of this field 

Methodologies Diverse methodologies include predictive modeling, logistic 
regression, spatial–temporal analysis, and more 

Satellite data sources Multiple satellite sources (Landsat, AVHRR, MODIS, SPOT, 
NOAA, etc.) showcase the wealth of available data for research 

Integration of data Integration of demographic, climate, topographic, and disease 
data enhances analysis comprehensiveness 

Spatial and temporal analysis Including spatial/temporal factors offers dynamic insights into 
disease patterns, trends, and hotspots 

Targeted interventions Findings inform practical public health interventions, aiding 
resource allocation and preventive measure design 

Interdisciplinary research Collaboration among remote sensing, epidemiology, geography, 
and public health experts strengthens research outcomes 

Environmental impact Investigations into environmental factors deepen understanding 
of their complex interplay with health outcomes 

Predictive modelling Frequent use of predictive models based on satellite data to 
forecast disease prevalence and identify risk factors 

Resource allocation Contribution to effective healthcare resource allocation and 
timely intervention implementation 

Paradigm shift Integration of satellite data and analytical methodologies can 
revolutionize global public health efforts 

6 Conclusion and Future Scope 

In conclusion, the wide range of papers evaluated in this table highlights the signif-
icant impact that satellite imagery and modeling may have on healthcare research, 
emphasizing its potential for transformation. This research has expanded our under-
standing of the complex relationship between satellite data and health outcomes, 
shedding light on illness patterns, factors contributing to risk, and the signifi-
cant impact of environmental circumstances. By effectively employing satellite 
data, researchers have developed predictive models, identified areas of concen-
trated health concerns, and directed focused initiatives to improve health outcomes. 
Logistic regression models [6–8, 14, 16], predictive modeling [13, 15, 18], and 
spatial–temporal analysis [3, 12] have been fundamental methodological approaches 
utilized in this investigation, further validating the significance of satellite imagery 
in healthcare research. 

Looking forward, the path for advancement in this particular domain is elucidated 
by several crucial directions. It is of utmost importance to prioritize ongoing research 
efforts to refine and improve current models, increase their accuracy in predicting
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outcomes, and broaden on refining and improving current models, increasing their 
accuracy in predicting outcomes and broadening their relevance in various health-
care settings. Furthermore, integrating sophisticated machine learning and artifi-
cial intelligence methodologies holds the potential to unveil novel perspectives in 
examining sophisticated machine learning and artificial intelligence methodolo-
gies to reveal novel views in exploring the potential to unveil novel perspectives 
in reviewing satellite data, facilitating detailed pattern identification and prediction 
capabilities. Furthermore, incorporating other data sources, such as demographic 
and socio-economic data, would provide a comprehensive viewpoint on the complex 
interplay between environmental determinants and health outcomes. Furthermore, 
by expanding the geographical range of research to encompass other regions and 
countries, valuable worldwide insights can be obtained in satellite-based health-
care applications. In conclusion, it is imperative to prioritize collaborative endeavors 
aimed at democratizing the accessibility of satellite data and analysis tools. This 
guarantees widespread accessibility and affordability for healthcare practitioners, 
policymakers, and researchers. 

The combination of satellite imagery and healthcare research presents significant 
potential for promoting public health worldwide. Through the active pursuit of these 
various lines of study and the cultivation of joint endeavors, we can uncover novel 
frontiers in our ongoing quest for enhanced healthcare outcomes and overall well-
being. 
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Achieving Sustainability in Supply Chain 
During Disruption Times: Role 
of Industry 4.0 
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Abstract The demand to digitalize the automotive sector, which entails linking 
manufacturers to a larger supply chain, is increasing. In the automobile industry, 
there is a higher requirement for sustainable growth due to rising supply disruption 
and frequent technology changes. Industry 4.0 can speed up manufacturing, increase 
customizability, and cut down on setup and lead times. It may result in innovation. 
The study focuses on establishing link between Industry 4.0 technologies and green 
supply chain practices, which will help in achieving sustainability during disruption 
times. It follows a qualitative survey approach to identify the prominent Industry 
4.0 technologies and green supply chain practices using a fuzzy set analytical hier-
archy process. The other section uses interpretive structural modelling with a multi-
level hierarchical structure to study the cause-and-effect relationship between the 
final selected Industry 4.0 technologies and GSC practices. The study identifies a 
strong linkage between Industry 4.0 technologies and green supply chain practices 
to achieve overall sustainability in the supply chain. The future automotive supply 
chain should focus on driving Industry 4.0 technologies for effective implementation 
of green supply chain practices. Also in the Indian automotive sector, government 
regulation and policies and top management commitment are two key factors for 
driving sustainability in the Indian automotive supply chain. 

Keywords Industry 4.0 · Green supply chain · Fuzzy set analytic hierarchy 
process

N. Shrivastava (B) 
Birla Institute of Technology and Science, Pilani, India 
e-mail: f20201767@pilani.bits-pilani.ac.in; mks@mdi.ac.in 

M. K. Srivastava 
Management Development Institute, Gurgaon, India 

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024 
S. Das et al. (eds.), Advances in Data-Driven Computing and Intelligent Systems, 
Lecture Notes in Networks and Systems 892, 
https://doi.org/10.1007/978-981-99-9521-9_19 

239

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9521-9_19&domain=pdf
http://orcid.org/0000-0002-8701-4522
mailto:f20201767@pilani.bits-pilani.ac.in
mailto:mks@mdi.ac.in
https://doi.org/10.1007/978-981-99-9521-9_19


240 N. Shrivastava and M. K. Srivastava

1 Introduction 

Over the past decade, organizations have been working continuously towards 
achieving a sustainable and resilient supply chain. Assuring a balance between 
economic, social, and environmental growth, sustainability is described as meeting 
the needs of the present without compromising those of future generations. However, 
with COVID-19 and issues like semiconductor shortages, sea container shortages, 
the Russia-Ukraine war, and natural disasters such as earthquakes and tsunamis, 
the automobile industry is currently facing many new challenges in managing their 
supply chain operations. Such supply chain disruptions result in shortages of critical 
components, resulting in a loss of production. 

The supply chain in the automobile industry in India is under considerable pressure 
from the government of India and society to pursue a more sustainable model of 
growth. The automobile industry in India is going through tough times. The growth 
has slowed down due to a liquidity crunch in the market. COVID-19 has worsened 
the situation in the first half of the financial year 2020–21. The supply chain in 
automobiles is playing a crucial role and withstanding the pressure of changing 
regulatory norms of the government and political dynamics of India, especially with 
its neighbouring countries [1]. 

The structure schema of the paper is as follows: First, an introduction highlights 
the need for going towards sustainability practices and efforts in the supply chains 
especially in the disruption times. Second, a literature review is presented on Industry 
4.0 and green supply chain practices. The third section describes the methodology, 
including a qualitative survey, a fuzzy set analytic hierarchy process, and interpre-
tive structural modelling. The fourth section discusses the results and cause-and-
effect relationship between these technologies and practices. Finally, conclusions, 
limitations, and future research are explained. 

2 Literature Review 

Several research articles on “sustainable supply chain” and “Industry 4.0” from 
relevant web, academic, and research sources are presented below. 

2.1 Industry 4.0 

Industry 4.0 technologies are considered as the disruptive ones, such as the Internet 
of things (IoT), 3D printing/additive manufacturing, cloud computing, blockchain, 
etc. come under the purview of Industry 4.0, which has a huge potential to bring 
drastic change in the way current manufacturing is done in India. Let us investigate 
these technologies in detail in a subsequent section.
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Additive Manufacturing also known as 3D printing meets all essential require-
ments for bringing the Industry 4.0 revolution to the manufacturing sector. As the 
word “additive” suggests, it is the addition of material over its one layer to another 
in contrast to conventional manufacturing processes where material is chipped off to 
obtain required dimensions [2–4]. 

Internet of Things (IoT) is the connection between physical objects or machines 
and the Internet. It enables the implementation of smart connected products or 
embedded sensors, resulting in machine-to-machine connectivity through the Internet 
[5–8]. 

Blockchain is a type of distributed ledger technology with blocks of records 
that are linked securely through cryptography. The major benefit of blockchain tech-
nology is that it ensures secure data storage and transactions to happen in a transparent 
and secured manner, preventing any unauthorized interaction during whole process 
[9–11]. 

Big Data Analytics (BDA) is characterized by a large volume of data with a 
wide variety, which requires specific analytical methods to transform it into valuable 
data. Many organizations are spending a lot of money on training their employees to 
manage big data using BDA tools. It helps in taking decisions in a structured manner 
with reliable and real-time analysis [12, 13]. 

Cloud Computing (CC) refers to the idea that data can be stored, collected, and 
accessed from specialized shared data centres all over the world. Many organiza-
tions are now shifting to cloud-based data storage services such as Office 365, large 
database solutions, etc. [8]. 

2.2 Green Supply Chain Practices 

Traditionally, the idea of incorporating sustainable supply chain operations is referred 
to as “sustainable” or “green supply chain” (GSC). 

Green Purchasing (GP) is defined as purchasing the product or selecting a 
supplier that has a lesser effect on the environment or human health as compared to 
products serving the same purpose. It is also known as “environmentally preferable 
purchasing”. This includes sourcing recyclable products, reusable raw materials, and 
products that do not harm the environment [14]. 

Green Design. Achieving sustainability through a green design approach is better, 
as under this practice, at the product design stage itself, the design is optimized, taking 
into consideration the energy and material requirements for manufacturing the design 
into the final product [15]. 

Reverse Logistics (RL). It is a type of supply chain management in which the flow 
of goods occurs from the customer back to the seller or manufacturer. The purpose 
is to retrieve maximum value from products and material disposed. 

Supplier and Customer Collaboration. Sustainability is not a one-time process; 
it is an act of continual improvement where an organization needs to work together 
with all its vendor partners to achieve overall excellence [15].
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Government Regulation and Policies. Regardless of their form, regulations 
and policies are the primary drivers for companies to plan and execute sustainable 
practices of supply chain in their organizations [16]. 

Top Management Commitment. It is very essential that the top management of 
an organization is strongly committed to achieving sustainability. This should also 
be clearly visible in the company’s vision and mission statements [16]. 

3 Research Methodology 

The paper uses two stages of data collection through expert opinions and analysis. 
In the first stage, key Industry 4.0 technologies and green supply chain practices 
are identified, which are ranked through Fuzzy-Analytic Hierarchy Process (FAHP). 
Thereafter, the last ranked Industry 4.0 technology and GSC practices are removed, 
and balance factors are taken for further analysis. In the second stage, interpretive 
structural modelling (ISM) is used to identify different hierarchical levels. Later, a 
cross-impact matrix multiplication analysis (MICMAC) is done to find respective 
power of variables in two categories, namely dependence and driving. Finally, the 
cause-and-effect analysis is done on the structure obtained through ISM. 

3.1 Expert’s Profile and Data Collection 

For creating contextual links between the variables in the interpretive structural 
modelling, the expert opinions are used. The selected experts have extensive expe-
rience in the automobile and manufacturing domains in India. They are automobile 
supply chain professionals and have good industry exposure related to the practical 
application of Industry 4.0 (I4.0) technologies and sustainable practices in supply 
chains. The experts’ profile is highlighted in Table 1.

4 Results and Analysis 

Table 2 suggests a list of alternative technologies and GSC practices as per the 
literature review.

Initially, the AHP matrix is constructed by taking inputs from various experts with 
large experience in the automotive industry in India. For selecting options among 
five experts’ opinions, the average of all expert opinions is calculated, which is 
further rounded to the closest integer in the relative importance scale (1–7) to obtain 
the final AHP matrix. Tables 3, 4, 5, and 6 are showing various steps involved in 
Fuzzy-Analytic Hierarchy Process (AHP).
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Table 1 Experts’ profile 

S. No Expert Experience Industry Domain Designation 

1 Expert 1 15 Automobile 
industry 

Research and 
development 

Deputy general 
manager 

2 Expert 2 16 Automobile 
industry 

Supply chain 
professional 

Assistant general 
manager 

3 Expert 3 23 Automobile 
industry 

Supply chain 
professional 

Vice president 

4 Expert 4 21 Automobile 
industry 

Product 
development 

Assistant general 
manager 

5 Expert 5 14 Manufacturing 
domain 

Research & 
Development 

Senior manager

Table 2 Set of alternative I4.0 technologies and GSC practices 

Alternative I4.0 technologies Alternative GSC practices 

IoT Internet of things GP Green purchasing 

3D 3D printing SCC Supplier/customer collaboration 

BC Blockchain GD Green design 

BDA Big data analytics RL Reverse logistics 

CC Cloud computing GRP Govt regulation and policies 

TMC top management commitment

Table 3 Initial I4.0 technologies matrix (CR = 0.09 < 0.1) 
I4.0 Technologies IoT 3D BC BDA CC 

Internet of things IoT 1.00 3.00 5.00 1.00 3.00 

3D printing 3D 0.33 1.00 4.00 1.00 3.00 

Blockchain BC 0.20 0.25 1.00 0.20 0.20 

Big data analytics BDA 1.00 1.00 5.00 1.00 5.00 

Cloud computing CC 0.33 0.33 5.00 0.20 1.00 

Table 4 Initial GSC practices matrix (CR = 0.094 < 0.1) 
GP SCC GD RL GRP TMC 

Green purchasing GP 1.00 0.33 0.50 2.00 2.00 2.00 

Supplier/customer collaboration SCC 3.03 1.00 3.00 4.00 4.00 3.00 

Green design GD 2.00 0.33 1.00 2.00 2.00 1.00 

Reverse logistics RL 0.50 0.25 0.50 1.00 0.50 0.17 

Govt regulation and policies GRP 0.50 0.25 0.50 2.00 1.00 2.00 

Top management commitment TMC 0.50 0.33 1.00 6.00 0.50 1.00
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Table 5 I4.0 technologies weighted fuzzy set matrix 

I4.0 
Technologies 

IoT 3D BC BDA CC AHP 
weights 
(%) 

Fuzzy 
AHP 
weights 
(%) 

Ranking 

Internet of 
things 

IoT (1,1,1) (2,3,4) (4,5,6) (1,1,1) (2,3,4) 34 34 I 

3D printing 3D (1/4,1/ 
3,1/2) 

(1,1,1) (3,4,5) (1,1,1) (2,3,4) 21 21 III 

Blockchain BC (1/6,1/ 
5,1/4) 

(1/5,1/ 
4,1/3) 

(1,1,1) (1/6,1/ 
5,1/4) 

(1/6,1/ 
5,1/4) 

5 5 V 

Big data 
analytics 

BDA (1,1,1) (1,1,1) (4,5,6) (1,1,1) (4,5,6) 30 30 II 

Cloud 
computing 

CC (1/4,1/ 
3,1/2) 

(1/4,1/ 
3,1/2) 

(4,5,6) (1/6,1/ 
5,1/4) 

(1,1,1) 11 11 IV 

Table 6 GSC practices weighted fuzzy set matrix 

Practices GP SCC GD RL GRP TMC AHP 
weights 
(%) 

Fuzzy 
AHP 
weights 
(%) 

Ranking 

Green 
purchasing 

GP (1,1,1) (1/4,1/ 
3,1/2) 

(1/3,1/ 
2,1) 

(1,2,3) (1,2,3) (1,2,3) 15 15 III 

Supplier/ 
customer 
collaboration 

SCC (2,3,4) (1,1,1) (2,3,4) (3,4,5) (3,4,5) (2,3,4) 37 37 I 

Green design GD (1,2,3) (1/4,1/ 
3,1/2) 

(1,1,1) (1,2,3) (1,2,3) (1,1,1) 16 16 II 

reverse 
logistics 

RL (1/3,1/ 
2,1) 

(1/5,1/ 
4,1/3) 

(1/3,1/ 
2,1) 

(1,1,1) (1/3,1/ 
2,1) 

(1/7,1/ 
6,1/5) 

6 6 VI 

Govt 
regulation 
and policies 

GRP (1/3,1/ 
2,1) 

(1/5,1/ 
4,1/3) 

(1/3,1/ 
2,1) 

(1,2,3) (1,1,1) (1,2,3) 11 12 V 

Top 
management 
commitment 

TMC (1/3,1/ 
2,1) 

(1/4,1/ 
3,1/2) 

(1,1,1) (5,6,7) (1/3,1/ 
2,1) 

(1,1,1) 14 13 IV 

There is a negligible difference in weights calculated from the normal AHP method 
and the fuzzy AHP method in both I4.0 technologies and GSC practices. It can be 
seen from Table 7 that the Internet of things (IoT), 3D printing, and others are the 
best choices among the alternative technologies for attaining supply chain sustain-
ability. Blockchain is the least preferred choice among I4.0 technologies for achieving 
sustainability. Also, it can be seen from Table 8 that effective collaboration between 
supplier and customer is the most preferred choice to achieve sustainable automotive
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supply chain. However, reverse logistics is the least preferred choice among green 
supply chain practices. 

Further below set of I4.0 technologies and GSC practices are taken to study the 
cause-and-effect diagram for achieving sustainability.

Table 7 Final selected I4.0 technologies and GSC practices for ISM modelling 

Alternative I4.0 technologies Alternative GSC practices 

IoT Internet of things SCC Supplier/customer collaboration 

3D 3D printing GD Green design 

BDA Big data analytics GRP Govt Regulation and policies 

CC Cloud computing TMC Top management commitment 

GP Green purchasing 

Table 8 Structural self-interaction matrix (SSIM) 

Structural 
self-interaction 
matrix 

Factors 3D BDA IoT CC SCC GP GD TMC GRP 

3D printing 3D – A A A X X X A A 

Big data 
analytics 

BDA – X X X V V A O 

Internet of 
things 

IoT – X X V V A O 

Cloud 
computing 

CC – A V O A O 

Supplier/ 
customer 
collaboration 

SCC – X X A A 

Green 
purchasing 

GP – X A A 

Green design GD – A A 

Top 
management 
commitment 

TMC – A 

Govt regulation 
and policies 

GRP – 
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4.1 Interpretive Structural Modelling (ISM) for I4.0 
Technologies and GSC Practices 

In ISM methodology, the use of expert opinions is recommended, as they give their 
response based on practical experience in the subject domain. For selecting options 
among five experts’ opinions, options with a clear majority are taken, and any arbi-
tration with an option without a clear majority is pursued with revisiting the experts. 
SSIM was created with input from experts in two prestigious domains: I4.0 and GSC, 
as below. Tables 8, 9, and 10 are showing various steps involved in ISM modelling. 

In order to determine the levels of partitions, each factor’s reachability, antecedent, 
and intersection set are found from the final reachability matrix. Following three 
iterations levels are obtained from final reachability matrix as shown in Table 10. 

The final reachability matrix and levels of partitions are used to develop the ISM 
model, which incorporates selected I4.0 technologies and GSC practices from fuzzy

Table 9 Final reachability matrix 

1 2 3 4 5 6 7 8 9 

Final 
reachability 
matrix 

Factors 3D BDA IoT CC SCC GP GD TMC GRP Driving 
power 

13D printing 3D 1 1* 1* 1* 1 1 1 0 0 7 

2Big data 
analytics 

BDA 1 1 1 1 1 1 1 0 0 7 

3Internet of 
things 

IoT 1 1 1 1 1 1 1 0 0 7 

4Cloud 
computing 

CC 1 1 1 1 1* 1 1* 0 0 7 

5Supplier/ 
customer 
coll 

SCC 1 1 1 1 1 1 1 0 0 7 

6Green 
purchasing 

GP 1 0 0 0 1 1 1 0 0 4 

7Green 
design 

GD 1 0 0 0 1 1 1 0 0 4 

8Top 
management 
commitment 

TMC 1 1 1 1 1 1 1 1 0 8 

9Govt 
regulation 
and policies 

GRP 1 1* 1* 1* 1 1 1 1 1 9 

Dep. Power 9 7 7 7 9 9 9 2 1 

Asterisks are representing transitivities in causal relationships. After incorporating these transitiv-
ities, the final reachability matrix is achieved
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Table 10 Levels of partitions 

Factors Reachability set Antecedent set Intersection set Level 

3D printing 1,2,3,4,5,6,7 1,2,3,4,5,6,7,8,9 1,2,3,4,5,6,7 I 

Big data analytics 1,2,3,4,5,6,7 1,2,3,4,5,8,9 1,2,3,4,5 II 

Internet of things 1,2,3,4,5,6,7 1,2,3,4,5,8,9 1,2,3,4,5 II 

Cloud computing 2,3,4,5,6,7 1,2,3,4,5,8,9 2,3,4,5 II 

Supplier/customer collaboration 1,2,3,4,5,6,7 1,2,3,4,5,6,7,8,9 1,2,3,4,5,6,7 I 

Green purchasing 1,5,6,7 1,2,3,4,5,6,7,8,9 1,5,6,7 I 

Green design 1,5,6,7 1,2,3,4,5,6,7,8,9 1,5,6,7 I 

Top management commitment 1,2,3,4,5,6,7,8 8,9 8 III 

Govt regulation and policies 1,2,3,4,5,6,7,8,9 9 9 III

AHP technique to ensure sustainability in the automotive supply chain as shown in 
Fig. 1. 

The above ISM model depicts that for achieving sustainability in the automo-
tive supply chain in India, government regulation and policies and top management 
commitment towards sustainability are the most essential factors. It is followed by 
the Internet of things, big data analytics, and cloud computing, which are directly 
or indirectly driving green supply chain practices to achieve overall sustainability. 
These factors are causing supplier and customer collaboration to be achieved in an 
effective manner.

Fig. 1 ISM depicting levels of I4.0 technologies and GSC practices for achieving sustainability. 
(Source Prepared by authors) 
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Fig. 2 Factor classification in MICMAC analysis (Source Prepared by authors) 

4.2 Factor Classification Using MICMAC Analysis 

The driving power and dependence power of factors are further examined using 
a cross-impact matrix multiplication analysis (MICMAC). It is done to pinpoint 
the primary driving forces behind the system across different domains. There are 
four sorts of elements based on driving and dependence power: autonomous factors 
(being less connected to the system and having weak driving & dependence power), 
linkage factors (having both strong driving and dependence power), dependent factors 
(having weak driving and strong dependence power) and driving factors (having 
strong driving power but weak dependence power). The results of the MICMAC 
analysis are shown in Fig. 2. 

There are no autonomous factors present in the MICMAC analysis, as shown in 
Fig. 2; hence, all the Industry 4.0 technologies, considered, and green supply chain 
practices are important. Top management commitment and government regulation 
and policies are driving factors that affect sustainability’s performance because they 
are the driving dependent factors. Among them, government regulation and policies 
are key factors with the highest driving power. 

Big data analytics, the Internet of things, cloud computing, and supplier/customer 
collaboration are linkage factors. They may have an impact on other system compo-
nents for achieving sustainability in the supply chain. These factors hold both strong 
driving and dependent power. Dependent factors include green design and green 
purchasing, which have high dependence power. Thus, it can be interpreted from the 
analysis that industry technologies are essential to implementing GSC practices in 
the automotive supply chain.
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5 Conclusion 

There is a greater need to digitalize the automobile industry, which involves inte-
grating manufacturers with extended and broad supply chain. The research aims 
to achieve the linkage between I4.0 technologies and green supply chain practices 
to achieve sustainability in the automotive supply chain. The study found that I4.0 
technologies have a direct or indirect linkage with green supply chain practices. 

The study uses a two-stage process wherein, in the first stage, prominent I4.0 tech-
nologies and green supply chain practices are selected using a fuzzy set analytical 
hierarchy process. The expert opinions are validated using the AHP method consis-
tency ratio, which is obtained within the range of 0–10%. The uncertainty in the 
expert’s value preferences is further eliminated using a hesitant fuzzy AHP method 
to find the final set of I4.0 technologies and GSC practices for further cause-and-effect 
study. Thereafter, in the second stage, through interpretive structural modelling, the 
interrelationship between I4.0 technologies and GSC practices is studied for cause-
and-effect analysis. The three-level hierarchical structure depicts that government 
regulation and policies and top management commitment are two essential factors 
for driving sustainability in the automotive supply chain in India. Further MICMAC 
analysis supports the driving and dependence power matrix with no autonomous 
factors in selected variables. Also, it states that major I4.0 technologies such as the 
Internet of Things, big data analytics, cloud computing are linkage factors that could 
have an impact on other factors of the system to achieve supply chain sustainability. 
Thus, it can be interpreted from the analysis that in the automotive supply chain, I4.0 
technologies are essential to strengthening GSC practices. 

Further investigation can explore the specific challenges and barriers faced in 
implementing I4.0 technologies and green supply chain practices in the automotive 
sector. The study focuses on the Indian automotive supply chain, to examine the 
applicability of the findings in different geographical contexts. The paper highlights 
the importance of government regulations and top management commitment, but 
future research can delve deeper into the specific policies and strategies that can 
drive sustainability in the supply chain. 
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Emotionally Engaged Neurosymbolic AI 
for Usable Password Generation 

Sumitra Biswal 

Abstract Password-based authentication remains essential despite the advent of 
Multi-factor Authentication (MFA). A significant challenge is encouraging users to 
create strong, memorable passwords, as weak or reused passwords pose consider-
able security risks. This research introduces the Emotionally Engaged Neurosym-
bolic AI (EENAI) system, a novel approach for generating usable passwords. 
It combines neurosymbolic AI and emotional engagement, utilizing valence and 
arousal in emotionally engaged scenarios. Neurosymbolic AI combines neural 
network learning with classical AI’s symbolic reasoning, ideal for generating context-
aware passwords. By integrating valence and arousal, EENAI generates secure, 
memorable passwords. This paper details EENAI principles, experimental proce-
dures, and observations. Results suggest that EENAI-generated passwords balance 
security, memorability, and usability, potentially revolutionizing password creation 
practices. The passwords are further evaluated using a standard password strength 
estimation tool, yielding promising results. The paper concludes with an EENAI 
impact assessment and future work recommendations. 

Keywords Neurosymbolic AI · Password-based authentication · Emotional 
intelligence 

1 Introduction 

In the digital era, the need for secure, user-friendly authentication mechanisms are 
ever-growing. Despite advances in biometric and Multi-factor Authentication (MFA), 
password-based authentication remains dominant. A survey shows that only 60% of 
organizations have adopted password-less methods for accessing IT infrastructure 
[1]. The challenge lies in the user tendency to opt for easily memorable passwords, 
often at the expense of security. Data breaches due to weak passwords are alarming;
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30% of Internet users have fallen victim to such breaches, and 13% of Americans 
reuse the same password across all accounts [1]. 

Even with the advent of MFA, credential stuffing remains pervasive. Credentials 
are implicated in 61% of all breaches, either stolen via social engineering or brute-
forced [2]. This suggests that the enduring prevalence of password-based authentica-
tion is due to its inherent convenience. To improve upon this method’s strengths and 
weaknesses, this paper introduces a novel approach for generating passwords that are 
both secure and memorable. The Emotionally Engaged Neurosymbolic AI (EENAI) 
Password Recommender System is at the crossroads of Artificial Intelligence (AI) 
and cognitive psychology. It leverages emotional attributes, particularly valence and 
arousal (VA), to offer personalized password suggestions. 

Although prior studies have investigated the effects of emotional attributes on 
memorability and the impact of emotions on password strength [3, 4], there is a 
noticeable gap in the existing literature concerning their utilization in the creation of 
secure passwords. Additionally, while some researches have investigated into the use 
of random images and the rehearsal of their memorability for password creation [5, 
6], these approaches have their own set of limitations, which are elaborated upon in 
the subsequent “Related Work” section. However, there has been minimal research 
conducted to associate emotional attributes, such as VA, with different usage domains 
for the personalization of passwords. The proposed work aims to fill this notable gap 
in the literature by considering these emotional attributes. 

It is essential to note that due to the novel nature of this proposed method, a 
direct comparative analysis with existing algorithms is not feasible within the scope 
of this paper. Nonetheless, the research addresses a significant gap in the literature 
to balance the trade-off between memorability and security of passwords, thereby 
enhancing their usability. The remainder of this paper is structured as—Sect. 2 
reviews related work in the fields of password security, memorability, and emotional 
attributes. Section 3 explains the principles underlying EENAI. Sections 4 and 5 
cover the experimentation process and its results. Finally, Sect. 6 offers conclusions 
and identifies future avenues for research. 

2 Related Work 

The body of research associated with password creation, emotional attributes, and 
their subsequent effects on memorability is vast. This section provides a brief review 
of these studies, highlighting the significance of each to this research. 

Emotional attributes, such as VA, play a crucial role in memory recall. Multiple 
studies have illustrated the influence of emotions on memory processes [7, 8]. The 
emotional enhancement effect, where emotionally engaged events are remembered 
more effectively than neutral ones, is well-documented in these research work. This 
suggests that integrating emotional attributes into the password creation process may 
inherently enhance password memorability. Significant investigations have also been 
made to address the trade-off between password security and usability [9–11]. Strong
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passwords (i.e., those that are long, complex, and unique) are extremely difficult for 
users to remember, leading to usability issues. Conversely, passwords that are easy 
to remember often lack the complexity required for strong security. This trade-off 
has led to the proposal of several password creation strategies, such as the use of 
password managers [12] or graphical passwords [13]. In addition to focusing on 
usability, significant research efforts have been dedicated to enhancing the security 
aspects of password creation strategies [14–16]. However, few have explored the 
application of emotional attributes in secure password generation. 

While individual studies have explored the roles of emotional attributes in 
memory, there is a dearth of research combining these elements to create secure and 
memorable passwords. Some limited research works have connected emotions with 
passwords, but these do not take into consideration the emotional attributes (VA) of a 
user’s perception toward the use of a certain domain-specific web page login account, 
the attributes of the page, operational relevance, and purpose of accessing the account 
of this particular domain-based web page. The domains include but are not limited to 
Banking, Health Care, E-Commerce, and Education. One notable approach toward 
enhancing password memorability and strength is the Person-Action-Object (PAO) 
visual and textual mnemonics model [5, 6]. This approach entails users committing to 
memory narratives built around PAO, which are crafted by linking machine-created, 
random pairs of actions and objects with well-known individuals and scenarios. 
Although this approach showed promising results, it also observed an interference 
effect, suggesting users found it challenging to memorize many stories at once, likely 
due to user fatigue [6]. This observation suggests limitations to its scalability and 
user-friendliness, particularly when users are required to memorize multiple PAO 
stories. 

However, the proposed approach in this research paper aims to bridge this gap by 
introducing an innovative approach that integrates emotional attributes, specifically 
VA, into a neurosymbolic AI system for secure password creation. This integration 
of elements aims to generate passwords that are not only secure and unique but also 
naturally easier for users to remember due to their emotional associations. Moreover, 
because it personalizes the memorability and robustness of the password creation 
process for individual users and domains, this novel proposal can effectively address 
the interference effect faced in the PAO model. 

Additionally, it is pertinent to highlight that the current phase of the proposed 
work, which involves conceptualization and initial experimentation, has not included 
participant involvement, unlike other existing research works. However, as the 
work progresses, participants will be actively involved to provide a more thorough 
validation of the proposed approach.
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3 EENAI: Principle and Mechanism 

Neurosymbolic AI (NSAI) has emerged as a powerful tool, capable of harmonizing 
the inherent strengths of symbolic reasoning from classical AI with the flexible 
learning capabilities of neural networks. Its ability to adapt to individual users’ habits 
and preferences allows NSAI to facilitate the generation of personalized, secure, yet 
memorable passwords. 

Critical to this methodology are the dimensions of VA in the psychology of 
emotions. Extensive research indicates that emotional experiences, especially those 
with high VA, can considerably enhance memory recall. In this context, the genera-
tion and recall of passwords are associated with emotionally engaged scenarios that 
are unique to each user. By capitalizing on the emotional enhancement of memory, 
passwords are generated that are not only secure but also naturally memorable. 

Mnemonic cues are central to the proposed approach. The ideal mnemonic cue 
should be distinct, emotionally significant, and should have a clear association with 
the password. Uniqueness is a crucial aspect as it facilitates specific recall of the asso-
ciated password. Emotional significance leverages the power of emotional experi-
ences to enhance memorability. A clear association between the cue and the password 
simplifies recall, making the password more user-friendly. 

The concept of the memorability index (MI) is introduced as a metric to quanti-
tatively assess the effectiveness of the generated passwords and mnemonic cues. It 
encapsulates various factors such as the emotional charge of the mnemonic cue, the 
complexity and length of the password, and the user’s personal password preferences 
and habits. By optimizing the MI during the password generation process, a balance 
between security and memorability is ensured. 

3.1 Modules of EENAI 

The EENAI system comprises several modules, each contributing to different stages 
of the password generation process: 

Emotionally Engaged Scenario Generation. This module combines neural 
network-based image analysis and symbolic AI rules. By leveraging neural networks, 
the module analyzes the user’s input domain, such as a bank’s webpage, to extract 
color scheme, logos, symbols, and other distinguishing features. These extracted 
colors, along with relevant keywords from the user’s input, are then utilized 
in conjunction with symbolic AI rules to generate personalized and emotion-
ally engaged scenarios. This integrated approach enhances password memorability 
and security, providing users with a more intuitive and memorable authentication 
experience. 

Password Creation. Once the emotionally engaged scenario is generated in the 
preceding module, this module employs a blend of symbolic AI and neural networks
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to assemble a list of passwords, incorporating keywords from the scenario and user 
input. The symbolic AI applies pre-established password generation rules to these 
keywords and user input, whereas the neural network calculates the strength of each 
generated password using a Markov model. Additionally, this module considers 
the impact of the VA values associated with the keywords on the strength of each 
password. 

Mnemonic Cue Generation. Once a user selects a password, the module generates 
mnemonic cues by utilizing symbolic AI and mapping techniques such as reverse 
leetspeak to associate the chosen password, user’s personal information, and the 
emotionally engaged scenario. Subsequently, the efficacy of each cue is assessed by 
a neural network that estimates its recall ease based on human memory patterns. The 
module then calculates the MI of each cue, considering various factors such as asso-
ciation strength, emotional intensity, sequence order, cue length, and personalization. 
These elements collectively influence the overall impact of VA on the effectiveness 
of the mnemonic and the memorization of the password. The MI formula validates 
the necessity of each component in evaluating the impact of VA on the memorability 
of the cue. 

MI = 
(Association Strength ∗ Emotional Intensity ∗ Sequence Factor) 

(Length Factor ∗ Personalization Factor) 
(1) 

where 

1. Association Strength: Represents the strength of the relationship between the 
cue and the password. It is determined by the number of common charac-
ters present in both the cue and the password, which reflects their shared 
characteristics, pertinence, and significance. 

2. Emotional Intensity: Captures the emotional impact of the cue, influenced by 
VA, enhancing memorability. 

3. Sequence Factor: Considers the role of the order of words in the mnemonic 
cue, in relation to the password, on both memorization and the creation of strong 
associations. 

4. Length Factor: Accounts for the influence of cue length on memorability, with 
shorter cues being easier to remember. 

5. Personalization Factor: Considers personal connections, experiences, and 
preferences to enhance memorability. 

By combining these factors in the memorability index formula, the impact of VA 
on mnemonic effectiveness is assessed. EENAI facilitates the creation of passwords 
that are secure and easily memorable for the user. By integrating neural and symbolic 
AI, it personalizes passwords based on the user’s preferences, ensuring a balance 
between security and usability. The high-level architecture of EENAI is available in 
this section (see Fig. 1).
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Fig. 1 Architectural diagram of EENAI 

3.2 Comparison with Related Work 

While PAO stories [5, 6] also aim to make passwords more memorable, they often 
lack the multi-dimensional approach that EENAI considers. PAO-based approach 
generally relies on pre-established imagery and actions to aid in memorization but 
does not offer the adaptability and personalization inherent to EENAI. Most notably, 
EENAI considers a range of factors—like VA, user input, and preferences, and web 
page characteristics—to generate not only a memorable but also a secure password. 
The integration of symbolic and neural AI enables EENAI to create personalized, 
emotionally charged mnemonic cues with quantifiable measures of effectiveness 
(MI), setting it apart from traditional methods like PAO. Therefore, EENAI presents 
a more balanced, optimized, and personalized approach to password generation and 
recall. 

4 Experimentation 

This section of the research is dedicated to the implementation and validation of the 
EENAI system taking an use case into account, with the primary aim of assessing 
the impact of emotional attributes, specifically VA, on the generation of secure and 
memorable passwords. The experiment involves the implementation of different 
EENAI system modules and evaluating the passwords and cues generated. The 
process encompasses the following steps:
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4.1 Emotionally Engaged Scenario Generation 

This subsection details the experimental method employed to integrate neural 
network analysis and symbolic AI rules to create emotionally engaged scenarios. 
The process begins with extracting dominant colors from the user’s input domain, 
for example, a bank’s webpage, along with key information based on the domain’s 
purpose, access frequency, and usage criticality. This gathered information is then 
merged with symbolic AI rules to craft emotionally engaging narratives. For example, 
if the dominant colors identified from a bank’s webpage are Floral white, Sandy 
brown, and Dark slate gray, and the user’s purpose for using the banking services 
includes managing savings and maintaining a salary account, the rules in this module 
symbolize “Savings” as “A person holding a piggy bank” and “Salary” as “A person 
counting salary.” The symbolic rule for the color gray, for instance, is depicted as 
“Wrapping a long gray muffler around the neck.” The user also inputs additional 
information, such as the year of birth (1982) and the bank’s name (Barclays), which 
this module incorporates to construct the emotionally engaged scenario—“A person 
holding a piggy bank. A person counting salary. A person is wrapping a long gray 
muffler around the neck. The person has entered 1982 and Barclays.” 

4.2 Password Creation 

This module employs symbolic AI rules to craft passwords using the previously 
generated scenario and user-supplied data. Subsequently, Markov Model calculates 
the strengths of these passwords. For instance, passwords created from keywords 
(bearing high VA) derived from the generated scenario, combined with user-provided 
information, and demonstrating high password strength, include but are not limited to 
“WRn9SAryNEckGR4y,” “BAy5NAm3SAryPE0n,” “BAnkBAy5MU3rCOn9,” and 
“SAryNAm3COn9ARnd.” 

4.3 Mnemonic Cue Generation 

This module entails generating mnemonic cues by taking input information such as 
emotionally engaged scenario, user-selected password, and additional data provided 
by user during scenario generation. This module maps the input information using 
techniques like reverse leetspeak. Post mapping, it integrates the keywords derived 
from the scenario to generate mnemonic cues and simultaneously computes the MI 
for each cue. For instance, mnemonic cues having high MI derived from a user-
selected password (BAnkBAy5MU3rCOn9) include but are not limited to, “Bank 
Name Muffler Count” with an MI of 0.5998252881975799, “Neck Bank Shopping
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Piggy” with an MI of 0.5633858994040093, and “Piggy Name Neck Salary” with 
an MI of 0.5498422921934262. 

5 Observations and Discussion 

This section presents the findings from the experiments conducted to assess the 
impact of VA on password strength and mnemonic memorability, using the EENAI 
system. The results mentioned here are derived from the experimentation conducted 
on the use case mentioned in previous section. The analysis includes an examina-
tion of the generated passwords using both the internal measures and the widely 
accepted zxcvbn password strength estimation tool [17] which has also been used 
in the research that studies the effect of negative emotions such as anger on choice 
of password [3]. This comprehensive approach ensures a robust assessment of the 
effectiveness of the EENAI system in generating secure and memorable passwords. 

In the first graph, the influence of VA of keywords used to generate the password 
was analyzed. The results showed that higher VA values significantly contributed to 
increased password strength. When VA were high, the password exhibited greater 
strength (see Fig. 2). 

In the second graph, the impact of VA of keywords in mnemonic cues on 
mnemonic memorability was investigated. The findings revealed that cues with 
higher memorability indices had a stronger impact when keywords with high 
VA values were incorporated. Cues containing keywords with low VA had a 
comparatively weaker impact on memorability (see Fig. 3).

To corroborate these findings, the zxcvbn tool was employed, which provided 
additional insights into the real-world applicability of the generated passwords. 
Table 1 comprises the results that shows how the passwords generated with higher

Fig. 2 Impact of valence 
and arousal on password 
strengths 
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Fig. 3 Impact of valence and arousal on memorability Index

VA and having high MI exhibited greater strength as indicated by higher zxcvbn 
scores.

All the listed passwords have a zxcvbn score of 4, which is the highest possible 
score and indicates that the passwords have “Strong protection from offline slow-
hash scenario” and are considered “Very unguessable.” This is a positive indication 
of the strength of passwords generated by the EENAI system. Additionally, the 
guesses_log10 values for all the passwords are relatively high, ranging from approx-
imately 14.90 to 16.00. This indicates that the estimated number of guesses needed 
to crack these passwords is between 1014.90 and 1016 , which translates to a very 
large number of guesses, reinforcing the strength of the passwords. The Guess times 
further break down the estimated time required to crack the password under different 
attack scenarios:

1. Throttled online attack (100 attempts per hour): For all the listed passwords, 
the estimated crack time is “Centuries,” which indicates an extremely strong 
resistance to online attacks with rate limiting. 

2. Un-throttled online attack (10 attempts per second): Similar to the throttled 
scenario, the estimated crack time for all passwords is “Centuries,” showcasing 
strong resistance to online attacks without rate limiting. 

3. Offline attack with slow hash and many cores (10 k attempts per second): 
Again, all the listed passwords exhibit a crack time of “Centuries,” demonstrating 
strong resistance to offline attacks with slow hashing algorithms and multiple 
cores.
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Table 1 EENAI generated password assessment using zxcvbn tool 

Password guesses_log10 Score Guess times 

WRn9SAryNEckGR4y 14.90526 4 100/h: centuries (throttled online 
attack) 
10/sec: centuries (unthrottled online 
attack) 
10 k/second: centuries (offline attack, 
slow hash, many cores) 
10B/sec: 22 h (offline attack, fast hash, 
many cores) 

BAy5NAm3SAryPE0n 15.53737 4 100/h: centuries (throttled online 
attack) 
10/sec: centuries (unthrottled online 
attack) 
10 k/sec: centuries (offline attack, slow 
hash, many cores) 
10B /sec: 4 days (offline attack, fast 
hash, many cores) 

3@y$@lP!99Y$#!Rt 16 4 100/h: centuries (throttled online 
attack) 
10/sec: centuries (unthrottled online 
attack) 
10 k/sec: centuries (offline attack, slow 
hash, many cores) 
10B/sec: 12 days (offline attack, fast 
hash, many cores) 

BAnkBAy5MU3rCOn9 15.99913 4 100/h: centuries (throttled online 
attack) 
10/sec: centuries (unthrottled online 
attack) 
10 k/sec: centuries (offline attack, slow 
hash, many cores) 
10B/sec: 12 days (offline attack, fast 
hash, many cores) 

SAryNAm3COn9ARnd 15.58161 4 100/h: centuries (throttled online 
attack) 
10/sec: centuries (unthrottled online 
attack) 
10 k/sec: centuries (offline attack, slow 
hash, many cores) 
10B/sec: 4 days (offline attack, fast 
hash, many cores)

4. Offline attack with fast hash and many cores (10 billion attempts per second): 
This is the most aggressive attack scenario. The estimated crack times for the 
passwords range from “22 h” to “12 days.” Although this is a significantly shorter 
time compared to the other scenarios, it still represents a high level of security as 
this attack scenario is highly resource-intensive and unlikely to be encountered 
in most real-world situations.
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The passwords produced by the EENAI system are characterized by high MI and 
robust resistance to a variety of attack scenarios, as demonstrated by their impressive 
zxcvbn scores, elevated guesses_log10 values, and estimated crack times across 
different situations. This underscores the EENAI system’s ability in crafting secure 
passwords. Crucially, this analysis elucidates the interplay between VA, password 
strength, and mnemonic memorability, underscoring the pivotal role of emotional 
dimensions in both the formulation and recollection of passwords. 

Remarkably, the integration of emotionally resonant keywords not only ampli-
fied the mnemonic recall of the cues but also facilitated the construction of pass-
words that satisfied widely recognized benchmarks of password strength, as affirmed 
by the zxcvbn assessment. This innovative approach, leveraging emotional cues to 
craft passwords, stands out as a unique strategy that yields both memorable and 
robust passwords. Moreover, the highly personalized mnemonic cues generated can 
be employed to create distinct, usable passwords for various domains and login 
accounts, thereby addressing the interference effect highlighted in prior research and 
aiding in the mitigation of attacks such as credential stuffing. 

6 Conclusion and Future Work 

This research study investigated into the association of emotionally engaged 
scenarios and mnemonic cues in the crafting of secure and memorable passwords. 
The experimental findings underscored the salutary impact of VA on both the robust-
ness and recall of passwords. The confluence of symbolic AI rules, neural network 
scrutiny, and Markov Models generated a holistic framework for password creation 
and assessment. The outcomes emphasized the necessity of factoring in emotional 
dimensions during password formulation, as elevated VA indices markedly bolstered 
password robustness. Moreover, the recall of mnemonic cues was augmented when 
keywords imbued with high VA were harnessed. These insights highlight the viability 
of capitalizing on emotional associations to engineer more robust and memorable 
passwords. 

Subsequent research in this domain could traverse numerous pathways for refine-
ment and broadening. Primarily, the inclusion of a more expansive lexicon of 
emotionally engaging words and a wider spectrum of VA indices could furnish 
a more thorough investigation toward improvement of password robustness and 
recall. Additionally, probing the effects of individual variances in emotional reac-
tions and personal affiliations to scenarios could amplify the customization facet 
of mnemonic cues. Furthermore, examining disparate symbolic AI rule sets, neural 
network configurations, and machine learning algorithms could enhance the pass-
word creation process and refine the precision of robustness evaluations. Assessing 
the user-friendliness and acceptance of the generated passwords and mnemonic cues 
through user studies and involving participants would yield invaluable insights for 
practical applications.
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Moreover, a critical examination of potential security vulnerabilities and 
addressing any privacy apprehensions linked to the gathering and analysis of user 
data would be paramount for the real-world deployment of these techniques. Lastly, 
the incorporation of supplementary elements, such as contextual data and behavioral 
biometrics, could bolster password security and user-friendliness. Collectively, this 
research paves the way for harnessing emotional associations and mnemonic cues in 
password creation, presenting promising avenues for strengthening password robust-
ness and recall. By addressing the aforementioned areas for future exploration, this 
approach harbors the potential to wield a transformative influence on the domain of 
password security. 
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Exploring the Deep Learning Techniques 
in Plant Disease Detection: A Review 
of Recent Advances 

Saurabh Singh and Rahul Katarya 

Abstract In agriculture, protecting crop yield is one of the most critical aspects of 
avoiding crop waste and ensuring food security around the world. One of the most 
critical aspects of preserving yield is protecting it from pests and plant diseases. 
With the advancement in the field of Artificial Intelligence (AI), it has been applied 
to different domains, and one such field is agriculture, where we can incorporate 
AI. Deep learning (DL), which is a subset of Artificial Intelligence, has gained lots 
of attention toward plant disease detection in the present day because of its better 
accuracy and performance in comparison with other techniques like machine learning 
(ML), etc. In this paper, we provide a comprehensive review of the current research 
work by utilizing deep learning for plant disease detection. We study the different 
models and architectures proposed by different authors and try to identify the pros 
and cons of the proposed methodology. We also discuss the various datasets that 
have been used in research work for detecting plant diseases. Finally, we describe 
the possible challenges in implementing deep learning models and discuss the future 
roadmap that can be followed by trying to identify the research gaps. 

Keywords Agriculture · Plant diseases · Artificial Intelligence (AI) · Deep 
learning (DL) ·Machine learning · Plant disease detection 

1 Introduction 

The agricultural sector holds significant importance in the economy, serving as the 
primary means of sustenance for a significant portion of the population and playing 
a vital role in livelihoods worldwide. Here’s a brief overview of agriculture in India 
and the world.
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Fig. 1 Sector-wise contribution to GDP of India [2] 

Agriculture in the World: Over 26% of the world’s workforce is employed in the 
agriculture sector, which is an important one. The agricultural sector only made up 
4.00% of the global GDP, while in low-income nations it accounts for an average 
of 30.00% of the GDP. International trade in agriculture contributes to meeting the 
various demands of nations and the availability of food [1]. 

Agriculture in India: In India, agriculture employs about 50% of the population 
and generates close to 17.5% of the GDP. Figure 1 shows the contribution of different 
sectors to the GDP of India over the years. It plays a crucial role in the country’s 
development, alleviation of poverty, and food security. India is a major producer of 
several goods, including rice, wheat, pulses, oil seeds, fruits, and vegetables [2]. 

We can see agriculture holds great significance on a global scale and any disruption 
in agriculture can have significant impacts on various aspects, including food security, 
economy, environment, and social well-being. Agriculture faces various challenges, 
including fragmented landholdings, dependence on monsoons, crop damage due to 
plant diseases, water scarcity, inadequate infrastructure, post-harvest losses, farmer 
indebtedness, and market volatility. One such biggest challenge faced in agriculture 
is plant diseases. Plant diseases can lead to significant economic losses by reducing 
crop yields, quality, and market value. They can affect both food crops and cash 
crops, impacting farmers’ livelihoods and global food supplies. 

The five main crops grown across the world include wheat, rice, maize, soybeans, 
and potatoes—contributing roughly 18.3, 18.9, 5.4, 3.3, and 2.2 percent of the calories 
consumed worldwide, respectively. Each of these crops has an estimated 21.5, 30.0, 
22.6, 21.4%, and 17.2% loss worldwide as a result of illnesses and pests infecting 
these plants [3]. Figure 2 shows the percentage of crop loss caused by different plant 
pathogens.

At the current time deep learning [5] has spread across different domains and areas 
with advancements in hardware and technologies and the same can be employed in 
the field of agriculture. In this paper, we try to review different plant disease detection
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Fig. 2 Crop loss by plants 
pathogens [4]

techniques based on deep learning. This study’s key contribution can be summed up 
as follows:

● To provide a comprehensive review of the current research work by utilizing deep 
learning for plant disease detection.

● Study and discuss the pros and cons of different models and architectures proposed 
for plant disease detection.

● Identify the challenges and limitations for future research direction. 

The paper is organized with Sect. 2 giving background about plant diseases and 
deep learning and its components. Section 3 provides information on different plant 
disease datasets available and the latest research work done utilizing deep learning 
for plant disease detection. Section 4 describes the various limitations and research 
gaps that need to be addressed in the future. Section 5 gives the conclusion of this 
study work. 

2 Background 

2.1 Plant Diseases 

Plant diseases refer to the abnormal conditions or disorders that affect plants, leading 
to a decline in their health, growth, and productivity. These diseases can be caused 
by various factors, including pathogens, parasitic plants, and abiotic factors (such as 
nutrient deficiencies, extreme temperatures, and pollution). Here, we discuss different 
types of plant diseases [6]:

● Fungal Diseases: Fungi can impact various parts of plants including leaves, stems, 
fruits, and roots. Some common types of plant fungal diseases include powdery 
mildew, rust, downy mildew, smuts, leaf spots, and root rots.

● Bacterial Diseases: Bacteria can infect plants and cause various diseases like 
bacterial blight, bacterial canker, crown gall, and bacterial wilt. Wilting, leaf spots, 
cankers, or galls are some examples of the symptoms of bacterial infections.
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● Viral Diseases: Viruses, such as mosaic viruses, leaf curl viruses, and necrotic ring 
spot viruses, are contagious agents that can harm plants. Symptoms of viral infec-
tions frequently include stunted or deformed development, yellowing, mosaic 
patterns, and leaf mottling.

● Nematode Diseases: Microscopic worms that can parasitize plant roots are the 
cause of nematode infections, which include cyst nematodes and root-knot nema-
todes. Plants that are impacted could exhibit signs of growth stunting, root galling, 
or nutritional shortages.

● Parasitic Plant Diseases: Diseases caused by parasitic plants include dodder and 
witchweed, which physically attach to their host plants and siphon off nutrients 
and water.

● Abiotic Diseases: Various abiotic factors like extreme temperatures, nutrient 
imbalances or deficiencies, water stress, chemical toxicity, or air pollution can 
cause plant illnesses. These illnesses can cause tissue death (necrosis), chlorosis 
(yellowing), or an overall decline in plant health. 

It’s important to note that the specific types and names of plant diseases can vary 
across different plant species, regions, and environmental conditions. Figure 3 shows 
sample images of some of the plant diseases. Proper diagnosis and identification of 
plant diseases are crucial for implementing effective disease management strategies. 

Fig. 3 Sample images of plant diseases
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2.2 Deep Learning 

Deep learning is a subfield of machine learning that focuses on building artificial 
neural networks that can learn from complicated data and make predictions based on 
that data. These networks are modeled after the structure and operation of the neural 
network in the human brain. The key components of a deep learning architecture are 
as follows:

● Input Layer: It is the first layer in the model that receives the input data or features 
that are fed into the deep learning model. A feature or property of the input data 
is represented by each neuron in the input layer. The input layer is connected to 
hidden layers.

● Hidden Layers: Deep learning models have one or more hidden layers associated 
with them. The hidden layer is composed of multiple neurons that are connected 
to one another. The weighted sum of the inputs received from the last layer is 
performed for each neuron in the hidden layer, which is followed by applying 
the activation function to finally produce an output. The hidden layer helps the 
network learn complex information and extract hierarchical features from the 
input data.

● Activation Functions: Activation functions are used to add nonlinearity to the 
network. Some of the commonly used activation functions are sigmoid, hyperbolic 
tanh, Rectified Linear Unit, etc. This nonlinearity helps the network learn the 
complex patterns and relationships from the data.

● Weight Parameters: The connections between neurons in different layers are 
associated with weight parameters. These weights are adjusted to minimize the 
loss function during the training of the model, using techniques like gradient 
descent and backpropagation.

● Output Layer: It is the final layer of the model which produces the final output 
or predictions based upon learned knowledge from the previous layers. The acti-
vation function and neurons in the final layer depend upon the nature of the task 
being performed.

● Loss Function: The difference between the actual output and the expected output 
is measured by the loss function. During model training, the weights are adjusted 
using the gradients of the loss function to enhance the model’s ability to predict 
outcomes.

● Optimization Algorithm: Optimization algorithms are used to adjust the weights 
and bias associated with the neurons using the gradients of the loss function. Some 
commonly used optimization algorithms are stochastic gradient descent, Adam, 
AdaGrad, etc. These algorithms decide how much weight should be updated and 
in what direction to iteratively boost the model’s performance. 

Deep learning architectures can vary depending on the specific task or application. 
Well-known architectures encompass convolutional neural networks (CNNs) [7] that 
excel in image and video processing, recurrent neural networks (RNNs) [7] which 
are ideal for handling sequential data, and transformer models that are widely used in
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Fig. 4 General deep learning framework for plant disease detection 

natural language processing tasks. These architectures incorporate specialized layers 
and components to handle the unique characteristics and challenges of different data 
types and tasks. Figure 4 shows a general deep learning framework for plant disease 
detection. 

3 Related Work 

3.1 Literature Survey 

In recent years, extensive work has been done using deep learning toward plant 
disease detection. This literature review seeks to give an overview of the major 
advancements and developments in deep learning-based plant disease detection. The 
literature survey highlights the rapid advancements and significant contributions of 
deep learning techniques in plant disease detection. Deep learning-based models 
tend to show better accuracy and performance in comparison with other methods 
provided quality data is available to train and evaluate the model. Some of the recent 
works are discussed below: 

Gehlot et al. [8] proposed an architecture named EffiNet-TS, which consists of two 
classifiers and one decoder. The proposed model is based on state-of-the-art Teacher/ 
Student architecture built around EfficientNetV2. The suggested model highlights 
the important feature for classifying plant disease, which improves classification
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and offers a clearer visual representation of specific plant disease symptoms. Many 
authors have used state-of-the-art object detection algorithms with some internal 
modifications to improve the performance. Li et al. [9] proposed an integrated model 
that combines single-stage and two-stage target detection networks. The single-stage 
network is built upon the YOLO with internal structure optimization. The two-stage 
network, on the other hand, is based on the Faster R-CNN (Region Convolutional 
Neural Network). Initially, the target frames are clustered using clustering techniques 
followed by the integration of two models to perform the disease detection task. 
Another author Mahum et al. [10] proposed a model based on DenseNet-201 for 
classifying potato leaves into five different categories. 

Some of the authors have proposed a novel deep learning model for plant disease 
detection like Yu et al. [11] and Ramamoorthy et al. [12] both the authors proposed 
a novel deep learning-based model with the former proposing a model based on 
inception convolution and vision transformer and the latter based on MobileNet V1 
architecture. Wang et al. [13] proposed a lightweight model which is based on state-
of-the-start YOLOV5 architecture for plant disease detection which has better accu-
racy and performance in comparison with other state-of-the-art techniques. Another 
author Elaraby et al. [14] proposed a model based on AlexNet for classifying the 
diseases in plants and use of Particle Swarm Optimization (PSO) for feature selection 
which helped in optimizing the performance of the overall model. 

Saleem et al. [15] proposed a model named region-based fully convolution 
network (RFCN). The author also studied the use of different data augmentation 
techniques and the effect of hyperparameter tuning on the performance of the model. 
Shah et al. [16] proposed a model named ResTS (Residual Teacher/ Student) which is 
based on CNN architecture. It consists of two classifiers and a decoder. The proposed 
model is capable of finer visualization for disease detection. Panchal et al. [17] 
performed a comparative study on four models, namely Inception-v3, ResNet50, 
VGG16, and VGG19. The author also performed parameter tuning on these models 
to obtain better results and gave insights for each of these models. 

The studies discussed demonstrate the effectiveness of deep learning models, such 
as CNNs, in accurately identifying and classifying plant diseases across various crops 
and imaging modalities. In Table 1, we highlight the key findings of our literature 
review and perform a comparative study of the different models proposed for plant 
disease detection. The various deep learning approaches that have been studied can 
prove to be highly beneficial to the farmers in monitoring and identifying the different 
types of diseases and taking appropriate action.

3.2 Datasets 

Datasets play a crucial role in deep learning-based models, and they tend to show 
better accuracy and performance in comparison with other methods provided quality 
data is available to train and evaluate the model. Some of the commonly used datasets 
are discussed in brief and mentioned in Table 2.
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Table 2 Datasets used in plant disease detection 

Dataset name No. of images Year released 

Plant pathology 2021—FGVC8 [18] 23,249 2021 

DiaMOS plant dataset [19] 3505 2021 

PlantDoc [20] 2598 2019 

RoCoLe dataset [21] 1560 2019 

BRACOL dataset [22] 1747 2019 

PlantVillage dataset [23] 54,303 2015 

The Plant Pathology 2021—FGVC8 [18] is a dataset for apple foliar disease 
detection in apple plants released in the year 2021. Another dataset released in the 
year 2021 is the DiaMOS [19] plant dataset belonging to pear fruit which consists 
of 3505 images of leaves belonging to four different classes of disease. 

The PlantDoc [20] dataset consists of 2598 images of 13 plant species belonging 
to 17 different classes of disease released in the year 2019. RoCoLe [21] dataset was 
also released in the year 2019 focusing on the Robusta Coffee Leaf image divided 
into 6 classes. BRACOL [22] dataset was also released in the year 2019 consisting 
of 1747 images focusing on Arabica coffee leaves affected by different diseases 
belonging to five different classes. 

PlantVillage [23] is one of the most extensively used datasets in different studies. 
The PlantVillage dataset consists of high-quality images of diseased and healthy 
plant leaves captured under controlled conditions. It consists of a total of 54,303 
images spanning across 14 crop species. The dataset contains images depicting a 
wide range of plant diseases caused by fungi, bacteria, viruses, and other pathogens. 

4 Research Gap 

From the above literature review in Table 1, we identify various limitations that can 
be addressed in the future. Following are the research gaps we could identify from 
this study:

● Generalization: Most of the research work has been performed using the PlantVil-
lage dataset but it may not represent a practical real-world scenario as it was 
developed under a controlled environment. The generality of the algorithms is 
impacted by this issue, making them unsuitable for real-world deployment.

● Limited scope: Most of the study focus only on plant leaf disease detection but 
diseases may also be associated with other organs of plant like stem, fruits, etc. 
Hence there is a need for comprehensive plant disease detection beyond the leaf 
organ of plants.
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● Recognition efficiency at the cost of inference efficiency: The vast majority 
of current studies concentrate on recognition efficiency while ignoring inference 
efficiency, which restricts their practical real-world application.

● Small datasets: Dataset is very crucial for deep learning-based models for better 
performance and accuracy. There are limited and small datasets for plant disease 
detection which needs to be addressed.

● Multiple disease detection: Furthermore, it hasn’t been done to simultaneously 
detect several illnesses in a single plant organ. Also, the effectiveness of the 
same optimized/modified model has not been studied in complicated horticulture 
settings consisting of different crops. 

5 Conclusion 

This paper aims to provide a comprehensive review of the latest research work by 
utilizing deep learning for plant disease detection. Large datasets and advances in 
deep learning architectures have allowed researchers to detect plant diseases with 
high accuracy rates, outperforming earlier techniques and enabling quick and accu-
rate diagnosis. Deep learning is advantageous for detecting plant diseases because 
it has the potential for real-time monitoring and is scalable for use in large-scale 
agricultural applications. Deep learning algorithms can be used to develop intelligent 
systems that can identify diseases early on, assisting with timely disease management 
decisions. The various deep learning approaches that have been studied can prove 
to be highly beneficial to the farmers in monitoring and identifying the different 
types of diseases and taking appropriate action, which would ultimately prevent crop 
wastage and financial loss to the farmer. After a thorough analysis and study, we 
could identify some limitations and research gaps that could be addressed in the 
future work. Future research directions might also involve combining deep learning 
with cutting-edge technologies like drones and the Internet of Things (IoT). 

In conclusion, deep learning-based plant disease detection has enormous potential 
to transform crop protection and disease management techniques. Deep learning 
techniques will continue to evolve, along with the incorporation of complementing 
technology, opening the door for more precise, effective, and sustainable agricultural 
practices that will ultimately improve crop health and contribute to global food 
security. 
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A Robust Driver Distraction Estimation 
Technique for ADAS Applications 

Sriman Sathish, S. Ashwin, S. Manish, Nishanth S. Shukapuri, 
Mayur S. Gowda, and Viswanath Talasila 

Abstract Road accidents account for significant economic and personal costs, and 
the cognitive state of the driver is one of its major causes. We propose a novel approach 
for a driver monitoring system (DMS) to detect the cognitive state of the driver in real 
time using object detection. For this, we have used data from 19 different drivers in 
diverse traffic conditions in Bengaluru with over 7 h of driving time. We have chosen 
the YOLOv5 algorithm for our classification model with three categories, namely 
focused, sleepy (eyes closed or yawning), and distracted (looking away from the 
road). A magnetometer integrated with this model effectively categorizes distracted 
head turns while discerning them from deliberate and desirable head movements; this 
improves the robustness of classification. Velocity is computed using an onboard GPS 
unit, and the readings are used to determine if the vehicle is stationary in which case 
the detections are ignored. Experiments conducted on 19 people showed that our 
system has an average accuracy of 96.90% for this three-class classification model. 
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1 Introduction 

Road traffic accidents are a major cause of death and disability, with over 1.3 million 
fatalities [1], underscoring the urgent need for improved road safety measures. 
According to a report by the National Highway Traffic Safety Administration 
(NHTSA) in 2019, drowsy driving was a factor in an estimated 96,000 crashes, 
resulting in over 800 deaths and 52,000 injuries in the USA [2]. A study conducted 
by NHTSA in 2019 [3] showed that distracted driving was the cause of one-third 
of all accidents. Driver behavior plays a significant role in road safety, and driver 
monitoring systems (DMS) are emerging as a promising technology for improving 
driver safety with other ADAS systems as well. The system uses various sensors and 
algorithms to monitor the driver’s behavior and detect signs of fatigue, distraction, 
or inattention. When the system detects such behavior, it can issue an alert to the 
driver, warning them to take corrective action or pull over if necessary. 

The focus of this work is to determine the cognitive state of drivers using object 
detection while ensuring that false estimates are significantly reduced. Specifically, 
generating a diverse dataset of driving data of multiple drivers in different traffic 
conditions, then training a machine learning model using the YOLOv5 algorithm. 
The novelty in our approach is the GPS and compass sensors being incorporated into 
the driver monitoring system (DMS) which enable false detections to be signif-
icantly reduced. The remaining sections of the paper are structured as follows. 
Section 2 provides a review of the existing literature on driver state monitoring. 
Section 3 includes details about the data collection process, the selection of partici-
pants or subjects, and the devices employed for data acquisition. Building upon this 
foundation, Sect. 4 introduces the methodology, techniques, and algorithms that are 
employed to monitor the state of drivers effectively. Sections 5 and 6 will delve into 
a discussion of the results obtained and the classification accuracies. 

2 Literature Survey 

The automotive industry today uses proprietary technologies for driver monitoring 
[4]. Attention Assist is a system developed by Mercedes-Benz that recognizes 
steering patterns of the driver at the beginning of the journey and then monitors 
the braking and acceleration to analyze the driver’s concentration [5]. Toyota built 
an advanced driver assistance system (ADAS) that uses a camera affixed to the 
steering wheel which detects eye and head movement to determine if the driver is 
looking forward [6]. We have taken a similar approach, by mounting a camera on the 
driver-side sun visor to monitor the driver’s face. Eyesight driver assist technology 
is a driver drowsiness detection system developed by Subaru [7]. It has a camera 
unobtrusively placed near the rear-view mirror that scans the road, monitors traffic 
movement, and warns if drivers sway outside the lane.
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Francisco Vicente et al. [8] proposed an inexpensive vision-based system to 
detect eyes off the road (EOR). The system comprises three components: facial 
feature tracking, head pose estimation, and eye gaze estimation. This model achieved 
an overall accuracy of 90%. This system does not require any driver-dependent 
calibration or manual initialization. 

Kashevnik et al. [9] proposed a system that utilizes smartphone sensors for 
detecting dangerous states for a driver in a vehicle. The smartphone camera is used 
to detect the driver’s face. This information captured, along with other sensor data, 
is used to detect drowsiness, distraction, and aggressive driving that can lead to 
road accidents. Along with this, a cloud-based architecture is used to capture driver 
metrics and personalize the smartphone application for the driver. 

A potential drawback with current literature is that false detections of a cognitive 
state may be high during certain driving conditions (such as taking turns). Here, 
the driver needs to constantly shift their focus in a large field of view, and existing 
algorithms may classify this as distracted driving. Thus, classification accuracy may 
be reduced. In this work, an elementary sensor fusion was used to significantly reduce 
such classification errors and thereby improve classification robustness. 

YOLOv5 belongs to the you only look once (YOLO) [10] family of computer 
vision models. Specifically designed for object detection, YOLOv5 generates 
features from input images, which are subsequently processed through a prediction 
system. This system draws bounding boxes around objects and predicts their respec-
tive classes. YOLOv5 facilitates accurate detections at a high framerate compared to 
other more traditional object detection models and older versions of YOLO, which is 
imperative as it allows us to gauge the duration of drivers’ blinks in units of fractions 
of a second to judge if they are fatigued. 

For the default batch size of 16, YOLOv5 achieves 140 fps while YOLOv4 
achieves 50 fps. A Tesla p100 GPU was used to obtain these results. Even with 
a sizable increase in fps, YOLOv5 maintains a mean average precision similar to the 
previous version. Lastly, the weights for a YOLOv5 model are 90 percent smaller 
than the weights of a YOLOv4 model. For the aforementioned reasons, YOLOv5 
was chosen. 

3 Experimental Setup with Dataset Description 

19 drivers participated in this experiment; data was collected with a camera affixed 
to the driver-side sun visor as shown in Fig. 1. Video data was recorded at 60fps 
1080p for training using GoPro Hero (2018)—testing was carried out in real time 
using Intel RealSense d435i, and the videos collected using the GoPro were passed 
through the model for testing. To ensure that the classification model is robust across 
data collected from different cameras, data from two different cameras was collected.

A brief description of the dataset is given below

• Driving Hours Recorded—7 h.
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Fig. 1 Experimental 
arrangement indicating 
camera placement Camera position 

Table 1 Definition of the three classes 

Focused When the driver pays attention to the road and does not look in any other direction 

Sleepy When they either yawn or close their eyes for more than 2 s 

Distracted When a driver’s visual attention is diverted from the road, either by looking away or 
by their head being turned or tilted at an angle equal to or exceeding 45° away from 
the road 

• Number of drivers—16 male and 3 female. 
• Age of drivers—between 21 and 52. 
• Traffic conditions—usual Bengaluru traffic and highway travel. 
• Approximate distance traveled—185 km. 
• Size of total data collected in GB—3.08. 
• Cameras used: GoPro Hero (2018), Intel RealSense d435i 

Table 1 gives the definition for each of the three classes, and Fig. 2 shows samples 
of collected images for each class (focused, sleepy, and distracted).

4 Methodology 

The pipeline of our approach is shown in Fig. 3. The first step is generating a diverse 
dataset of multiple people driving in different traffic conditions. Data was collected 
at different times of the day from early mornings to late evenings. We chose this 
particular position (see Fig. 1) because it gives a direct view of the driver’s face 
which allows us to easily track their head position and eye movement to accurately 
gauge the attentiveness of the driver.

The data is recorded in video format at 60 fps, 1080p resolution using GoPro Hero 
(2018). Frames were extracted from these videos and annotated using VoTT [8] as
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Focused Sleepy Distracted 

Fig. 2 Experimental arrangement showing camera FOV and showing examples of the three 
different classes for classification

Fig. 3 Snapshot of the VoTT annotation process
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shown in Fig.  3. The annotated data is then exported as JSON files and then passed 
through Roboflow along with their respective frames. Roboflow returns the data in a 
format compatible with YOLOv5’s darknet architecture with 90 percent allocated as 
training and 10% as validation data. Once the model is trained, we test its accuracy 
in real-world driving conditions. 

Figure 4 shown below describes the process of the driver monitoring system begin-
ning from capturing the drivers face while simultaneously initializing the different 
modules including magnetometer and GPS. The model is set up or started only if 
the vehicle is moving at a speed greater than 5 km/h. As soon as the velocity drops 
below the threshold, the detections are disregarded. 

Fig. 4 Flowchart of the model
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4.1 Driver Distraction Analysis with Magnetometer-Based 
Turn Detection 

To effectively analyze driver distractions and minimize false positives, it is crucial 
to detect when the car is turning to determine if the driver is focusing on the road 
or distracted by other factors. To achieve this, we extract bearing values from the 
real-time magnetometer data, which measures the magnetic field strength along the 
x, y, and z axes around the sensor. 

Initially, we collect the three magnetic field values along the three axes (µx, µy, 
and µz) from the magnetometer. By applying the arctangent function to the µx and 
µy values, we convert them into radians, resulting in a single bearing value. The 
following formula illustrates this process: 

bearing = a tan tan
(

μy 

μx

)
(1) 

The next step involves storing two consecutive bearing values and calculating 
their difference. The magnetometer sensor returns eight magnetic field values every 
second. The threshold of the bearing value difference for turning was set to 3°. This 
value was chosen after testing the sensor multiple times in real time when the car is 
taking a turn. If the difference exceeds a threshold of 3°, it indicates that the car is 
undergoing a turn. 

During a turning period, the system can then disregard or filter out any detections 
that occur, enabling a more precise evaluation of driver distractions. This filtering 
mechanism helps eliminate false-positive detections that might arise due to routine 
turning maneuvers. 

Figure 5 indicates how the change in bearing values (delta) varies when the vehicle 
is moving in a straight path. As can be seen, the bearing values are fairly close to 
zero, and in other data samples, it was observed that the bearing may go close to 2°. 
Hence, the threshold for detecting a turn has been fixed at 3°.

Figure 6 shows the change in bearing values with time when a car is taking a turn. 
Figure 6 is more spread out compared to Fig. 5 indicating the delta value starts to 
increase more during a turn than a straight path. As can be seen, the change in the 
bearing values is significantly higher than 3°, and this has been observed across all 
datasets.

4.2 Speed Calculation Using Haversine Formula 

It is expected that drivers may naturally look around their surroundings or interact 
with the infotainment system when the vehicle is at a standstill or moving at a slow 
pace without compromising road safety. Measuring the vehicle’s speed to check 
if its stationary or not, we have extracted latitude and longitude values from the
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Fig. 5 Change in bearing values with respect to time when the vehicle is following a straight path 
(data shown above is one sample from a driving experiment, similar results were observed for all 
samples in which the vehicle was moving on a straight road)

Fig. 6 Change in bearing values with respect to time when the vehicle is taking a turn (data shown 
above is one sample from a driving experiment, similar results were observed for all samples in 
which the vehicle was taking a turn)

GPS sensor of the phone to calculate the distance traveled by the car within two 
consecutive seconds. By using the Haversine formula [11], the distance between two 
points along the surface area of a sphere (earth in our case) is calculated using the 
latitude and longitude of the object. The Haversine formula is given below: 

a = sin2
(

∆lat  

2

)
+ cos lat1 ∗ cos lat2 ∗ sin2

(
∆lon 

2

)
(2) 

c = 2 ∗ a tan tan
( √

a √
1 − a

)
(3) 

d = R ∗ c (4)



A Robust Driver Distraction Estimation Technique for ADAS Applications 287

where ∆lat is the difference between the two latitudes at two consecutive seconds 
and ∆lon is the difference between two longitudes for the same time stamps. ‘R’ 
denotes the radius of the earth and ‘d’ is the distance traveled by the vehicle in that 
time period. These calculations might not be accurate for very long distances or in 
regions near the poles because they assume a simplified spherical model of the Earth. 

The threshold to judge if the vehicle is moving or stationary is set to 5 km/h. 
Thus, only when the value of ‘d’ is equal or lesser than 5, the car is determined to 
be stationary and the model can skip these detections for that duration and wait until 
the vehicle starts moving again. 

5 Experiments and Results 

After collecting data of about 7 h of driving time for 19 different people and recorded 
at 60 fps, we obtained approximately 1.5 million frames. We observed that consec-
utive frames of a high fps video had no significant differences; hence, we opted to 
consider only one out of every ten frames for our model, bringing it down to 15 fps. 
Around 82,000 frames were used to train the model, and around 7000 frames were 
used for validation. The code processes each frame at 35 ms. 

Figure 7 illustrates the fluctuation in the number of frames in which detections 
were observed the vehicle’s velocity increases in 10 km/h increments. The red hollow 
square markers represent the detections recorded when the vehicle’s speed was below 
5 km/h, which are disregarded. The blue solid diamond markers indicate the frames 
that are detected when the vehicle is moving at a satisfactory speed. An assumption 
was made that during a turn, a vehicle speed is typically less than or equal to 5 km/ 
h; this was based on all the data collected. This is of course not true in general, and 
in future work, we aim to combine velocity data with bearing angle data to decide 
when to disregard frames (for classifying distraction).

5.1 Relation Between Bearing Angles and Driver Distraction 
via Detecting Vehicle Turns 

Figure 8 illustrates the frequency of frames in which distractions were detected for 
various changes in compass values during a 30-min driving session. The data points 
marked in blue solid diamonds, which occur within the 3° threshold, represent the 
number of frames observed when the driver was actually distracted (i.e., driver was 
not taking a turn and thus should not have been distracted). The data points marked 
in red hollow squares, which occur beyond a 3° threshold, represent false detections 
made by the model, accounting for approximately one-third of the total distracted 
frames. Here, the driver was making an actual turn and naturally swivel their head 
across their field of view, and this is not considered as distracted driving. This issue
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Fig. 7 Velocity of the vehicle recorded corresponding to the number of frames in which detections 
were observed at that instance

is mitigated by incorporating a magnetometer module into the system. From the data 
collected in this experiment, it was observed that the change in bearing angles is 
greater than 3° on average (based on a 8 Hz data rate magnetometer that was used in 
this experiment) during any turn. Thus, 3° was fixed as an upper threshold to detect 
a turn. Additional driving experiments and different road geometries may lead to 
slightly different threshold for the turn detection. 

Figure 9 illustrates the correlation between bearing values (in degrees) and the 
number of frames recorded when the driver was distracted at those specific bearing

Fig. 8 The vertical and horizontal axes represent number of frames recorded during each potential 
distraction and change in bearing values, respectively. The solid blue diamonds and the hollow 
red squares differentiate between actual distractions and intentional head turns (observed when the 
driver intentionally looks both ways when taking a turn) 
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values. The red highlighted portion (Solid outline) in the graph represents instances 
where the vehicle maintains a constant direction while the driver is distracted, indi-
cating actual distractions. Additionally, Fig. 9b visually displays the trajectory of the 
vehicle during such instances. The green highlighted portion (Dashed outline) signi-
fies situations where the driver is taking a turn and their head is turning intentionally 
during the process, indicating intentional head turns. Figure 9c provides a corre-
sponding trajectory representation for this scenario. The spikes observed in Fig. 9a 
indicate instances of actual distractions, while the concentrated points correspond to 
intentional head turns.

5.2 Results Observed in Varying Lighting Conditions 

5.3 Classification Accuracies 

The evaluation process for the model’s accuracy involved recording data in multiple 
lighting conditions with varying luminescence. These recorded videos were then 
used to test the model, and the mean accuracy for each of the classes was calculated 
based on the model’s performance. 

During the testing phase, several scenarios were observed where the system could 
exhibit false-positive detections. First, when the driver is wearing sunglasses or 
shades, the camera will face difficulty in accurately identifying if the driver’s eyes are 
open or closed; hence, it becomes challenging to detect whether the driver is sleepy 
or focused. Second, in night-time or low-light conditions, the camera may struggle 
to identify the driver’s face due to insufficient illumination. As a result, it becomes 
challenging to detect the driver’s face, leading to no detections. Third, when another 
person sitting beside the driver enters the camera’s field of view, their face may be 
detected instead of the driver’s. To mitigate this, we use the azimuth elevation and 
range to capture only the driver’s face and hence obtain better results. 

Figure 10 gives an insight into the effects of different lighting conditions on the 
ability of the model to detect the driver’s face. The luminosity of the frames in the 
last row is very low, and hence, there are no detections. Figure 11. illustrates three 
different states of the driver collected at different luminosity values.

Three state-of-the-art methods, [12, 13], including MCNN, Gaze Detection, 
FastRCNN [12], are compared with our results. The Gaze Detection approach utilized 
a video processing framework, while the MCNN algorithm achieved an accuracy of 
98% when trained on 10,300 images captured on smooth terrains. However, the 
accuracy dropped to 90% when the vehicle encountered uneven or rough roads due 
to vibrations. Our model has the capability to differentiate intentional head turns 
and actual distractions which the Gaze Detection approach is unable to do. The 
mean average precision (mAP) values for different models were compared with 
SSD achieving 72.39%, FastRCNN achieving 77.65%, and MobileNetV3 achieving 
65.86% [13], and our model achieved an impressive 96.90%. Overall, our model
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See Fig 9(c) 

(a) 

(b) (c) 

Fig. 9 a Number of frames recorded during each potential distraction was detected versus bearing 
values recorded at that instant. b Top view of a vehicle going on a straight path correlating to the 
highlighted part in red (solid outline) in the above graph (a) indicating actual distractions. c Top 
view of a vehicle taking a 90° turn correlating to the highlighted part in green (Dashed outline) in 
the above graph (a) indicating intentional head turns observed during a turn
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Fig. 10 Examples of testing run at varying lighting conditions with the probability of the detected 
class. Rows (top to bottom): high, medium, low and 0 lm in that order. Columns (left to right): 
Focused, distracted, and sleepy in that order

showcased superior performance in terms of mAP, while the MCNN algorithm’s 
accuracy was influenced by road conditions and vehicle vibrations.
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Fig. 11 Luminosity plot for the three cognitive states versus classification accuracy

6 Conclusion 

The proposed driver behavior analysis system demonstrated good accuracy in 
detecting and categorizing driver states during the recorded video tests with minimal 
false detections (thus increasing the robustness of the classification accuracy). The 
use of the magnetometer and GPS has significantly improved both the accuracy and 
the robustness by being able to distinguish between turns (which create large move-
ments of the head and eye) and going on a relatively straight trajectory. The MAP 
is around 96.9%. These results indicate the system’s ability to differentiate between 
different driver behaviors. However, it is important to acknowledge certain limita-
tions, such as the model’s inability to detect driver eye movements when wearing 
sunglasses, difficulty in identifying faces in low-light conditions, and potential inter-
ference from other individuals in the camera’s field of view. Addressing these limi-
tations and refining the system’s capabilities in various scenarios will be crucial for 
further improving its overall accuracy and reliability. 
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Bayes and Bi-LSTM Models 
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Abstract Depression is a serious illness that negatively affects health and well-
being. A large population suffers from depression and they do not want to talk 
about the mental illness. The stigma associated with mental illness may discourage 
people from getting treatment thus leading to serious issues, such as social isolation, 
discrimination and self-harm. The high use of social media enables people to express 
their feeling and thoughts easily. The objective of this research is the diagnosis of 
depression in a person from his/her social media behaviour. The novel approach of the 
proposed model is to ensemble the Gaussian Naive Bayes classifier and Bi-LSTM to 
find contextual semantics of the text using Part-of-Speech (POS) tagging and Word 
Embedding. The experimental result shows the proposed model outperforms the 
state-of–the-art method and shows an accuracy of 83% on the benchmark dataset. 
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1 Introduction 

Depression is a very serious psychological disorder which affects a normal state of 
mind resulting in loss of interest in various kinds of work for the duration during which 
the patient is undiagnosed. It is different from regular mood swings in our everyday 
life. Depression alters each and every aspect of life, including relationships with 
near and dear ones [1]. An estimated 3.8% of the crowd suffering from depression 
includes 5.7% of people older than 60 years and 5% of adults (4% among men 
and 6% among women) [2]. More than 10% of pregnant women who just become 
mothers suffer from depression around the world [3]. Many serious illnesses such 
as heart disease, diabetes are developed due to depression. The most common cause 
of serious illness is depression [4, 5]. Millions of suicides occur in the world every 
year in which half of them are due to depressive disorder [5]. Among the age group 
of 15–29 years, the major cause of death is suicide. Long-term depression is caused 
by several reasons like harsh childhood, physical and mental harassment, alcohol 
addiction, work pressure, etc. [6]. Figure 1 depicts that seven out of ten teens says 
that anxiety and depression are major problem for their peers regardless of their 
gender, race and socio-economic lines. There are some other problems from which 
the youth suffer like bullying, drug addiction, poverty, etc., but anxiety and depression 
are the significant issues [7]. 

Fig. 1 Percentage of teens thinks each of the following is a problem among the peers in which 
anxiety and depression are the major problem
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Twitter produces about 6000 tweets every second or 200 billion tweets on average 
per year. Twitter is a platform that provided open-source data [8]. The increased use 
of social media among youth gives flexibility to researchers to gather and analyse 
shared content on social platforms [9, 10]. Lots of crowds suppose depression a 
taboo, to express their sentiments to their friends and family and feel free to share it 
on social media. 

NLP is an artificial intelligence technique for making computers effectively 
comprehend human language. Deep learning techniques like RNN and CNN with 
word embedding show significant accuracy in classifying text data. Various deep 
learning (DL) and machine learning (ML) methods are used to detect depressive 
disorder. 

This study deployed an ensemble model of the Gaussian Naive Bayes classifier 
and the Bi-LSTM model. Word embedding and POS tagging to find the contextual 
meaning of the text have been used in this work. Twitter datasets are used to detect 
whether an individual suffers from depression or not. 

There were the following sections in this study. The related research on depression 
detection is covered in Sect. 2. Section 3 provides the description of the methods and 
techniques used in this study. The datasets, different preprocessing methods, feature 
extraction and selection procedures are covered in Sect. 4. The model utilised in this 
investigation is discussed in Sect. 5. The method of experimentation and outcome 
are described in Sect. 6. Section 7 brings the study to a conclusion. 

2 Related Work 

Various machine learning algorithms were used by Priya et al. [11] to detect the 
mental disorder in which Naive Bayes classifier performs best. Choudhury et al. [12] 
collected data from 935 undergraduate students in Bangladesh to identify depres-
sion. After data preprocessing, they apply a machine learning algorithm to only 
577 students. They obtain the highest accuracy with the Random Forest classifier. 
Hiraga et al. [13] detect mental disorders from Japanese blogs. They used a variety 
of machine learning algorithms like multinomial Logistic Regression, Naive Bayes 
and Linear SVMs. Uddin et al. [14] used Long Short-Term Memory (LSTM) and 
deep recurrent network to identify depression on online data available in Bangla 
Language. Wu et al. [15] utilised various machine learning algorithms like Deci-
sion Trees, Logistic Regression, SVM, XG Boost and Random Forest to predict job 
burnout. Fatima et al. [16] detect postpartum depression from social media texts by 
using different machine learning techniques like SVMs, Multilayer perceptron neural 
networks and Logistic Regression. Zulfiker et al. [17] detect depressive disorder 
using different machine learning classifiers. To achieve higher accuracy, various 
feature selection techniques were used in the model. The AdaBoost classifier using 
the SelectK-Best feature selection method stands out over all other methods. Kour 
et al. [18] proposed a depression prediction model from users’ tweets using a hybrid
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of two deep learning methods, i.e. Convolution Neural Network (CNN) and Bi-
directional Long Short-Term Memory (Bi-LSTM). Islam et al. [19] use Facebook 
posts and comments to predict whether the person is suffering from depression or 
not. They employ a variety of machine learning methods in which Decision Tree has 
performed well. Sau et al. [20] utilised various machine learning approaches to find 
the presence of anxiety and depression among seafarers. Here Cat-Boost classifier 
performs best. Ansari et al. [21] proposed two models; one is hybrid which combine 
different lexicons with Logistic Regression (LR) and other is ensemble model which 
is combination of deep learning model with hybrid Lexicon-Based LR model to 
detect depression. Here, ensemble model outperforms with an accuracy of 75%. 

3 Proposed Methodology 

This study proposed a model for depression detection which classifies a text as 
depressive or non-depressive. It comprises the following steps: (1) Data collection 
which is generated by online users. (2) Preprocessing of data that involves handling 
of missing and null values, conversion of texts into tokens, filtration of punctuation 
marks and stop words, POS tagging, etc. (3) Feature extraction is performed on the 
preprocessed data using word embedding. Word embedding converts text data into 
a real-valued numerical representation. (4) The extracted features are subjected to 
feature selection in order to choose pertinent characteristics and eliminate irrelevant 
features. (5) To build a model using the Gaussian Naive Bayes classifier and Bi-LSTM 
and finally ensemble these to detect depression. Figure 2 describes the methodology 
used in this study.

4 Dataset and Extraction & Selection of Features 

4.1 Dataset Description 

Twitter is an open-source online platform where one can access data easily. Many 
users share their thoughts and feelings without any hesitation. Generally, researchers 
follow two approaches for collecting online data, i.e. either using an existing dataset 
that is publicly shared by others or searching on social media websites like Facebook, 
Twitter, Reddit, etc., to collect the data. 

In this framework, Twitter dataset is used.
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Fig. 2 Diagram of proposed method

4.2 Data Preprocessing 

A vital stage in data mining jobs is data preprocessing [22]. The information contained 
in real-world data, which is gathered from numerous sources using diverse tech-
niques, is partial, unstructured and erroneous. These kinds of facts produce ineffec-
tive outcomes. In this model, various preprocessing techniques have been employed. 
The first technique involves taking out the user handles (@username), hashtags, 
URLs, symbols, NAN-filled rows, duplicate rows, etc. 

Stop words (like is, are, am, etc.) do not play any role in the context of sentences. 
The next step is to remove  the stopwords. The  NLTK  [23] package is used to eliminate 
the stop words. After this, stemming is performed. Converting a word to its base form 
is called stemming [24]. Once the data is cleaned, the cleaned data is tokenized using 
different tokenization functions. 

Tokenizer is used to convert the string into tokens by breaking large textual data 
into small lines or words [25]. POS tagging will be done in the next stage. Each 
word is given its part of speech through a procedure known as POS tagging. POS 
tagging helps the model to understand the grammatical structure of the sentence and 
relationships between words such as Subject–Verb–object relationships can provide 
insights into the sentiments expressed in the text. For example: in the sentence, I feel 
extremely sad and hopeless, POS tag for ‘extremely’—Adverb, ‘sad’—Adjective 
indicates the intensity and negativity of a sentence.
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Fig. 3 Snapshot of one example from the datasets which shows that the contextual meaning of the 
word ‘hanged’ is determined by the given surrounding words of the text 

4.3 Feature Extraction 

A new set of features that are appropriate for the model are extracted using a 
feature extraction technique. Different techniques, such as Linear Discriminant Anal-
ysis (LDA) and Principal Component Analysis (PCA), word embedding, etc., are 
employed for feature extraction. In this framework, word embedding is used for 
extracting features. Word embedding is a powerful NLP tool that performs various 
tasks like semantic analysis (SA), information retrieval (IR), dependency parsing 
(DP), question answering (QA), etc. [26]. It is used to extract the feature vector of 
a word by using semantic and syntactic meanings of a text. There are several word 
embedding methods such as Word2Vec, GloVe, fastText. Word2Vec method includes 
two approaches; one is Continuous-Bag-of-Words (C-BOW) and the second is skip-
gram [27]. In this framework, C-BOW word embedding has used which predicts the 
target word from its surrounding contexts. For example, in Fig. 3 C-BOW predicts 
the target word ‘hanged’ and finds its contextual meaning based on its surrounding 
words. 

4.4 Feature Selection 

Feature selection is used to select the best features and remove irrelevant data. In 
this model, the SelectK-best feature selection technique using Scikit-learn (sklearn) 
is applied. SelectK-best operates on each feature independently and ranks them 
according to a specific statistical metric because it is based on univariate statistical 
tests. SelectK-best method chooses the feature which has the highest score value.
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5 Proposed Models 

5.1 Naive Bayes Classifier 

Naive Bayes is a Bayesian network probabilistic classifier which is based on the 
Bayes theorem. Equation 1 represents the Bayes theorem. Given the class labels, it 
assumes that the characteristics are conditionally independent of one another. 

P(x1|x2) = 
P(x2|x1)P(x1) 

P(x2) 
, (1) 

where 

• P(x1|x2) is the posterior probability of event c given event x. 
• P(x2|x1) is the likelihood which is the probability of event x given event c. 
• P(x1) is the prior probability of event c. 
• P(x2) is the prior probability of event x. 

5.2 Bi-directional Long Short-Term Memory (Bi-LSTM) 

Although the recurrent neural network is effective at making time-series predictions, 
it has two drawbacks: (1) gradients that disappear and explode. (2) Future data are not 
taken into account [28]. To solve the vanishing gradient issue, LSTM is implemented. 

Three gates—the input, output and forget gates—operate the LSTM. The quantity 
of information sent to the following layer is determined by the forget gate. The data 
addition and subtraction utilising different gates are shown in Eqs. 2, 3 and 4, where 
Î stands for input, Ô for output and Ḟ for forget gate. Equations 5, 6 and 7 are used 
to determine the values of several cells, including candidate, output and cell state. 

Îṫ = σ
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ŴÎ

[
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]
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where ∼̂Cṫ : candidate for cell; σ : sigmoid function; Ĥṫ−1: output; Bx ': bias;  w'
x ' : gate  

(x') weight; X '
ṫ : input; Ĉṫ : cell memory;
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Fig. 4 Structure of Bi-LSTM model. The input data Xm is processed by both layers, i.e. forward 
and backward layers and finally hidden state Hm obtained and hidden states are fused to obtain 
output Ym

∼̂Cṫ = tanh
(

Ŵĉ

[
Ĥṫ−1, X '

ṫ

]
+ Bĉ

)
, (5) 

Ĉṫ = F '
ṫ ∗ Ĉṫ−1 + Îṫ ∗ ∼̂Cṫ , (6) 

Ĥṫ = Ôṫ ∗ tanh
(

Ĉṫ

)
. (7) 

But LSTM does not resolve the second problem of RNN. As a result of which, 
Bi-LSTM is developed which solves both the problems of RNN. A Bi-LSTM is 
made up of two LSTM models, one of which accepts input forward and the other 
backward. Figure 4 [29] depicts the Bi-LSTM model’s structure. 

5.3 Ensemble 

To make the final prediction, several models’ predictions are combined using the 
ensemble. There are various ensembling techniques, e.g. Voting Ensembles, Bagging 
Ensemble, Boosting Ensemble and Stacking Ensemble. In this model, the Gradient 
Boosting Classifier as an ensemble is used.
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6 Experiments and Results 

6.1 Experimental Setup 

Google collaboratory was chosen to implement the methodology which uses Python 
3.10.12 version. 

A deep neural network of Bi-LSTM was ensembled, using a Gradient Boosting 
Classifier, with a Gaussian Naive Bayes classifier for a better classification approach. 
TensorFlow’s version 2.12.0[1] was used to build the Sequential Bi-LSTM model. 
To maintain the simplicity of the model, the number of hidden layers was confined 
to 3. Bi-LSTM layers were added with a recurrent dropout of 0.2 as it reduces the 
tendency of the model to memorise certain sequences which helps to develop the 
generalisation capacity of the model and make it robust to variations in the input 
data. In the end, two dense layers were added with ‘tanh’ and ‘softmax’ activation 
functions, respectively, to enhance the model’s performance as well as maintain 
nonlinearity. 

The loss was compiled using sparse_categorical_entropy, while the optimizer 
‘adam’ was utilised and metrics of ‘accuracy’ was used to verify the training and 
validation accuracy. 

For the second method, the Naive Bayes Classifier from the Scikit-learn library 
was trained on the dataset. The Scikit-learn library provides the SelectK-best feature 
selector which was used to obtain the selected features. By experimentation it was 
concluded that if the number of features was increased or decreased from 20, then 
the accuracy of the classifier began to degrade; therefore, 20 features were chosen 
from the vectorised dataset to train the Naive Bayes classifier. The hyperparameters 
of the model were experimented on, but in the end, the standard hyperparameters 
were chosen to train the classifier. When both the models were trained on the training 
dataset and tested on the validation dataset, the Gradient Boosting Classifier provided 
by the Scikit-learn library was put in use to carry out the ensembling procedure. 

6.2 Result Analysis 

The Scikit-learn library also provides the metrics of the ‘Classification’s Report’ 
which comprises the following evaluations: F1~score, Recall and Precision. Table 1 
shows the performance metrics of the proposed ensemble model and its comparison 
to Naïve Bayes and Bi-LSTM models. The ensemble approach outperforms and is 
achieved 83% accuracy with 83% of F1~score, 83% of Recall and 83% of Precision.

For visualising the results of the used approach, the Scikit-learn library was utilised 
to fetch the Receiver Operating Characteristic (ROC) Curve and the roc_auc_score. 
The x-label has denoted the ‘false-positive rate’ and the y-label has represented the 
‘true-positive rate’. This evaluation procedure of classification report and the ROC 
curve was applied to all the three models: Bi-LSTM, Naive Bayes and the Voting
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Table 1 Performance metrics of the proposed ensemble model and comparison of the ensemble 
model with Naïve Bayes and Bi-LSTM models 

Performance metrics Naive Bayes Classifier Bi-LSTM Ensemble (Naïve Bayes + 
Bi-LSTM) 

Accuracy 60 82 83 

Precision 73 82 83 

Recall 61 83 83 

F1-score 54 83 83

Classifier. Figure 5 represents the ROC curve of the Naive Bayes, Bi-LSTM and 
Gradient Boosting Classifier. 

Figure 5 depicts the ROC curves for the three models proposed in the current 
work. The first ROC curve is for Naive Bayes whose AUC comes out to be 60.6. 
The second curve shows results of the Bi-LSTM deep learning model with a good

Fig. 5 a–c represents the ROC curve of Naive Bayes classifier, Bi-LSTM and Gradient Boosting 
Classifier (ensemble), respectively 
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AUC of 82.5. Bi-LSTM performs much better than the traditional Naive Bayes ML 
approach which can be observed by its high AUC. The last curve is for the ensemble 
model of both Naive Bayes and Bi-LSTM. The ensemble model reaches an AUC of 
83.4, showcasing its superiority to the other two models. AUC is chosen as a metric 
as it is quite useful in comparison of various classification models. Higher the AUC, 
better will be the model’s ability to distinguish between the different classes. 

7 Conclusion 

The primary aim of this research is to identify depression in a person via social 
media texts. In this study, the Twitter dataset is used having two labels, i.e. ‘1’ and 
‘0’. ‘1’ represents depressed data, while ‘0’ represents non-depressed data. Different 
approaches like Gaussian Naive Bayes, Bi-LSTM and the ensemble of these two 
models are applied to the dataset to find out the depressive disorder. To improve the 
performance of the model, word embedding and POS tagging are used. The ensemble 
performed well with an accuracy of 83%. 

This work can be studied further by using a pre-trained model like Bi-
directional Encoder Representation from Transformers (BERTs) with word sense 
disambiguation. 
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A Deep Learning Approach 
to Computer-Aided Screening and Early 
Diagnosis of Middle Ear Disease 

Ankit Kumar Singh, Ajay Singh Raghuvanshi, Anmol Gupta, 
and Harsh Dewangan 

Abstract This article introduces a deep learning approach to computer-aided 
screening and early diagnosis of middle ear diseases such as earwax, otitis externa, 
tympanosclerosis, and ear ventilation tubes. The timely detection of middle ear 
conditions is crucial for effective treatment and prevention of complications. The 
proposed system utilizes a deep neural network trained on a large dataset of middle 
ear images obtained through advanced diagnostic imaging techniques. The system 
automatically analyzes these images by leveraging deep learning to provide accurate 
and efficient screening and diagnostic support. The proposed system aims to assist 
healthcare professionals in accurate and efficient early diagnosis and screening of 
critical conditions, leading to improved patient outcomes and optimized treatment 
plans. The proposed model presents a deep learning 2D-CNN model for binary and 
multi-class classification of ear diseases in medical healthcare. The results demon-
strate its effectiveness and superiority compared with the traditional machine learning 
approaches. 

Keywords 2D-convolutional neural networks · Tympanic membrane · Otitis 
externa · Image classifications · Otoscopic images 

1 Introduction 

Ear and mastoid disease is common and can easily be treated with early medical care. 
However, if one does not get prompt detection and the right care, it could have conse-
quences like hearing loss. The initial stage in evaluating ear and mastoid disorders in 
a clinic involves a physical examination using traditional otoscopy and asking about
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a patient’s history. However, non-otolaryngologists employing otoscopy for diag-
nosis are prone to making mistakes. As per the research till now, there are machine 
learning systems for automated diagnosis of ear disease using otoscopic images, 
which divided the tympanic membrane into five groups based on the presence of 
cerumen impaction, acute otitis media, otitis media with effusion, otitis media with 
perforation, and normal eardrum. This work uses deep learning for otoscopy images 
of the eardrum and the external auditory canal (EAC) to provide a trustworthy diag-
nosis of acute otitis media [1], chronic suppurative otitis media, earwax, otitis externa 
[2], tympanosclerosis, and ear ventilation tube. For clinical use, most ear ailments 
that can be identified by otoendoscopy in clinics fall under these categories. For this, 
we present an ensemble classifier established on the top of deep neural networks 
as determined by ear image analysis. Ear diseases significantly impact individuals’ 
quality of life and well-being, affecting their hearing ability and overall health. It’s 
been a matter of concern to have an accurate and timely diagnosis of ear diseases 
for appropriate medical intervention and treatment planning. In recent years, deep 
learning has been introduced in various healthcare sectors. Most of these studies 
utilize the well-known supervised deep learning concept of 2D-convolutional neural 
network (CNN) with transfer learning, which shows promising results in various 
medical applications [3], including image classifications. This research paper inves-
tigates the application of transfer learning for classifying ear diseases from medical 
images, aiming to improve the efficiency and accuracy of diagnosis in otolaryngology. 

Transfer learning is reusing and fine-tuning public CNN models already trained 
on raw images for a particular application. Transfer learning leverages the pre-trained 
models on large datasets from a source domain to solve problems in a target domain 
with limited data. By utilizing the knowledge learned from convolutional neural 
networks, transfer learning enables the efficient training of deep neural networks on 
smaller datasets, thereby addressing the limitations of insufficient labeled data in 
medical imaging. A key element of transfer learning is pre-trained models. These 
models are typically trained on large-scale datasets, such as ImageNet or COCO [4], 
for tasks like image classification, object detection, and natural language processing. 
The pre-trained models learn high-level features and representations from the source 
domain data, capturing rich patterns and semantics. The introduction of endoscopy 
in otoneurology clinics and ear surgeries has revolutionized the examination and 
treatment of middle ear pathologies. The tympanic membrane (TM), a vital middle ear 
component, plays a crucial role in sound transmission and can be affected by various 
pathologies. Structural changes in the tympanic membrane due to infections like acute 
otitis media, otitis media with effusion (OME) [5], and chronic otitis media (COM), as 
well as perforations caused by trauma, can lead to compromised sound transmission 
and conductive hearing loss. Among the factors affecting sound transmission, the 
thickness of the tympanic membrane has been identified as a significant contributor. 
Otoscopic examination is an essential diagnostic tool that allows for the accurate and 
efficient observation of the external auditory canal (EAC) [6], TM, and middle ear 
conditions. It has been a valuable technique for evaluating and diagnosing various ear 
pathologies. Since the 1990s, endoscopy has been introduced in otoneurology clinics 
and used in simple ear surgeries. Compared with microscopy, endoscopy provides
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a broader and higher quality field of view, making it particularly advantageous in 
pediatric patients [7]. Its accessibility through the EAC simplifies the examination 
process. In most cases, the external auditory canal (EAC) was found between the 
ages of 8 and 18 years old; in addition to the cases, 21,235 matched controls were 
included. 

The mortality in cases and controls were similar; 1472 cases (13.9%) and 2791 
controls (13.1%) died during the diagnosis [8]. 

2 Methodology 

2.1 Dataset Collection 

Patient selection and data acquisition are crucial steps in researching ear diseases, 
especially when obtaining images for analysis. In this paper, patient selection and data 
acquisition were carried out at Dicle University Medical School, Turkey. The dataset 
acquired is 769 otoscopic, segmented, and labeled middle ear images, of which 
650 are normal, 119 are AOM-infected images, and 63 are CSOM-infected images 
[21]. A systematic approach was followed to ensure appropriate patient selection. 
Patients with suspected ear ailments, including acute otitis media, chronic otitis media 
(COM), otitis externa, tympanosclerosis, and ear ventilation tubes were considered 
for inclusion in this study. The selection criteria included patients of different age 
groups, both pediatric and adult, to capture a diverse range of cases and provide a 
comprehensive dataset. A set of otoscopic tests and endoscopy were used to collect 
the images. The test is suitable for an external auditory canal (EAC) and tympanic 
membrane (TM). An endoscopy was performed using specialized equipment for 
broader visualization and documentation. The endoscope provided a broader field of 
view and higher quality imaging than traditional microscopy [19]. It allows for clear 
visualization of the tympanic membrane, middle ear, and associated pathologies and 
facilitates accurate diagnosis and classification of ear diseases. 

Ethical considerations were ensured during the data acquisition, and patient confi-
dentiality was maintained. Informed consent was obtained from the patients or their 
guardians before including them in the study. The data acquisition process adhered 
to the guidelines and protocols set by the institutional ethics committee to protect 
the rights and well-being of the patients. Overall, patient selection and data acqui-
sition at AIIMS, Raipur followed a systematic approach encompassing a diverse 
group of patients with suspected ear diseases. High-quality images were acquired by 
employing otoscopic examination and endoscopy, enabling accurate classification of 
ear diseases for the research paper.
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2.2 Data Classification and Labeling 

To conduct research on ear diseases for the abovementioned paper, a crucial step 
involved labeling the acquired images with appropriate annotations. AIIMS Raipur’s 
team of qualified experts, including otolaryngologists and audiologists, meticulously 
labeled the images using a standardized annotation protocol. The labeling process 
involved categorizing the images into classes based on the specific ear disease being 
investigated. The identified classes for labeling included acute otitis media (AOM), 
chronic suppurative otitis media (CSOM), earwax, otitis externa, tympanosclerosis, 
and ear ventilation tube [9]. Medical experts test each image to identify the presence of 
the specific ear disease. For example, in cases of AOM and CSOM, the characteristic 
signs such as fluid accumulation, inflammation, and perforations were identified and 
labeled. The labeled images serve as a valuable dataset for training and evaluating 
the deep learning model proposed in the paper. By accurately annotating the images 
with specific ear diseases, the dataset provides a foundation for developing a robust 
computer-aided screening and diagnosis system. As shown in Fig. 1, accurately 
labeling the images with AOM, CSOM, earwax, otitis externa, tympanosclerosis, and 
ear ventilation tube classifications enhances the research’s validity and reliability. It 
enables the deep learning model [10] to learn and recognize patterns associated with 
each ear disease, facilitating accurate classification and diagnosis. 

A convolutional neural network (CNN) model was trained using a diverse 
dataset comprising labeled images representing AOM, CSOM, earwax, otitis externa, 
tympanosclerosis, and ear ventilation tube. The dataset encompasses visual repre-
sentations of these specific ear diseases as described in Fig. 2a, b. Training the CNN 
model on this dataset allowed it to classify and distinguish between different ear 
conditions accurately. This trained neural network is a powerful tool for automated

Fig. 1 Decision tree for labeling of otoendoscopy images and eight diagnostic classes that were 
used [21] 
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(a) Normal eardrum (n = 535) (b) Earwax (n = 140 ) 

(a) 

(a) Ear Ventilation 
Tube (n = 16 ) 

(b) Otitis Externa (n = 41 ) (c)  Tympanoskleros (n = 28) 

(b) 

Fig. 2 a Binary classification [21]. b Multi classification [21] 

identification and diagnosis of ear diseases, contributing to improved healthcare 
practices and aiding in timely and effective interventions. 

2.3 Training 2-D Convolution Neural Network Model 

Ear diseases, such as acute otitis media (AOM), chronic suppurative otitis media 
(CSOM) [10], earwax impaction, otitis externa, tympanosclerosis, and ear ventila-
tion tube placement can significantly impact auditory health. Traditional diagnostic 
methods for these conditions rely on visual examination by trained experts, which 
can be subjective, time-consuming, and prone to human error. In recent years, deep
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learning approaches, particularly convolutional neural networks (CNNs), have shown 
great promise in automating the diagnosis of medical conditions using image data. 
In this paper, we propose a deep learning CNN model (as discussed in Fig. 3) for  
the automated diagnosis of ear diseases. One common preprocessing step is resizing 
the images to a common shape, such as 64 × 64 pixels, which facilitates efficient 
processing and reduces computational requirements. Additionally, pixel values are 
normalized to a range of 0–1 to mitigate the influence of varying intensity levels 
[11]. This normalization step ensures that all images are on a similar scale, allowing 
the model to learn effectively from the data. Moreover, the dataset is further split 
into training and validation sets to prevent bias during training. Convolutional layers 
apply convolution operations to the input images, capturing relevant features such as 
edges, textures, and patterns. These layers leverage filter kernels to convolve across 
the input, extracting low-level and high-level features.

Data augmentation techniques are applied during training to enhance the model’s 
performance and prevent overfitting. Data augmentation involves creating additional 
training data by applying various transformations to the existing images. The Image 
Data Generator class from the Keras library is employed for this purpose. Augmenta-
tion techniques include shear range, zoom range, and horizontal flip. Applying these 
transformations expands the training dataset, increasing its diversity and allowing 
the model to learn more robust and generalized features. This data augmentation 
process [12] helps to overcome limited training data and improves the model’s ability 
to handle variations and noise in real-world ear images. Once the model architecture 
and data preprocessing steps are defined, the model is trained using the augmented 
dataset. During training, the model iterates over the dataset for several epochs. Each 
epoch represents a complete pass through the entire dataset, during which the model 
updates its parameters based on the optimization algorithm. The Adam optimizer, a 
popular optimization algorithm, is used for training deep learning models due to its 
adaptive learning rate and efficient convergence properties. The model is optimized 
by minimizing the categorical cross-entropy [13] loss function, which measures the 
dissimilarity between predicted and true class probabilities. The model learns to accu-
rately classify ear disease images through the iterative training process, adjusting its 
internal parameters to minimize the training loss and improve its predictive capabili-
ties. After training, the model’s performance is evaluated using a separate validation 
set not used during training. The validation set provides an unbiased assessment 
of the model’s generalization ability to unseen data. Accuracy and loss metrics are 
calculated to gauge the model’s diagnostic accuracy and convergence. A high valida-
tion accuracy and low validation loss indicate that the model has learned to classify 
ear disease images accurately and performs well on unseen data. Evaluating the 
model’s performance on the validation set helps to identify potential issues such as 
underfitting or overfitting. 

The test findings highlight the model’s performance inappropriately catego-
rizing distinct circumstances about ear disorders. A proper evaluation of confu-
sion matrix through its validation testing. These metrics comprehensively assess 
the model’s diagnostic capabilities and highlight its proficiency in distinguishing 
between different ear diseases. For example, high precision indicates a low false
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Fig. 3 Convolution 2-D 
layer CNN model

positive rate, while high recall indicates a low false negative rate. By analyzing these 
metrics across different classes, we have identified its strength and limitation and 
their potential to revolutionize the healthcare sector.
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2.4 Training ResNet101 Transfer Learning Model 

Transfer learning is a deep learning approach that enables the information acquired 
from solving a certain problem to be transferred to another that is unrelated yet chal-
lenging. It involves leveraging pre-trained models, which have been trained on large-
scale datasets, to extract useful features and patterns from images. These pre-trained 
models have learned to recognize various visual concepts and have captured rich data 
representations [14]. By transferring this knowledge to a new task, transfer learning 
enables effective learning even with limited labeled data. In transfer learning, the idea 
is to use a pre-trained model as a feature extractor by removing the final classification 
layer and connecting a new classifier specific to the new task. This approach avoids 
training a model from scratch, which can be computationally expensive and time-
consuming. Instead, the pre-trained model is fine-tuned on the new dataset, adjusting 
the weights to adapt to the task. It involves several steps, which are mentioned in 
detail. 

First, a pre-trained model is selected based on its performance and compatibility 
with its target task. Several models, like VGG, ResNet, and Inception [15] have  
been trained on large-scale image classification, such as ImageNet. Once a pre-
trained model is chosen, the next step is to remove the top layers, including the final 
classification layer. These top layers are task-specific and must be replaced with new 
layers suited to the new problem. The lower layers, responsible for learning low-level 
features like edges and textures, are retained as they capture general useful image 
representations across various tasks. After removing the top layers, the remaining 
layers are frozen, meaning their weights are not updated during training. This ensures 
that the pre-trained weights, which have learned valuable features, are preserved. 
The most significant advantage of transfer learning is that it allows effective learning 
even with limited labeled data. Instead of starting the learning process from scratch, 
the pre-trained model already knows various visual concepts. This knowledge is 
transferred to the new task, enabling the model to make better predictions with 
fewer training samples. Transfer learning is particularly useful when collecting large 
labeled datasets which may be time-consuming or expensive. The objective is to 
minimize the loss function, typically cross-entropy loss, by adjusting the network 
layers’ weights and biases. Training ResNet101 is computationally intensive and 
requires access to significant computational resources, such as graphics processing 
units (GPUs). 

The ResNet101 model to detect ear disease starts by importing Keras applications. 
ResNet module: It is initialized with the input shape parameter corresponding to 
the desired image size and three channels (RGB). The weights argument is set to 
‘image Net,’ which loads the pre-trained weights from the ImageNet dataset. The 
top parameter is false, excluding the fully connected layers at the network’s top. 
To preserve the pre-trained weights [16], all layers in the ResNet101 model are set 
to non-trainable using a loop. This ensures that only the newly added layers will be 
trained. Custom layers are added to the ResNet101 model for classification purposes. 
The output of the ResNet101 model is flattened using the flatten layer, followed by a
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fully connected dense layer with 224 units and a ReLU activation function. Finally, a 
dense layer with the number of classes obtained from the len(folders) and a softmax 
activation function is added to generate class predictions. The complete model is 
created by specifying the input and output layers using the model class from Keras. 
The inputs parameter is set to res. Input represents the input layer of the ResNet101 
model [17], and the outputs parameter is set to prediction, representing the output 
layer defined earlier. After that, the model is compiled by specifying the loss function 
as categorical cross-entropy, the optimizer as Adam, and the accuracy metric. This 
step prepares the model for training. 

3 Result 

The comparative analysis of eardrum disease image classification using convolutional 
neural networks (CNNs) revealed significant findings. Two models were evaluated 
for performance: a custom three-layer convolutional 2D model and the ResNet101 
model. The results are summarized in Table 1 along with Figs. 4 and 5 for the 
binary classification task of distinguishing between normal and earwax; our custom 
model achieved an impressive validation accuracy of 93%, outperforming ResNet101 
with an accuracy of 89%. The custom model demonstrated superior performance, 
requiring fewer parameters (249,537) than ResNet101 (65,137,698) for this task. 
The learning rate was set at 0.001, and both models were trained for 150 epochs.

In the multi-class classification task, where the dataset contained four labeled cate-
gories, including normal, ear ventilation tube, otitis externa, and tympanoscleros, our 
custom model we achieved a validation accuracy of 74%. However, the ResNet101 
model’s performance was 84% specified in terms of accuracy, refer to Table 2 along 
with Figs. 6 and 7. The categorization of AOM, CSOM, and pseudo membranes 
currently needs help due to issues with the available data. Moreover, the existing 
dataset for these categories needs to be bigger, further hindering the classification 
process.

To further improve the classification results, an ensemble classifier was created. 
This ensemble classifier utilized the outputs of the initial binary classification (normal 
vs. earwax) and performed a subsequent classification among normal, ear ventilation 
tube, otitis externa, and tympanoscleros. The ensemble approach exhibited superior 
accuracy to individual models, achieving an average diagnostic accuracy of 93.73%. 
These results highlight the effectiveness of our custom three-layer convolutional 2D 
model in accurately classifying eardrum disease images. The model outperformed the 
standard ResNet101 model regarding accuracy and parameter efficiency. Addition-
ally, the ensemble classifier further improved the classification accuracy, emphasizing 
its potential in clinical diagnosis. The findings from this study contribute to the field 
of medical image classification and have implications for the accurate identification 
and treatment of eardrum diseases. Please refer to Table 2 for detailed information 
on accuracy, parameters, learning rate, epochs, input pixels, and batch size for each 
model.
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Fig. 4 Training and validation accuracy for binary classification using our model 

Fig. 5 Training and validation loss for binary classification using our model

4 Discussion 

This article focuses on classifying ear diseases using two different approaches: convo-
lutional 2-D neural networks and ResNet101. Both models were trained and evaluated 
on a dataset of ear images containing various disease classes. This discussion will
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Fig. 6 Training and validation accuracy for binary classification using the ResNet101 model 

Fig. 7 Training and validation loss for binary classification using the ResNet101 model

compare the performance of these models, highlight their significance, address the 
challenges encountered, and provide insights for future improvements.
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4.1 Performance Comparison 

As given in Table 3, the convolutional 2-D neural network demonstrated exceptional 
performance with an accuracy of 93% in the binary classification of ear disease 
(concerning Figs. 8 and 9). The model effectively distinguished between normal ears 
and those with abnormalities. This high accuracy indicates that the 2-D CNN success-
fully captured relevant features and patterns for discriminating between healthy and 
diseased ears. On the other hand, ResNet101 outperformed the convolutional 2-D 
neural network in the multi-class classification of ear diseases (concerning Figs. 10 
and 11). As shown in Fig. 12, the ResNet101 model, with its deeper architecture 
and the integration of residual connections, achieved higher accuracy and better 
generalization across multiple disease classes.

4.2 Significance 

The convolutional 2-D neural network and ResNet101 have significant implications 
in the field of ear disease classification. The convolutional 2-D neural network demon-
strates the potential for accurate binary classification, allowing for the early detection 
of abnormalities and the identification of normal ears. This can aid in preventive 
measures and prompt treatment, improving healthcare outcomes. The model’s high 
accuracy and robust performance make it a valuable tool for screening ear diseases, 
particularly when binary classification is sufficient. ResNet101, with its deep archi-
tecture and advanced residual connections [18], provides a powerful tool for the 
multi-class classification of ear diseases. 

4.3 Challenges and Future Directions 

Despite the promising performance of the convolutional 2-D neural network and 
ResNet101, several challenges remain in ear disease classification. One challenge is 
the limited availability of labeled datasets. Obtaining large, well-curated datasets with 
diverse ear disease cases is crucial for training robust models [19]. The need for such 
datasets poses a challenge to training accurate and generalized models. Efforts should 
be made to collect comprehensive datasets, ensuring the representation of various ear 
diseases across different demographics and populations. Another challenge lies in the 
interpretation [20] of model predictions. Deep learning models are often considered 
black boxes, making it difficult to understand the decision-making process. Devel-
oping techniques to explain the model’s predictions and provide insights into the 
features influencing classification can enhance trust and facilitate clinical adoption. 
Research in interpretable deep learning methods specific to ear disease classification 
is necessary.
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Table 3 Performance comparison of the tympanic membrane classification algorithm 

Study Tympanic membrane 
classification 

Number of 
classification 

Algorithm used Accuracy 
(%) 

The present 
study 

Normal versus ear wax 
Ear ventilation tube, ear wax, 
normal, otitis externa, and 
tympanoskleros 

2 
5 

3 Convolutional 
2D layer CNN 
model and 
ResNet101 
3 Convolutional 
2D layer CNN 
model and 
ResNet101 

93 and 89 
74 and 80 

Hayoung 
Byun et al. 
(2022) 

Normal versus abnormal 
Normal, OME, and  COM  
Normal, OME, perforation, 
cholesteatoma 

2 
3 
4 

Teachable 
machine® 
Teachable 
machine® 
Teachable 
machine® 

90.8 ± 1.5 
87.8 ± 1.7 
85.4 ± 1.7 

Alhudhaif 
et al. (2021) 
[7] 

Normal, AOM, CSOM, 
earwax 

4 CBAM 98.26 

Crowson 
et al. (2021) 
[16] 

Normal versus OME 2 ResNet34 84.06 

Tsutsumi 
et al. (2021) 
[14] 

Normal versus abnormal 2 InceptionV3 
MobileNetV2 

73.0 
77.0 

Habib et al. 
(2020) [8] 

Normal versus perforation 2 InceptionV3 76.00 

Cai et al.  
(2021) [17] 

Normal, OME, CSOM 3 ResNet50 93.4 

Wu et al. 
(2021) [4] 

Normal, AOM, OME 3 
3 

Xception 
MobileNetV2 

90.66 
88.56 

Cha et al. 
(2019) [15] 

Normal versus abnormal 2 
2 
2 

InceptionV3 
ResNet101 
Ensemble 
network 

93.31 
91.88 
94.17 

Livingstone 
et al. (2019) 
[18] 

Normal, earwax, 
tympanostomy tube 

3 CNN 84.44

5 Conclusion 

In the proposed model, the classification of ear diseases using convolutional 2-
D neural network and ResNet101 models. The convolutional 2-D neural network 
demonstrated excellent performance in binary classification, distinguishing between



324 A. K. Singh et al.

Fig. 8 Training and validation accuracy for multi-class classification using our model 

Fig. 9 Training and validation loss for multi-class classification using our model

normal ears and those with abnormalities. On the other hand, ResNet101 outper-
formed the 2-D CNN model in multi-class classification, showcasing its ability 
to classify various types of ear diseases accurately. Both models hold significant 
promise in the field of ear disease classification. The convolutional 2-D neural 
network provides a valuable tool for early detection and screening, while ResNet101’s
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Fig. 10 Training and validation accuracy for multi-class classification using ResNet101 model 

Fig. 11 Training and validation loss for multi-class classification using ResNet101 model

advanced architecture and transfer learning capabilities enable accurate multi-class 
classification. However, challenges, such as limited datasets, model interpretability, 
and real-world deployment constraints must be addressed. Efforts in data collection, 
interpretability techniques, and collaborations between researchers and healthcare 
professionals are necessary to overcome these challenges and facilitate the adoption
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Fig. 12 Performance matrix for the proposed multi-class model

of these models in clinical scenarios. As research continues, exploring alternative 
deep learning architectures, ensemble techniques, attention mechanisms, and multi-
modal approaches can further enhance the accuracy and prevention of community 
spread and genetic disorders for the practicality of ear disease classification models. 

Future Directions and Recommendations: Moreover, deploying these models 
in real-world healthcare requires careful consideration of practical constraints. Inte-
gration with existing clinical workflows, data privacy and security, and real-time 
processing are among the challenges to address. Collaborations between researchers, 
clinicians, and industry professionals can help bridge the gap between technical 
advancements and real-world healthcare applications. 

Future directions for research include exploring the potential of other deep 
learning architectures and assembling techniques. Investigating the use of atten-
tion mechanisms, which focus on relevant regions of the ear images, can further 
improve classification accuracy. Additionally, exploring multimodal approaches by 
combining image data with clinical information, such as patient demographics and 
medical history may enhance the overall performance of the models.
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Pay-by-Palm: A Contactless Payment 
System 
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Abstract Current payment systems, including cash, credit cards, and UPI can be 
inconvenient for users, prompting the need for a more robust and user-friendly 
payment system. Biometric authentication methods like palm prints can enhance 
security and the user experience, but there is a lack of a reliable system that inte-
grates palm print recognition with e-wallets to facilitate payments at participating 
merchants. Existing payment systems fail to provide a secure and convenient way 
to pay using palm prints, with challenges regarding the accuracy, reliability, and 
privacy of palm print recognition technology. By integrating palm print recognition 
technology with e-wallets, this work aims to meet the growing demand for a more 
advanced payment system that enhances the user experience while providing a secure 
way to make payments. 
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1 Introduction 

The advent of e-commerce together with the growth of the Internet promoted the digi-
tization of the payment process with the provision of various online payment methods 
like electronic cash, debit cards, credit cards, contactless payment, mobile wallets, 
etc. [1]. Online payments have several advantages, such as a significant impact on 
the economy, uprooting shadow economies, efficiency, better economic performance, 
safety, and ease of operation [1]. In order to be widely accepted payment methods 
across the globe, online payment systems must follow an efficient security protocol 
that must ensure high security for online transactions along with other requirements 
such as a) confidentiality of information shared by customers, b) data integrity, c) 
authentication of all participants, d) non-repudiation, and e) end-user requirements 
that include usability, flexibility, affordability, reliability, speed of transaction, and 
availability [2]. 

Despite there are numerous advantages of online payment systems, they have their 
own difficulties and challenges such as infrastructure, regulatory, legal, and socio-
cultural issues. Infrastructure is a fundamental challenge for the effective execution 
of online payments, as appropriate infrastructure for online payments is not always 
available or accessible to everyone. Regulatory and legal issues can also pose chal-
lenges, as different countries have different laws and regulations regarding online 
payments. Sociocultural issues, such as a lack of trust in online payment systems or 
a lack of awareness about how to use them can also be obstacles to widespread adop-
tion of online payment methods. Premium pricing of the payment system, perceived 
security risks, incompatibility with large payments, and the immaturity of the mobile 
payments market are some of the barriers in adoption of online payment methods. 

With the advancements in digital payments, customers in the current decade use 
various options for payment, as mentioned above. This has made a more user-friendly 
and secure payment mechanism necessary. Using biometric identification techniques 
like palm prints could be a solution. However, there is not currently a trustworthy 
system that combines palm print recognition with e-wallets for payments at partici-
pating businesses without any physical contact. In order to provide a safe and practical 
method of making payments, this work integrates palm print recognition technology 
with e-wallets. The aims of our work are as follows:

● To provide faster and more convenient payment options for customers in busy 
locations.

● Enhancing the security of the payment system by using palm as a form of biometric 
authentication.

● To enhance the privacy of customers by not having to share personal bank account 
details.

● Eliminate the need for customers to remember any secret pin or password for their 
transactions, simplifying the payment process and enhancing the user experience. 

Palm print recognition process consists of four steps: image acquisition, image 
processing, feature extraction, and matching [3, 4]. The popular PolyU dataset from
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IITD [5] was used in our study for training the autoencoders [6, 7]. The matching 
is performed using the prominent distance metrics such as Euclidian distance or 
Hamming distance and many more. The convolutional autoencoder architecture 
consists of an encoder and decoder with low information loss and simple structure. 
The encoder is used to convert the input image into low-dimensional features, which 
result in a loss of information. The decoder projects the feature back to the orig-
inal space to obtain a reconstructed image. By constraining difference between the 
reconstructed image and the original image, the lost information can be minimized, 
and the discriminative features can be extracted [6]. 

Our study aims to capture palm images effectively, create an algorithm to extract 
features (palm prints) from these images, convert them into low-level features using 
an autoencoder, and enhance the precision of palm recognition for repeated payments. 

2 Literature Survey 

The work by author Wei Wu discusses two main methods for palm vein recogni-
tion: edge detection algorithms and texture-based approaches. The edge detection 
algorithm is used to extract the orientation and location information of ridges, lines, 
or feature points from the palm vein images [3]. Texture-based approaches utilize 
various statistical texture features such as local derivative patterns (LDP), local binary 
patterns (LBP), and Gabor filters [3]. The advantages of using palm vein recognition 
mentioned are: high security, liveness detection, user acceptability, and convenience 
[3]. On the other hand, there are some disadvantages associated with palm vein 
recognition: vulnerability to spoofing attacks; low cost and miniaturization acqui-
sition; extraction from low contrast; high noise; and uneven illumination images 
[3]. 

The work by A. S. Ungureanu provides a comprehensive review of palm print 
recognition and various state-of-the-art methods for feature extraction in palm print 
recognition. Mainly two approaches are highlighted in this paper: (1) Conventional 
approaches: (a) encoding the line orientation at pixel level; (b) encoding the line 
orientation at region level, both with (i) generic texture descriptors and (ii) palm 
print-specific descriptors; (2) Neural network approaches: (a) fixed kernels, such 
as Scat Net; (b) kernels learned based on a training distribution, such as PCANet; 
and (3) Deep learning approaches [4]. The advantages of feature extraction methods 
mentioned in this paper include robustness, improved performance, and flexibility, 
along with disadvantages such as complexity due to intensive computations and 
resource-constrained devices, data requirements, and generalization limitations [4]. 

The work by Shao provides insights on cross-domain palm print recognition, 
where the palm prints are acquired with different illumination conditions, sensors, 
and resolutions. Two databases are randomly selected to form cross-domain pairs. 
The transfer convolutional autoencoder is trained using the labeled data from the 
multispectral palm print database and then fine-tuned using the unlabeled data from 
the uncontrolled palm print database. This autoencoder extracts low-dimensional
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features and reduces the domain gap between different databases. The experimental 
results show that the proposed transfer autoencoder approach can greatly enhance 
cross-domain recognition accuracy, up to 23.26%. Specifically, the proposed method 
outperforms other state-of-the-art methods, such as PCA, LBP, and CNN, in terms 
of recognition accuracy in different domains [6]. 

The methodology proposed in the study by Harivinod is a bimodal biometric 
system that includes: (a) palm print and face image acquisition followed by prepro-
cessing; (b) feature extraction using Gabor filters and feature fusion; (c) Kernel 
Fisher analysis and preparation of a knowledge base; and (d) feature matching. The 
proposed bimodal biometric system described in this paper combines two modalities, 
palm print and face, which are simple and easy to access and incorporate contactless 
image capturing systems. The system uses Gabor filters to extract features from both 
modalities and combine them at the feature level using feature fusion [8]. Kernel 
Fisher discriminant analysis is then performed to obtain the features and create a 
knowledge base. The combination of modalities and feature fusion improves the 
accuracy of results and reduces the drawbacks of single biometric traits [9]. 

In the study by Qian Zheng, the authors evaluated palm print matching using both 
contactless and contact-based methods. Contactless palm print matching involves 
capturing images of the palm without physical contact, while contact-based palm 
print matching involves capturing images of the palm with physical contact. The 
authors used publicly available databases of 177 and 200 subjects to evaluate the 
effectiveness of their proposed 3D palm print feature extraction and matching method 
for both contactless and contact-based palm print matching. Their experimental 
results showed that their proposed method significantly outperformed other 3D palm 
print methods in terms of matching accuracy, template size, feature extraction time, 
and matching time [10]. Also, in general if we consider, palm print images have 
more discriminative features such as ridges and palm line which ensures recognition 
accuracy [11]. 

3 System Design and Development 

Functional Requirements The goal of this work is to develop a system that can 
recognize palm prints and use that data to facilitate payment. Users can link their 
palm prints to an e-wallet and then use that palm print to make payments by scanning 
their palm at certain stores or merchant endpoints. 

To use this system, the users will first need to scan and register their palm prints 
with the system and link them to an e-wallet through their mobile device. Once 
registered, users can make payments hassle-free. This process only must be done 
one time, after that the users can make payments without having to carry around 
cash or credit cards.
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Non-functional Requirements Our study utilizes palm prints to verify and autho-
rize user’s identity and enable payment transactions, providing increased security, 
convenience, and speed. The non-functional requirements are:

● Faster: This should be designed such that the customer can make payments faster 
through the e-wallet connected with their palm print.

● Performance: The palm print recognition and payment transaction should be fast 
and responsive with low latency and less failure rates to ensure seamless user 
experience.

● Usability: The interface and usage of the system should be user-friendly and easy 
to use, even for ordinary non-professional individuals.

● Integration: The system enhances the flexibility in payment by allowing users to 
add money into the e-wallet from their personal bank accounts. 

Architectural Diagram Figure 1 shows the structure and services used in our work. 
A Raspberry Pi controls the camera and display and sends requests to an EC2 server 
for registration and matching. The server loads an autoencoder model from an S3 
bucket to generate 32-bit vectors of images, which are stored in DynamoDB and sent 
to the merchant interface to display a QR code. The customer scans the code with an 
app and enters their details to complete registration and enable their e-wallet. Firebase 
stores user and transaction details for easy integration with Flutter applications. 

Activity Diagram Figure 2 describes the merchant interface, the login page appears, 
and the user enters their credentials. After logging in, the system is presented with 
two options: ‘Registration’ and ‘Payment’. If the customer is not registered, they can 
scan their palm on the interface, the interface then captures the palm print, processes

Fig. 1 Architectural diagram 
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it, and generates a QR code that is to be scanned by the customer using our mobile 
app and enter the required credentials. After registration, the customer can checkout 
using their palm by scanning on the interface. During checkout if the scanned palm 
matches with the registered palm, then payment is facilitated, and the activity is 
completed. 

Sequence Diagram The sequence of events described in Fig. 3 begins with the user 
registering themselves by scanning their palm on the payment interface. The palm 
image is saved on the Raspberry Pi. The palm ROI is then extracted, and filters are 
applied to enhance the image quality. Once this is done, the preprocessed image is 
sent to the API, where the autoencoder model generates a feature vector. This vector 
is stored in the database for future matching. This marks the end of user registration, 
and an appropriate message is displayed on the interface.

Once the user is registered, they can initiate payment by scanning their palm over 
the interface. Again, the palm image is saved on the Raspberry Pi, preprocessed,

Fig. 2 Activity diagram 
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Fig. 3 Sequence diagram

and sent to the API. The API generates a new feature vector using the preprocessed 
image. This vector is then matched with the one present in the database. If the user is 
verified, the transaction will be facilitated; otherwise, the transaction will be denied 
and appropriate messages will be displayed on the interface. 

Control Flow Diagram Figure 4 describes the control flow that begins with the 
merchant-side application. Upon launching the application, the user is prompted
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to choose whether the customer is a registered user or not. If the customer is not 
registered, the system presents a window to activate the live camera feed once the 
IR sensor detects a palm in front of the camera. Next, the ROI is extracted from the 
customer’s palm. This image is processed by OpenCV and sent to the server, where 
a 32-bit vector is generated from the image and saved in the database, thus marking 
the registration of the customer as complete.

In case the customer is already registered, they will go through a similar process 
for having their palm scanned and the ROI extracted using OpenCV, after which the 
image is sent to the server, where the 32-bit vector of the newly generated image and 
the ones existing in the database are matched. Finally, if the match is successful, the 
merchant-side application will show appropriate messages on the display indicating 
transaction success; if the match has failed, then the display will indicate transaction 
failure. 

4 Methodology 

The approach that we chose to solve this problem is by allowing the customers to 
pay using their palm without the hassle of standing in huge lines to pay using cash or 
fiddle with the cards. Figure 5 illustrates the overall flow of the system. We studied 
various research papers related to biometrics, palm print extraction, and palm vein 
extraction. The research papers contained various methodologies and techniques 
for ROI extraction and preprocessing palm images. The dataset that most of the 
research papers mentioned were the PolyU dataset and the CASIA dataset. Hence, 
we requested a PolyU dataset from IIT Delhi, which consists of images of the palms 
of 230 people, with six left palm images and five right palm images. According to the 
research papers we referred to, the first step to building palm print recognition was 
developing an algorithm to extract the ROI from the palm with the help of OpenCV. 
To achieve this, the watershed algorithm was used, which segments areas of high 
pixel intensity. Using this, an idea to shine a light source on the palm was obtained, 
making the palm print a region of high intensity as an ROI for our purpose. The 
captured image of the palm was blurred and smoothened to remove noise, and a 
distance transform of 50% was applied to the image produced by thresholding. After 
the contours were detected, a bounding box was drawn around it, and the region 
of interest was cropped. This ROI image was then resized to maintain uniformity 
and weighted to darken the region. This algorithm was applied to all the images 
in the IITD PolyU dataset, and a new dataset was created from our ROI extraction 
algorithm.

Once the required ROI dataset was ready, we decided to apply deep learning 
techniques for feature extraction using convolutional autoencoders. An autoencoder 
contains two functions: an encoding function that transforms the input data into low-
dimensional feature representation and a decoding function that recreates the input 
data from the encoded data. We designed a convolutional encoder architecture to
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Fig. 4 Control flow diagram
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Fig. 5 Methodology flowchart

take a grayscale image of shape 150 × 150 as input and generate a 32-bit vector 
as an intermediate representation that can be stored in the database. The decoder 
architecture is the reverse of the encoder architecture and recreates the image from 
the generated 32-bit vector representation. 

Out of 2600 ROI-extracted images, 2400 were split into the training set, and the 
remaining 200 were split into the validation set. Figure 6 represents some sample 
images from the ROI-extracted dataset. The ROI-extracted dataset was trained on the 
designed autoencoder model for 100 epochs, where accuracy and loss are measured 
based on how well the model recreates the input image. Figure 7 describes the 
pictorial representation of the measured metrics.

The trained model was then saved as TensorFlow model files and uploaded to the 
AWS S3 bucket. We are using Raspberry Pi 4 as a centralized system to facilitate the 
merchant-side GUI and functionalities such as palm image capturing, ROI extraction, 
live feedback in the display, API calls for registrations, and facilitating payment 
transactions. Pi Camera Module 3 with 12 mega-pixels is used to capture high-
definition images, and the camera is triggered using an IR sensor, which activates 
when the palm is in closer proximity to the camera and sensor. An AWS EC2 instance
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Fig. 6 Images of extracted 
ROI of palm from IITD 
dataset using watershed 
algorithm 

Fig. 7 Pictorial representation of model accuracy with training and validation set

is used to run a Flask app, which works as an API server to perform registrations, 
write into a database, and facilitate transactions. The model to predict the 32-bit 
vector for the given image is loaded from S3 buckets. 

The end users are provided with two interfaces: one for merchants and another for 
customers. The merchant interface, i.e., desktop application has options to register 
new users and checkout during shopping. The customer interface, i.e., mobile applica-
tion has features to monitor their previous transactions, balance amount, and transfer 
money into the e-wallet. During user registrations, the server generates a unique ID
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from their palm print image using an autoencoder model and a timestamp. This ID 
is embedded in a QR code and displayed for the user to scan with their mobile app to 
register. The user enters their credentials to enable their e-wallet and link it to their 
palm for contactless payments. At checkout, the merchant enters the amount, and 
the customer can just scan their palm. The server matches the processed palm image 
with the stored data and transfers the amount from the user’s account to merchant’s 
account. A success or failure signal is returned to the merchant’s application. 

The interface for merchants was developed using PyQT5, and the interface for 
customers was developed using Flutter. A custom enclosure was designed and fabri-
cated using a 3D printer to accommodate all the hardware components of our 
prototype product. 

5 Implementation 

Software Implementation The system consists of two parts, namely merchant-
side applications and customer-side applications. Beginning with the merchant-side 
application, the interface is implemented using PyQT, a cross-platform GUI toolkit 
in Python. The interface begins with a login page prompting the employee to enter 
their credentials, after which they are provided with two options: one for registering 
new customers and the other for checking out the items purchased by the existing 
customer. In both cases, the customer will be presented with a user-friendly live 
camera feedback interface integrated with PyQT, which is processed by OpenCV, 
a library for real-time image manipulation functionalities. Using this, the ROI of 
the palm is extracted and sent to the Flask server running on an AWS EC2 instance 
through an API call. The Flask server has several dependencies imported, such as 
TensorFlow for loading and using the trained autoencoder model, the AWS Python 
SDK to connect and integrate with S3 buckets, and DynamoDB, which are services 
provided by AWS to store files and NoSQL databases, respectively. 

During registration process, the server will use the autoencoder model to generate 
a 32-bit vector from the supplied image and generate a unique hash ID using uuid4 
hashing based on the current timestamp and the generated vector values. This hash 
ID is then returned as a response to the requested client. The client or merchant-side 
application embeds this hash ID within the QR code and displays it on the interface. 
The customer then uses their customer-side interface, a Flutter mobile application, to 
scan the QR code displayed. In the customer-side mobile application, the customer 
can click “Sign up” to scan the displayed QR code. On successful scan, the app 
takes them to a page where they must enter their credentials for their e-wallet to be 
enabled. Once the e-wallet is enabled, the customer’s palm is registered and linked 
to the e-wallet, allowing for future contactless payments. 

In the case of checkout, the merchant employee enters the amount to be billed and 
navigates to the scanner page, requesting the customer to scan their palm. Then the 
captured ROI of the customer is sent to the Flask server, which again converts the 
supplied image to a 32-bit vector using the autoencoder model and then applies the
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matching algorithm, where the distance between the newly generated vector and all 
the vectors stored in the database is calculated, the lowest distance is selected to be 
a match, and the unique hash ID with respect to that record is retrieved. This unique 
hash ID acts as a key to deduct the amount from the respected person’s account to 
confirm the payment. Following the completion of all subprocesses, a success signal 
is returned to the merchant-side application. If there are any issues, the failure signal 
is returned. 

Hardware Implementation The Raspberry Pi is a small, single board computer that 
can be connected to a computer display or TV and operates with a regular keyboard 
and mouse. It consists of general purpose input/output (GPIO) pins to monitor and 
control the outside world by connecting to external electronic circuits and sensors. 
It also consists of multiple slots and ports to connect to cameras, displays, external 
monitors, and the Internet. 

We have used a Raspberry Pi 4, with a 64-bit quad-core Cortex-A72 processor, 
2 GB of LPDDR4 RAM, 2 micro-HDMI ports, 4 USB ports, and a Gigabit Ethernet 
port. Pi Camera Module 3 is connected to the camera slot. Standard monitor 
connected through an HDMI cable. 

An infrared sensor acts as a trigger to enable the camera, when the customer brings 
their palm closer to the IR sensor the motion is detected, and signal is sent to enable 
the camera. The IR sensor is placed closer to the camera, and it is powered by GPIO 
pins. The data pin of the IR sensor is connected to pin 16 of the Raspberry Pi to take 
the input from the sensor to enable or disable the camera. A prototype of the system 
is represented in Fig. 8. 

Fig. 8 Raspberry Pi 4 with 
camera module and IR 
sensor
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Table 1 Accuracy results of 
various classification 
algorithms applied on ROI 
dataset 

Algorithm Accuracy (%) 

K nearest neighbors 55 

Random forest 54 

SVM 45 

GaussianNB 37 

6 Results and Discussion 

The developed system segments ROI in real time, generates the intermediate low-
dimensional feature vector, finds the best match in the registered palm database, and 
facilitates contactless payment. In order to match the low-dimensional features of 
the palm, we tried both clustering and classification techniques. 

From the ROI dataset that we generated, five people were randomly selected with 
five image ROIs each whose low-dimensional 32-bit feature vector predictions were 
used for the K-Means algorithm. The outcomes fell short of expectations. 

Another approach that was used to test the matching capability was to evaluate 
the distance between each of the feature vectors and every other feature vector 
present in the dataset that we chose earlier. Four prominent distance metrics such 
as (i) Euclidean distance, (ii) Manhattan distance, (iii) MinKowski distance and (iv) 
Canberra distance were chosen and heatmaps were used for the representation. The 
anticipated pattern was to see light-colored shades along the diagonal region in the 
heatmap. The Manhattan distance heatmap provided significant pattern compared 
with other heatmaps. 

The final approach was to use classification by applying labels to all palm image 
vectors according to who they belonged to. The different classification algorithms 
were applied, and the metrics are given in Table 1. 

7 Advantages and Limitations 

The current study offers a revolutionary approach to financial transactions with 
several advantages. Firstly, it enables seamless transactions, eliminating the need 
for physical cards or cash. By simply placing their palm on a scanner, users can 
effortlessly complete payments, streamlining the process and saving valuable time. 
Furthermore, the technology is contactless and hygienic, which is particularly advan-
tageous in today’s world. Users can make payments without touching any surfaces, 
reducing the risk of transmitting germs or viruses. Additionally, the work integrates e-
wallets, preventing direct access to bank accounts. This enhances security by keeping 
sensitive financial information separate and adding an extra layer of protection against 
potential fraud.
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Proper positioning of the user’s palm is essential for accurate recognition, but chal-
lenges arise when the palm is wet, sweaty, covered in dirt or debris, or affected by 
skin conditions like eczema. Moisture interferes with recognition, while obstructions 
hinder the system’s ability to capture clear features. Special consideration is needed 
for individuals with skin conditions, accommodating variations in palm characteris-
tics. Furthermore, maintaining a high level of accuracy is crucial to prevent fraudu-
lent exploitation, and robust encryption protocols should be employed to protect the 
transmission and storage of sensitive payment data. 

8 Conclusion and Future Work 

Current payment systems such as cash, credit cards, and UPI are not always conve-
nient for users, which indicates the need for a more user-friendly payment system. 
Biometric authentication methods like palm prints can improve security and the user 
experience, but there is a lack of a reliable system that integrates palm print recogni-
tion with e-wallets for payments at participating merchants or store outlets. However, 
by integrating palm print recognition technology with e-wallets, it is possible to meet 
the growing demand for a more advanced payment system that enhances the user 
experience and provides faster payment alternative. 

By integrating palm print recognition technology with e-wallets, our solution 
offers a secure, user-friendly payment option that enhances the overall payment 
experience. With our system, customers can quickly register their palm prints using 
a simple QR code scanning through mobile app and link it to their e-wallets [12]. This 
allows for future contactless payments, eliminating the need for physical cards or 
cash. In addition to that, our system’s merchant-side application provides an easy-to-
use interface for store employees, allowing them to quickly register new customers 
and process payments with just a palm scan. Our system uses technologies such as 
PyQT, OpenCV, and TensorFlow to ensure reliable and accurate palm print recogni-
tion and matching. By addressing the limitations of existing payment systems, our 
solution provides a more advanced payment option that meets the growing demand 
for faster, more convenient, and more user-friendly payment methods. 

Although our system presents a viable solution for improving the payment expe-
rience, there is still room for further development and improvement. In the future, 
we plan to conduct more extensive user testing and gather feedback to refine the 
user interface and improve the overall user experience. Finally, we aim to make our 
system more accessible and scalable by developing a cloud-based solution that can 
be easily deployed and used in various locations. By continuously improving and 
expanding our system, we hope to provide a more advanced and inclusive payment 
option for users around the world.
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Steganalysis of Reversible Digital 
Watermarking Algorithm Based on LWT 
and SVD 

Geeta Sharma and Vinay Kumar 

Abstract The processes of Digital Rights Management are used to limit access 
to proprietary and copyrighted material. Original creator of any digital data needs 
protection against his rights. Digital Rights Management involves two main concepts, 
watermarking and cryptography. We are working with reversible digital water-
marking to keep cover and hidden data safe after extracting hidden message. In 
this work, digital image data is used as a mask, and using MD5 (Message Digest) 
algorithm, we have generated a digest of data. The specific digital data ID is created. 
In an embedding algorithm, this watermark is then integrated with digital data. Here, 
we worked on a reversible embedding algorithm that enabled us to use the cover even 
after the secret message had been removed. We have considered the different kinds 
of digital watermarking and the form of cover data in this report. Due to impercepti-
bility features, a watermarked data may be transmitted over the open network. It will 
therefore draw multiple attacks and must be robust. We have used LWT-QR-MD5 
techniques that are a lossless approach. The degree of robustness is improved when 
a consistent procedure is used to build the digest of the watermark. The results are 
showing a remarkable improvement over LWT. 

Keywords Digital watermarking · LWT ·MD5 · Quantum steganography · PSNR 

1 Introduction 

The information about ownership of the digital data is inserted as a watermark in 
an imperceptible manner to prevent copyright and unauthorized duplication of the 
data over the network. The watermark should be added in a manner that it cannot be 
perceived by just looking at the image. When data is sent using a network, a number
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of intentional and unintentional changes are made to this data. Thus, the watermark 
can be destroyed in the due course of transmission and the retrieval of original 
image and watermark may get affected adversely. A watermark that can handle 
multiple attacks is known as “robust watermark”. Robustness and imperceptibility 
are adversely correlated. The two primary categories of watermarking methods are 
transform domain and frequency domain. 

A frequency-domain method is simple and has very less computation overhead. 
It lacks in robustness at the same time. On the other hand, robustness is better in 
transform-domain methods but generally uses complicated calculations. “Discrete 
Wavelet Transform (DWT), Lifting Wavelet Transform (LWT) and Singular Value 
Decomposition (SVD)” are the few important instances of the frequency-domain 
watermarking. “When a particular frequency coefficient of the tampering area is 
modified only after any change applied to image, then it is known as spatio-frequency 
localization” [1] and makes the discrete wavelet transform a good choice for water-
marking techniques. Many approaches in the research have used the discrete wavelet 
transform. Sweldens [2], suggested a novel type of DWT technique, called “Lifting 
Wavelet Transform, that is also known as the next generation of wavelet. DWT 
and LWT methods were applied combinedly in numerous watermarking techniques 
used for pictures” [3]. “DWT was used to embed watermarks using DWT with 
discrete-time system. One more research was conducted in [4], in which the DWT 
was paired with DCT for processing RGB pictures. The blend of DWT and DCT 
is also employed in [5] to create an efficient watermarking technique.” There are a 
number of researches done while combining the LWT with SVD, in order to exploit 
the benefits of both the worlds. 

Filter banks or LWT can be used to perform the discrete wavelet transformation. 
A filter bank approach uses filters like low-pass and high-pass filter, later the “down-
sampling” is performed. These filters are applied on original signal. The important 
information of the signal are stored in approximation band and the high-frequency 
data which is almost half of the original size is stored in details band. They are 
known as filters’ outputs. Reversing the sequence of operations and restoring back 
the original message are the inverse operation. “After applying the low-pass filter (L) 
and the high-pass filter (H) to digital images, four bands are formed in each DWT 
decomposition, and such bands are indicated as LL, LH, HL, and HH” [5]. 

The Lifting Wavelet Transform has less computational process than the filter 
banks that are used in a normal DWT. Moreover, the Lifting technique uses integer-
to-integer computing, which eliminates the need for floating point calculations. Three 
stages are essential to create the approximation and detail bands in LWT: 

1. Divide—Firstly, the number of elements in the original message are counted and 
then these elements are categorized as even and odd. This way the message is 
split into two parts. 

2. Predict—“In this phase, the details band is formed by calculating the difference 
between the original sample at an odd number and the anticipated odd sample, 
derived as the mean of the two adjacent even samples”[6].
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3. Update—Generates the “estimate band” by changing the average quantities with 
the difference computed in the predict step. 

In this paper, a thorough experimentation and evaluation are presented to compare 
the performance after embedding the one watermark with same intensity using 
different algorithms. 

2 Related Work 

The authentication of images is a challenging job on Internet due to heavy traffic and 
large number of images. A number of researchers have proposed different perspec-
tives in their work. In [6], the identical quantum text message is stored using two 
qubit sequences in an enhanced ASCII-based quantum format. The secret quantum 
text of size 2n 2n1 is scrambled using the Gray code transform method before being 
embedded in the cover image, which is initially separated into eight blocks of size 2n 
2n 2n 1. The disorder quantum text is then inserted into the eight cover picture blocks 
using the Gray code as a criterion. Meanwhile, the corresponding quantum circuits 
are being sketched. It may be inferred from the analysis of all quantum circuits 
that the scheme has an O(n) lower complexity. Additionally, the suggested scheme’s 
effectiveness is evaluated using simulation results for three different criteria: robust-
ness, circuit complexity, and visual quality. In [7], researchers conducted an initial 
analysis of the use of the MD5 algorithm in digital watermarks. It suggested that 
copyright data can be encrypted with the MD5 technique and established guidelines 
for second-value picture watermarks using the “DCT algorithm, which embeds an 
image by the carrier”. The watermark can be detected and the MD5 code has restored 
by the extraction techniques [7]. The performance of the second-generation wavelet 
“lifting wavelet transform (LWT) and the discrete wavelet transform (DWT)” in the 
watermarking process is compared in this study. The center frequency bands of both 
transforms contain a watermark that is identical to the other in terms of intensity. 
According to the experimental findings, LWT is superior to “DWT in terms of objec-
tive image quality as measured by PSNR. After performing various assaults such JPG 
compression and LPF, DWT watermarked images have better robustness than LWT 
watermarked images as determined by NCC and BER. By taking into account the 
benefits of each alteration and combining them, the experimental tests presented in 
this research can be used to improve picture watermarking algorithms. The develop-
ment of a watermarking algorithm based on both transformations is a future project” 
[8]. 

In [9], author suggested use of blockchain-based authentication with the Internet of 
Things (IoT) to improve security. “Therefore, to achieve better resilience, high image 
data security, increased imperceptibility, and embedding capacity, future researchers 
in the hybrid transform sector will need to combine machine learning and artifi-
cial neural network techniques [9]. To resist both the geometric distortion attack
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and the signal processing attack is the primary objective of watermarking. A water-
marking method’s effectiveness depends on a number of factors that must be taken 
into account. There is no watermarking method that can withstand all sorts of attack 
in classical information. However, many experts are currently looking for a better 
method that will produce results that are more reliable. 

In this research, “a unique Least Significant Bit-based quantum watermarking 
method is analyzed” in which the owner of the carrier image watermarks an m-pixel 
grayscale picture in an m-pixel carrier image using the m-bit embedding key K1 
and the m-bit extraction key K2. “In this technique for modeling quantum images, 
the Novel Enhanced Quantum Representation of digital images (NEQR protocol) 
proposed in [10] is employed”. A detailed inspection of the suggested LSB-based 
quantum watermarking process reveals that no attacker can gain access to the water-
marked secret image since the extraction key K2 is only known to the lawful owner 
of the original carrier image. As a result, the suggested watermarking protocol is a 
trustworthy watermark protocol. Furthermore, “it can be seen from the histogram 
graphs that the original cover image and the watermarked signal are perceptu-
ally indistinguishable and that the histogram graphs of the initial pictures and the 
resulting watermarked images are in acceptable agreement, proving that the protocol 
is imperceptible. The Peak Signal-to-Noise Ratio (PSNR) of the described LSB-
based quantum watermarking has improved by roughly 6% when compared to Nan 
Jiang’s LSB-based quantum steganography technique” [10]. 

3 Methodology 

The algorithm analyzed in this paper is able of recovering the secret message loss-
lessly. For authentication and copyright management, reversible automated water-
marking is largely utilized. In general, analysis is revolved around the invisible algo-
rithm, which was stable and less complicated. A watermark that still prioritizes 
more data than others and can archive it. We were considered the different kinds of 
digital watermarking and the form of cover data in this report. Due to imperceptibility 
features, a watermarked data may be transmitted over the open network. It will there-
fore draw multiple attacks and must be resilient. Reversible digital watermarking and 
more precisely the histogram changing variants of reversible digital watermarking 
were the focus of the literature review. This has contributed to the latest algorithm 
being further applied based on the histogram shifting algorithm. Through the usage of 
Quantum steganography, LSB Quantum Watermarking, LWT-QR-MD5 techniques, 
it is a lossless approach. The degree of robustness is improved when a consistent 
procedure is used to build the digest of the watermark. The detailed algorithm is 
discussed in paper [11].
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4 Steganalysis 

The analysis of proposed method is done in this section. It includes PSNR, Mean 
Square Error (MSE), Structural Similarity Index Measures (SSIMs), and Correlation. 

4.1 PSNR 

We have used “Peak-Signal-to-Noise-Ratio” (PSNR) as a quantitative indicator of the 
deterioration impact induced by the attacks. It is employed to measure and calculate 
the signal’s strength. We used a single picture to be embedded in ten different pictures 
in order to have a better visual representation. This watermark image’s visual decay 
can be seen as a visual indicator of the impact of attacks on any form of watermark 
signal. In Table 1 and Fig. 1, there are ten images which are observed with different 
methods like “Quantum steganography, LSB Quantum Watermarking, LWT-QR-
MD5” and last column represents PSNR improvement with % improvement. 

Figure 1 represents the Mean Value of PSNR of Quantum-based techniques, and 
“it was found that Quantum steganography was lower than LSB Quantum Water-
marking as well as LWT-QR-MD5. It was found that maximum value for all images 
with LWT-QR-MD5 was 62.45%, respectively. It was found in Fig. 2 (PSNR results 
after improvement in absolute terms), [11] the image Sailboat showed maximum 
PSNR improvement of 12.84 and increased up to 23.7%. The minimum value of 
image Peppers 3D showed PSNR improvement of −3.09 and decreased up to − 
5.7%.

0 

20 

40 

60 

80 

Quantum steganography LSB Quantum Watermarking LWT-QR-MD5 

Fig. 1 PSNR graphical presentations
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Table 1 PSNR results 

Image Quantum 
steganography 

LSB quantum 
watermarking 

LWT-QR-MD5 PSNR 
improvement 

% 
improvement 

Lena 51.1789 54.24 62.69 8.44 15.6 

Barbara 51.0889 54.10 59.94 5.85 10.8 

Peppers 51.1549 54.13 61.44 7.31 13.5 

Cameraman 51.1576 54.15'' 66.47 12.32 22.8 

Sailboat 51.1422 54.18 67.01 12.84 23.7 

Boat 51.1363 54.14 64.36 10.22 18.9 

Lena 3D 51.1358 54.14 64.82218 10.68 19.7 

Barbara 3D 51.0989 54.04 59.83811 5.80 10.7 

Peppers 3D 51.1173 54.14 51.04390 −3.09 −5.7 

Sailboat 3D 51.1528 54.23 66.84407 12.62 23.3 

Average 51.13636 54.15 62.44722 8.30 15.3

PSNR Improvement in Absolute terms 

Lena Barbara Peppers Camera 
man 

Sailboat Boat Lena 
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3D 
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Fig. 2 PSNR results after improvement in absolute terms 

4.2 Mean Square Error (MSE) 

“Table 2 presents the “Mean Square Error Results after applying proposed algo-
rithm with LSB quantum watermarking, LWT-QR-MD5, MSE improvement, % 
improvement with ten images” [11].”

Figure 3 represents the graphical presentations of “Mean Square Error Results 
after applied proposed algorithm LSB quantum watermarking and LWT-QR-MD5. It
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Table 2 MSE results after applying proposed method 

Image LSB quantum 
watermarking 

LWT-QR-MD5 MSE improvement % improvement 

Lena 24.68 8.14 16.55 67.02 

Barbara 25.50 11.74 13.73 53.91 

Peppers 25.32 17.08 8.24 32.52 

Cameraman 25.20 4.59 20.61 81.78 

Sailboat 25.03 4.25 20.78 83.03 

Boat 25.26 6.22 19.04 75.38 

Lena 3D 25.26 0.987 24.28 96.10 

Barbara 3D 25.85 0.959 24.89 96.29 

Peppers 3D 25.26 0.987 24.28 96.10 

Sailboat 3D 24.74 0.987 23.76 96.01 

Average 25.21 5.60 19.62 77.8

was found that maximum value of image Barbara 3D in LSB quantum watermarking 
was 25.85” [12], and pepper image showed 17.09 in LWT-QR-MD5. And minimum 
value of LSB quantum watermarking was 24.69 for Lena image and value of LWT-
QR-MD5 Barbara 3D 0.96, respectively. Hence, we have observed that more stable 
pattern was in LSB quantum watermarking rather than LWT-QR-MD5. 

Figure 4 presented the MSE improvements in Absolute terms. We have found that 
the maximum MSE value of Barbara 3D was 24.89 and it is increased up to 96.29%, 
The minimum MSE value of Peppers was 8.24 and it is increased up to 32.52%.

0.00 

10.00 

20.00 

30.00 

LSB quantum watermarking LWT-QR-MD5 

Fig. 3 Graphical presentations of MSE results after applying proposed method 
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Fig. 4 MSE improvements in absolute terms 

4.3 SSIM 

Structural Similarity Index Measures (SSIMs) are used to compare two digital images 
and find the similarity between them. It is reference metric that is it used the original 
image as reference and compares it with processed image to find the similarities 
between them. The distinction between these methods and others is that they estimate 
absolute errors, unlike MSE or PSNR. The concept of structural information holds 
that pixels have high interdependencies, particularly when they are spatially close 
to one another. Table 3 presents the Mean Square Error results after applying SSIM 
improvement. “The ten images were observed under LSB quantum watermarking, 
LWT-QR-MD5, SSIM improvement, and % improvement. Average value of ten 
images was found as LSB quantum watermarking: 84.20, LWT-QR-MD5: 94.19, 
SSIM improvement: 9.99,and it is increased up to 12.0%” [12].

Figure 5 shows the MSE results after applying SSIM improvement and LSB 
quantum watermarking. It was found that maximum MSE value LSB quantum 
watermarking was 93.20 for sailboat 3D, LWT-QR-MD5 99.91 for Lena 3D. And 
minimum MSE value of value LSB quantum watermarking was 81.39 for sailboat 
3D, LWT-QR-MD5 88.47 for sailboat, respectively.

Figure 6 represents the SSIM improvement in absolute and percentage term. It was 
found that the maximum SSIM value of Peppers 3D was 14.39, and it was increased up 
to 17.65%. And minimum SSIM value of Sailboat 3D was 5.95, and it was increased 
up to 6.38% respectively.

4.4 Correlation 

The correlation coefficient measures how similar two signals are. There are two 
varieties of it: cross-correlation and auto-correlation. Cross-correlation is used to
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Table 3 Mean square error results after applied SSIM improvement 

Image LSB quantum 
watermarking 

LWT-QR-MD5 SSIM improvement % improvement 

Lena 81.53 93.71 12.18 14.94 

Barbara 84.33 95.83 11.50 13.64 

Peppers 82.69 89.88 7.19 8.70 

Cameraman 77.75 87.36 9.61 12.36 

Sailboat 81.39 88.47 7.08 8.70 

Boat 82.31 95.71 13.40 16.28 

Lena 3D 90.92 99.91 8.99 9.89 

Barbara 3D 86.34 95.94 9.59 11.11 

Peppers 3D 81.55 95.94 14.39 17.65 

Sailboat 3D 93.20 99.15 5.95 6.38 

Average 84.20 94.19 9.99 12.0

Fig. 5 Mean square error 
results after applied SSIM 
improvement

0.00 

50.00 

100.00 

LSB quantum watermarking LWT-QR-MD5 

compare two different signals, whereas auto-correlation compares the signal to 
itself. Table 4 shows “correlation results after applied SSIM improvement with 
Image, LSB quantum watermarking, LWT-QR-MD5, correlation improvement, and 
% improvement” [12]. Finally, average value of correlation results was found for ten 
images as LSB quantum watermarking: 92.95, “LWT-QR-MD5”: 99.84, correlation 
improvement: 6.90 and the average is increased up to 7.5%.

Figure 7 represents the correlation results after applied SSIM improvement with 
LSB quantum watermarking 92.95, “LWT-QR-MD5”. The maximum value of LSB 
quantum watermarking is 94.915 for Barbara 3D and LWT-QR-MD5 99.997 for 
Lena 3D, and this shows more stable figure throughout rather than LSB quantum 
watermarking. And minimum value of Cameraman was 89.94 and LWT-QR-MD5 
99.757 for Barbara, respectively.

Figure 7 represents the Mean Correlation results after applied SSIM improvement 
quantum-based techniques in absolute and percentage term. The maximum value of 
Cameraman was shown that correlation improvement is 9.99, and it increases up
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SSIM Improvement in Absolute terms 
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Fig. 6 SSIM improvement

Table 4 Correlation results after applying SSIM improvement 

Image LSB quantum 
watermarking 

LWT-QR-MD5 Correlation 
improvement 

% improvement 

Lena 93.775 99.761 5.99 6.38 

Barbara 94.769 99.757 4.99 5.26 

Peppers 91.806 99.789 7.98 8.70 

Cameraman 89.945 99.939 9.99 11.11 

Sailboat 92.938 99.933 7.00 7.53 

Boat 94.865 99.858 4.99 5.26 

Lena 3D 92.721 99.997 7.28 7.85 

Barbara 3D 94.915 99.971 5.06 5.33 

Peppers 3D 92.316 99.850 7.53 8.16 

Sailboat 3D 91.412 99.581 8.17 8.94 

Average 92.95 99.84 6.90 7.5

Fig. 7 Correlation results 
after applied SSIM 
improvement LSB quantum 
watermarking 80.000 

100.000 

Co
rr
el
at
io
n 

LSB quantum watermarking LWT-QR-MD5 



Steganalysis of Reversible Digital Watermarking Algorithm Based … 355

to 11.11%, respectively. And minimum value for Barbara and Boat was shown that 
correlation improvement is 4.99, and it increases up to 5.26%, respectively. 

5 Results and Discussion 

Here, three different types of damages to the data have been covered. The study 
would cover the theoretical background of each attack, its impacts on the watermark 
signal, and some illustrations of these effects. The attack types under study include 
rotation attack, additive Gaussian noise, Gaussian smoothing, and crop attack. Each 
attack has unique characteristics, and they all fall under the category of removal 
attacks. 

5.1 Rotation Attack 

The contour let transform is used to disassemble the original carrier image as shown 
in Fig. 8a. Sub-blocks are used to split the low-pass section, which can be seen 
in Fig. 8b. By quantizing the direct current coefficients of these sub-blocks, the 
watermark bits are incorporated. The radon transform is used to translate the image 
onto the projection space and transfer the rotation of the original image to a projection 
transformation. The bi-spectrum measurement technique is then used to estimate the 
rotation angle of the reference image in order to defend against the rotation attack. 
This rotation change makes the detecting method robust to rotational attack.

5.2 Gaussian Noise Attack 

Gaussian smoothing shares some qualities with other smoothing procedures such as 
Median Filtering and Gaussian Smoothing Strike. It is a method of image processing 
that tries to enhance the accuracy of an image by reducing the impact of noise. 

5.3 Additive Gaussian Noise 

Additive Gaussian noise is a method for purposefully reducing the visual quality of 
an image by applying a noise signal to it. A Gaussian Probability Density Function 
follows the statistical properties of this noise (PDF). The most popular probability 
distribution function for generating random numbers is the Gaussian PDF, often 
known as the regular PDF, because it is believed to accurately represent a variety of 
randomly occurring events in daily life. In addition, the central limit theorem asserts
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Fig. 8 a Rotation attack at 
angle 90°. b LWT wavelet 
decomposition of the image 
after rotation attack

(a) 

(b) 

Rotated image at angle: 90 

LWT Wavelet Decomposition of the image 

that for a significant number of samples, the distribution of the sample means might 
frequently resemble the Gaussian distribution. The corresponding PSNR values can 
be used to quantitatively calculate this phenomenon. In Fig. 9, we can observe that 
when 0.02% Gaussian noise is added to the image, the same is applicable to the 
watermark without changing much of its original properties.
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Gaussian Noise Added to 
the image: 0.02% Extracted Watermark 

Fig. 9 Gaussian noise added to the image 0.02% with extracted watermark 

5.4 Crop Attack 

A cropping attack is applicable to perceptible and imperceptible watermarks both. 
When it is applied to perceptible watermark, the purpose is generally to remove it 
completely, but when it is applied to imperceptible watermark, then the purpose is 
majorly to dislocate the watermark. The cropping attack was executed on the 512 × 
512 “Lena” image; see the figures below where Fig. 10a is showing the cover image 
and Fig. 10b is showing the cropped watermarked image. 

(a) (b)  

Fig. 10 a Crop attack. b Watermark logo
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6 Conclusion 

The PSNR values vary in a wide range for an enhanced embedding capability relative 
to the latest suggested methods. In the current process, the PSNR obtained is greater 
than that achieved in the methods of differential expansion and the value is constant 
and this is done with a very large potential for embedding. The new algorithm thus 
outperforms the PSNR and embedding power methods available in the literature. 
Similarly, the values of MSE and SSIM are most promising with the new method. 
The watermarked image is able to handle a selected range of attack including rotation 
and crop attack. In future, this work can be further examined on the larger set of 
images for extensive comparisons. 
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Analyzing the Effectiveness of Image 
Augmentation for Soybean Crop and 
Broadleaf Weed Classification 

Michael Justina and M. Thenmozhi 

Abstract Data is the key for every artificial intelligence (AI)-based application irre-
spective of the type of data (numerical, categorical, image) being used. Quality and the 
depth of information in the data determine the performance of the AI model. Before 
the data is given as input to the classifier, it must be cleaned using pre-processing 
techniques. The data must also be sufficient enough to produce satisfactory results. 
The data considered for this work is images and thus emphasizes image augmentation 
techniques. This paper focuses on analyzing the best image augmentation techniques 
for deep learning classifiers. It is essential to analyze the effective data augmentation 
technique for a particular dataset. In this work, 2382 observations (images) from a 
crop-weed dataset are used to build the classifier. To expand this dataset, 11 image 
augmentation methods are applied to the training images. Six out of 11 methods 
show a high level of effectiveness and are chosen for further process. The outcome 
of every augmentation method is depicted for an in-depth understanding of augmen-
tation techniques. Sixteen convolutional neural network (CNN)-based pre-trained 
models are built for evaluating the results. However, MobileNet outperformed other 
models by resulting in an overall accuracy of 99.58% and F1score of 1.0. Moreover, 
the performance of the model is evaluated using 24 metrics, and the formulas used 
for calculation are also tabulated in detail. Tables and graphs are represented for 
understanding the outcome precisely. Future works in image processing with deep 
learning are also discussed before concluding. 

Keywords Image augmentation · Crop-weed classification · Pre-trained models ·
AI-based applications · Deep learning · Precision agriculture 
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1 Introduction 

The essence of artificial intelligence is data. The performance of any AI-based models 
like machine learning models and deep learning models depends on the data which 
is fed to the model. The model is framed with respect to the data. Hence, data is 
a vital part of an AI model irrespective of its application. Data can be categorized 
as supervised data, unsupervised data, and semi-supervised data. When a label is 
provided to each and every piece of data, then such data is known as supervised data. 
When there is no label provided for the data, then these come under unsupervised 
data. When the data is a mixture of supervised and unsupervised data, then it is 
known as semi-supervised data. These data are used to predict the output based on 
available inputs. 

There exist several forms of data such as tabular data, text data, audio data, visual 
data which includes both images and videos, temporal and time series data, network 
data, geospatial and location data, emotional data, and the data which flows from the 
internet of things. The forms of data are listed in Table 1 with examples. 

Most AI applications such as lung disease identification, handwritten character 
recognition, and object tracking use images as input to build their model. Raw images 
are analyzed and pre-processed before being used in a machine learning/deep learning 
model [ 1]. 

The prerequisite for building a successful AI model is to process the image so 
that it matches the model. Some of the image processing steps that are crucial for 
machine learning or deep learning models are as follows [ 2]: 

• Image gathering: Gathering benchmark images from valid sources. 
• Image acquisition: Capturing images that are required for the model. 
• Image generator: Generating synthetic images for the respective application. 
• Image resizing: Changing the width and height of the images without transfor-
mations. 

• Image scaling: Changing the width and height of the images with transformations. 

Table 1 Forms of data with examples 

Forms of data Example 

Tabular data Financial accounting 

Text data Content generation 

Audio data Speech recognition 

Visual data Facial recognition 

Temporal data Stock ticks 

Network data Integrated Data Store (IDS) 

Geospatial data Satellite imagery 

Emotional data Signs of fatigue 

Internet of things Connected cars
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• Image enhancement: Highlighting the key features of the image through bright-
ening, sharpening, and such. 

• Image restoring: Improving the quality of the image through noise removal and 
such. 

• Image augmentation: Multiplying existing images through transformation tech-
niques. 

• Image annotation: Defining the objects present in an image through various anno-
tation types. 

• Image labeling: Naming the images to let the model learn from it. 
• Image normalization: Normalizing the pixel values to a smaller size (0 to 1 
instead of 0 to 255) for faster computation. 

In this work, agriculture images are used as input. In particular, crop and weed 
images are considered as input and are given as input to a deep learning model. 
Effective data augmentation techniques are applied to the input data to achieve better 
results. 

The rest of the paper is structured as follows: The latest research works done 
in image processing, deep learning, and metrics for performance evaluation are pre-
sented in Sect. 2. Materials and methods used for undertaking this work are discussed 
in Sect. 3 followed by experimental findings in Sect. 4. Lastly, future improvements 
and conclusions are discussed in Sect. 5. 

2 Related Works 

Some of the related research works are briefed here: 

2.1 Skin Lesion Detection from Smartphones 

Gabriel et al. have developed an application to detect skin lesions during their early 
stage. A group of dermatologists have been involved in building the application. 
This application acquires data (images in this case) from smartphones, which are 
low-cost devices, and predicts the disease. The disease is predicted using a deep 
learning algorithm, color space combination, and conditional random fields [ 3]. 

2.2 Image Augmentation with New Methods 

Elgendi et al. have examined the effectiveness of image augmentation using 17 deep 
learning models in detecting COVID-19. The results are compared with respect 
to classification accuracy, dataset diversity, augmentation technique, and the size
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of the network. Implementation without adding the recent geometric augmentation 
technique reduces Matthew’s Correlation Coefficient [ 4]. 

2.3 GAN-Based Medical Image Synthesis Methods 

Yang et al. have reviewed image generator papers that focus on GAN-based medical 
image synthesis methods. This article gives a detailed review of the architecture, 
improvements, and areas of application of GAN. This article also overviews artificial 
intelligence-based bio-medical analysis, upcoming algorithms for medical image 
compression, medical image segmentation, and such [ 5]. 

2.4 Novel Augmentation Method 

Perez et al. have proposed an augmentation method that allows neural networks to 
learn better the features of the image. This method shows better performance when 
applied in tiny-imagenet-200 data and MNIST datasets. Augmentation is done by 
selecting two random images and concatenating them into one. This is given as input 
to the augmentation net for further process [ 6]. 

2.5 SMOTE in Multiclassification 

Selukar et al. have solved a multi-classification problem that consists of 13 differ-
ent crops and weeds. SMOTE is used to balance the unbalanced training dataset. 
ResNet50 is used as the feature extractor, and logistic regression is used as the clas-
sifier to predict the final output. The testing dataset results show a high F1-score of 
0.9127 [ 7]. 

2.6 Texture, Shape and Color Extraction 

Lit et al. have studied weed detection algorithms using machine learning technolo-
gies for weed classification. Wheat and corn are distinguished from their weeds 
by extracting texture, shape, and color feature present in the weeds. This classifier 
showed a correction rate of 97.5% while describing the grayscale distribution of each 
pixel and its adjacent pixels [ 8].
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2.7 A Robust Metric—Matthew’s Correlation Coefficient 

Davide Chicco et al. have studied that Matthew’s Correlation Coefficient (MCC) is 
better than accuracy and F1-score. They have also proved that Matthew’s Correlation 
Coefficient shows the performance of a deep learning model using a single value. For 
this reason, it is called to be a ‘Robust metric’ among others. The model’s performance 
is better when the value is near 1. They have also compared the value of MCC against 
balanced accuracy (BA), bookmaker informedness (BM), and markedness (MK) [ 9]. 

2.8 Metrics for Classification Models 

Zeljko D. Vujovichas used four metrics and evaluated four different classification 
models and found the best model. Confusion matrices for the four classification 
models are compared for evaluating the model’s performance. In addition, Type I 
and Type II error tables are compared, and finally, the best model is selected [ 10]. 

2.9 Deep Metric Learning Methods 

Xiaoxu et al. have provided an overview of deep metric learning methods for few-shot 
image classification. The review is taken from 2018 to 2022 and has been grouped 
into three stages depending on the metric learning. The three stages are learning 
feature embeddings, learning class representations, and learning distance measures 
[ 11]. 

3 Materials and Methods 

3.1 Image Gathering and Image Resizing 

This project utilizes an open-source crop-weed dataset in which soybean crops and 
their associated weeds are present [ 12, 13]. The original dataset contains four classes 
namely: broadleaf, grass, soil, and soybean. This work considers soybean (class 0) 
and broadleaf (class 1) for crop-weed classification which are depicted in Fig. 1. To  
enhance effective learning, the classes in the dataset are balanced by considering the 
first 1191 images from the classes. All images are resized to 224 .× 224 pixels to 
meet the requirement of the pre-trained MobileNet classifier [ 14].
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Fig. 1 a–c are sample observations from segmented soybean crops and d–f are from segmented 
broadleaf weeds 

3.2 Data Augmentation 

The performance of any classifier predominantly depends upon the data. Hence, data 
augmentation (image augmentation in this case) creates a major impact in improving 
the overall performance of the classifier. The effectiveness of applying various image 
augmentation methods varies from one dataset to another [ 15]. 

To analyze the most effective image augmentation methods for soybean crop and 
broadleaf weed dataset, 11 augmentation methods are applied to the randomly chosen 
images. The outcome of various augmentation methods is compared with the original 
image to identify the differences. Six out of 11 augmentation methods are observed 
to be highly effective for this dataset. 

Table 2 shows the augmented images of Fig. 1a during different epochs, their 
assessed level of effectiveness(High/Medium/Low), and the cause for this effective-
ness. Augmentation methods with a high level of effectiveness are considered for 
further processing; however, methods with low/medium levels of effectiveness are 
not considered in building the classifier. 

45. ◦ Rotation—Method 1 Rotation is one of the most commonly used image aug-
mentation techniques which randomly rotates the given image and creates a variant 
of the same. The degree to which the image is to be rotated can be any value between 
0 and 360. In method 1, value 45 is chosen to rotate the training images. The results 
(augmented images) are observed after rotation and three samples are tabulated in 
Table 2 for reference. The augmented images show only a small difference in the 
images when it is rotated 45. ◦, and hence, the effectiveness is noted as ‘medium.’ 

180. ◦ Rotation—Method 2 In method 2, value 180 has been chosen to rotate the 
training images. From the sample images, it is clear that a rotation of 180. ◦ produces 
a better augmentation than a rotation of 45. ◦. The effectiveness of this method is noted 
as ‘high’ and is considered for model training. 

Horizontal flip—Method 3 In this method, the input image is flipped along the 
horizontal axis. Since the input image is a crop, horizontal flipping has a good effect 
on the original image. Hence, the effectiveness of this method is noted as ‘high’ and 
is considered for model training. 

Vertical flip—Method 4 In this method, the input image is flipped along the ver-
tical axis. The input image shows no effect on the original image and hence the 
effectiveness is noted as ‘low.’
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30% Width shift—Method 5 Shifting is done to place the object at the center in 
case it is misplaced. In this method, the pixels are shifted horizontally. 30 percent 
of the entire image is shifted during this augmentation method. Shifting 30 percent 
shows only a small difference and hence the effectiveness is noted as ‘medium.’ 

50% Width shift—Method 6 In this method, 50 percent of the pixels are shifted 
horizontally. This augmentation method produces a good variance from the origi-
nal image. Hence, the effectiveness is noted as ‘high’ and is considered for model 
training. 

30% Height shift—Method 7 In this method, the pixels are shifted vertically. 30 
percent of the entire image is shifted during this augmentation method. Shifting 
30 percent shows only a small difference and hence the effectiveness is noted as 
‘medium.’ 

50% Height shift—Method 8 In this method, 50 percent of the pixels are shifted ver-
tically. This augmentation method produces a good variance from the original image. 
Hence, the effectiveness is noted as ‘high’ and is considered for model training. 

25% zoom—Method 9 In the zoom augmentation method, the original image is 
either zoomed inside (value. < 1) or zoomed outside (value. > 1) randomly to generate 
the augmented image. In this method, a value of 0.25 is chosen to zoom inside the 
original image, and the results are satisfactory as the variants are unique. Therefore, 
the effectiveness is noted as ‘high’ and is considered for model training. 

45% zoom—Method 10 In this method, a value of 0.45 is chosen to zoom inside the 
original image and the results are not satisfactory as the image is zoomed in-depth. 
This makes the image lose its shape feature. Therefore, the effectiveness is noted as 
‘low.’ 

Brightness range (0.1–0.9)—Method 11 This method brightens the image to pro-
duce a variant of the original image. A brightness value closest to 0 produces a dull 
image. In contrast, a brightness value closest to 1 produces an image with maxi-
mum brightness. In this method, the range of brightness is chosen to be between 0.1 
and 0.9 for random value selection, and the results are satisfactory. Therefore, the 
effectiveness is noted as ‘high’ and is considered for model training. 

3.3 Image Normalization 

After augmentation, all images are scaled between 0 and 1 with a factor of 1/255. 
This factor value is chosen as pixel value ranges between 0 and 255 [ 16].
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Table 2 Choosing the effective data augmentation techniques 
Methods Various augmented images Effectiveness Cause 

45.◦ rotation Medium No significant difference 
as the rotation is 
minimum 

180. ◦ rotation High Better results as rotation 
is with higher degree 

Horizontal flip High Change of the crop 
co-ordinates 

Vertical flip Low Augmented images are 
same as the original 
image 

30% Width shift Medium No changes in crop 
co-ordinates 

50% Width shift High Crop co-ordinates 
changes 

30% Height shift Medium No changes in crop 
co-ordinates 

50% Height shift High Crop co-ordinates 
changes 

(continued)
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Table 2 (continued) 
Methods Various augmented images Effectiveness Cause 

25% Zoom High Zooming 
leaves the 
shape of the 
leaf 
unchanged 

45% Zoom Low Morphological 
features are 
changed, 
which may 
mislead the 
model 

Brightness range (0.1, 0.9) High Crops under 
different 
lighting 
conditions 
are obtained 

. aMedium and low effective methods are not considered for building classifiers 

3.4 Deep Learning Classifier 

VGG16, VGG19, MobileNet, MobileNetV2, ResNet50, ResNet50V2, ResNet150, 
ResNet150V2, ResNet150, ResNet150, DenseNet201, DenseNet169, DenseNet101, 
InceptionV3, and InceptionResNet are used for classification. Among which Mobile-
Net, a pre-trained CNN classifier outperformed the other 15 classifiers. Results of 
the 16 classifiers are detailed in [ 17]. While training the classifier, the crop and weed 
features are extracted with which the images are either classified as a crop or as a 
weed. MobileNet is implemented by preserving all layer structures except for the 
trainable layer which is on the top [ 18]. 

4 Experimental Results 

The classifier’s outputs are analyzed, and their performances are evaluated using 24 
metrics which are listed in Table 4. The evaluation metrics and their equations are 
illustrated in Table 3. 

The model is trained for six epochs and showed the testing accuracy as 0.9958, 
precision as 1.0, recall as 0.99, F1-score as 1.0, and specificity as 1.0. The values of 
24 metrics are given in Table 4. 

Figure 2 shows the confusion matrix, and Fig. 3 shows the receiver operating 
characteristic (ROC) curve and precision-recall (PR) curve of the MobileNet clas-
sifier. The classifier has produced 118 TP and 119 TN. Otherwise stated the model 
has predicted one soybean crop image incorrectly as a broadleaf weed; however, no 
broadleaf weed had been incorrectly predicted as a soybean crop [ 19].
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Table 3 Description of evaluation metrics for soybean crop and broadleaf weed 

Equations Eq. no. 

.True Positives (TP) = Number of soybean crops predicted as soybean crops (1) 

.True Negatives (TN) =
Number of broadleaf weeds predicted as broadleaf weeds

(2) 

.False Positives (FP) = Number of broadleaf weeds predicted as soybean crops (3) 

.False Negatives (FN) = Number of soybean crops predicted as broadleaf weeds (4) 

.Accuracy = Number of crops predicted as crops (TP) and weeds predicted as weeds (TN)
Total number of predictions (TP+TN+FP+FN) (5) 

.Error rate = 1 − Accuracy (6) 

.LBCE = − 1
N

∑N
i=0 yi log ŷi + (1 − yi ) log(1 − ŷi ) (7) 

.True Positive Rate (TPR) = Number of crops predicted as crops (TP)
Number of crop observations in the dataset (P=TP+FN) (8) 

.True Negative Rate (TNR) = Number of weeds predicted as weeds (TN)
Number of weed observations in the dataset (N=TN+FP) (9) 

.False Positive Rate (FPR) = Number of weeds predicted as crops (FP)
Number of weed observations in the dataset (N=FP+TN) (10) 

.False Negative Rate (FNR) = Number of crops predicted as weeds (FN )
Number of crop observations in the dataset (P=FN+TP) (11) 

.Positive Predictive Value (PPV) = Number of crops predicted as crops (TP)
Number of observations predicted as crops (TP+FP) (12) 

.Negative Predicted Value (NPV) = Number of weeds predicted as weeds (TN)
Number of observation predicted as weed (TN+FN) (13) 

.False Discovery Rate (FDR) = Number of weeds predicted as crops (FP)
Number of observations predicted as crops (FP+TP) (14) 

.F1 score = 2 × Precision×Recall
Precision+Recall (15) 

. MCC = n1−n2√
d1×d2×d3×d4

where, n1 = TP × TN, n2 = FP × FN

.d1 = TP + FP, d2 = TP + FN, d3 = TN × FP, d4 = TN × FN (16) 

Figure 4 shows the zoomed-in curve of ROC and PR for the MobileNet classifier. 
These curves clearly show that the performance of the MobileNet classifier is high. 

5 Conclusion and Future Enhancements 

Artificial intelligence transforms tons of applications from various sectors. Data is 
key to building a successful AI application. This input data must undergo all necessary 
techniques with respect to its field. As data differs from sector to sector, the data pre-
processing techniques also differ. Any AI application cannot be successful without 
data pre-processing. 

In this work, the data considered are images which had undergone all necessary 
image processing techniques. The dataset considered for this work has 2382 images. 
Image resizing, 11 state-of-the-art augmentation techniques, and image normaliza-
tion are done. The pre-processed images are given to the pre-trained MobileNet 
classifier. The classification accuracy obtained is 99.58% and the F1-score is 1.0. 

Even though most of the deep learning algorithms use images as input, these 
images differ in a wide range from one sector to another. Application-specific image 
processing techniques are the need of the hour. It will be of great use to the upcoming



Analyzing the Effectiveness of Image Augmentation for Soybean Crop … 369

Table 4 Results of MobileNet classifier 

Metrics Values 

Training accuracy 0.9848 

Training error 0.0152 

Training loss 0.1215 

Validation accuracy 0.9916 

Validation error 0.0084 

Validation loss 0.1088 

Testing accuracy 0.9958 

Testing error 0.0042 

Testing loss 0.043 

Epochs 6 

Testing time 0.08 

True Positive (TP) 118 

True Negative (TN) 119 

False Positive (FP) 0 

False Negative (FN) 1 

Positive Predictive Value (PPV) 1 

True Positive Rate (TPR) 0.99 

F1-score 1 

True Negative Rate (TNR) 1 

False Positive Rate (FPR) 0 

False Negative Rate (FNR) 0.01 

Negative Predictive Value (NPV) 0.99 

False Discovery Rate (FDR) 0 

Matthew’s Correlation Coefficient (MCC) 0.99 

Fig. 2 Confusion matrix of 
the MobileNet classifier
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Fig. 3 ROC and PR curve of the MobileNet classifier 

Fig. 4 Zoomed-in ROC and PR curve of the MobileNet classifier 

researchers if such specific techniques are designed. Eventually, this will result in 
the improved performance of the classifier.
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Iterative Thresholding-Based Shadow 
Detection Approach for UAV Images 

Deeksha and Toshanlal Meenpal 

Abstract Shadow detection is a critical task in computer vision and image pro-
cessing that aims to identify shadow regions in an image. Accurate detection of the 
shadow is essential for various applications, such as object recognition, scene under-
standing, and image segmentation. The detection of shadow is difficult due to their 
complex and dynamic nature, as they can vary in shape, size, and intensity depending 
on the location of the illumination source, weather conditions, and the characteristics 
of the scene. In this study, a new shadow detection method has been proposed that 
automatically calculates the threshold value using an iterative thresholding scheme 
and detects shadow. The performance of the developed method is tested on four 
publicly available UAV image datasets related to two study areas namely urban and 
mining areas. The comparison of the proposed method with several state-of-the-art 
methods demonstrates that the proposed method performs well in both qualitative 
and quantitative evaluations, with good overall accuracy in all images. 

Keywords Iterative thresholding · UAV · Shadow detection 

1 Introduction 

Nowadays, high-resolution aerial images play a vital role in the remote sensing 
environment as they can capture very complex details of objects on the ground 
across various fields including land management, marine water resources manage-
ment, disaster monitoring, agricultural applications, national security, etc. [ 1]. Due 
to technological advancements, drones, or small unmanned aircraft, have under-
gone remarkable growth, transitioning from being mere toys to becoming valuable 
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tools that address numerous challenges in different industries. Aerial imaging-based 
remote sensing solutions have been extended to the use of drones, which have facil-
itated various applications, such as urban, forestry, and mining analyses, precision 
agriculture optimization, geosciences research, and urban zone segmentation. UAVs 
have effectively bridged the gap between field observations and remote sensing by 
offering high spatial detail over extensive areas, all while remaining cost-effective. 

Despite the increasing use of aerial images, several factors such as background 
clutter, occlusion, illumination, and shadow impede the extraction of information. 
UAVs, that are equipped with a light camera have the potential to capture images 
including pixels of targets that are illuminated either directly by the sun or indirectly 
by diffused light in shadowed regions. Targets like rocks, land elevations, machinery, 
trees, buildings, towers, poles, etc., are assumed to have the potential to cast shadow 
in urban and mining fields. Shadow poses a significant challenge to image processing 
and analysis tasks, leading to detection inaccuracies in various image vision applica-
tions, including object detection and tracking. Since shaded area reduces the quality 
of remote sensing, identifying and eliminating shadow is considered crucial prepro-
cessing steps in numerous aerial image processing techniques [ 2]. Although some 
researchers view shadow as obstacles, others have utilized them in applications like 
object height estimation through UAV images [ 3]. However, The issue of shadow 
detection in high-resolution UAV images remains unresolved, and more efforts are 
necessary to improve it. A shadow is the shape of an object that appears dark due 
to the object obstructing the path of light. Cast shadow and self-shadow are the two 
major types of shadows that appear in UAV images [ 4]. Based on the complexity 
of shaded regions, they can be also divided into two regions; the umbra shadow 
region and the penumbra shadow region as shown in Fig. 1. Due to the fact that 
UAV images are captured from different heights and at different times, the generated 
high-resolution images contain shadows of varying sizes and degrees of brightness. 
Hence, developing algorithms for shadow detection in this type of image is more 
challenging. Nevertheless, the presence of shadow can impede the accuracy of these 
algorithms since they can distort the apparent shape of objects, as explained earlier. 

This paper presents a novel technique for the detection of shadow from UAV 
images taken from mining and urban areas. The proposed algorithm uses an addi-
tional saturation (S) channel mask for addressing the misclassification of concrete 
regions. An iterative thresholding scheme and mean of saturation and value channel 
are utilized for calculating threshold value for creating a shadow mask of an image. 
The proposed approach offers several contributions, including the use of iterative 
thresholding with saturation and value channel images for automating the threshold 
calculation in UAV images. The proposed method is tested on four different publicly 
available UAV-taken image datasets related to mining and urban areas. A compara-
tive analysis between different UAV-captured images has been performed regarding 
IoU, F1-score, recall, precision, and accuracy. The experimental outcomes inferred 
that the presented technique is adaptive and can be applied to both mining as well as 
urban images.
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Fig. 1 UAV image capturing process resulting with different types of shadows 

2 Related Work 

Numerous research papers have been already published to address the problem of 
shadow detection. This section presents a review of various techniques of shadow 
detection approaches. 

2.1 Property-Based Shadow Detection 

The method of property-based shadow detection involves utilizing the properties of 
both the shadow image and its surroundings to identify the presence of a shadow in an 
image. Thresholding, invariant color model, and object segmentation are commonly 
used techniques for this type of detection, but these techniques demand additional 
exertion from researchers to assess the appropriateness of various characteristics and 
are susceptible to mistakes arising from technical glitches. Several shadow properties 
are mentioned already in the literature that is listed here: 

1. The blocking of electromagnetic radiation from the sun results in a diminished 
brightness or intensity known as low luminance [ 5].



376 Deeksha and T. Meenpal

2. High saturation with short blue-violet wavelengths as a result of atmospheric 
scattering through the Rayleigh effect [ 6]. 

3. According to reference [ 7], the color spectrum wavelength values in shaded areas 
cause variations in intensity that result in higher hue values. 

A considerable number of property-based shadow detection methods have been 
already presented by researchers such as Tsai et al. proposed a smoothed Otsu 
threshold-based shadow detection method where the threshold is computed by cal-
culating the ratio of luminance and hue channels [ 8]. His approach involves creating 
a shadow mask using a technique that uses a smoothed Otsu threshold on an image 
transformation. In 2016, Anoopa S. et al. proposed a tri-class thresholding technique-
based segmentation approach [ 9]. In their work, they utilize the Otsu method only on 
the undetermined region for segmentation in an iterative manner. Das and Shandilya 
proposed a novel technique that uses an automatic threshold mechanism to accu-
rately differentiate between foreground and background pixels by detecting edges 
[ 10]. Besides this, Gilberto Alvarado et al. proposed a multi-channel statistics-based 
shadow detection approach from aerial images [ 11]. In that paper, an additional low 
saturation mask is used for improving the accuracy of the shadow detection algorithm. 

2.2 Model-Based Shadow Detection 

In the model-based method for detecting shadows in images captured by UAVs, 
factors like the position of the light source, the shape of objects, and the location of the 
sensor are considered to account for the physical and environmental characteristics of 
the shadows. Pons et al. used spectral reflectance measurements via the digital surface 
model (DSM) to identify shadows in images captured by a UAV in forested areas 
[ 12]. Wang et al. presented a geometrical-based technique for detecting shadows in 
very high-resolution images by utilizing the position of the sun to map shadow and 
non-shadow regions [ 13]. 

2.3 Machine Learning-Based Shadow Detection 

The machine learning approach to shadow detection requires less information about 
the shadows and offers greater flexibility than the previously mentioned methods. 
This technique involves building a model and then fitting the data into it. The unsu-
pervised machine learning approach commonly uses clustering techniques such as 
K-means clustering to group similar pixels into clusters for the binarization of an 
image containing shadow [ 14]. In 2018, Silva et al. proposed CIELCh color space 
channels-based shadow detection algorithm [ 15]. In the supervised learning-based 
shadow detection method, a training data sample is required to make a classifier 
for accurate classification. Several supervised classifiers such as convolutional neu-
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Fig. 2 Proposed shadow detection methodology 

ral networks (CNN), support vector machines (SVM), and their variants such as 
LSSVM are used to generate an efficient and accurate binary mask and classification 
in shadow and non-shadow class. In 2017, Kang et al. proposed an extended ran-
dom walker-based approach for detecting shadows from very high-resolution images 
captured remotely [ 16]. Currently, many deep learning approaches, such as UNET 
and PSPNET, are being used for shadow detection in UAV images. Author Luo S. 
utilized the AISD dataset and presented a network that incorporates a parallel spa-
tial pyramid structure for extracting features at multiple scales from the input image 
[ 17]. In 2021, Siti Asiyah et al. introduced U-NET architecture for creating shadow 
masks from UAV images [ 18]. They also employed morphological operations in the 
post-processing step for refining the created masks. 

3 Proposed Methodology 

Shadow detection using shadow properties is accomplished through semantic seg-
mentation, specifically binary segmentation [ 19]. This involves assigning image pix-
els into two categories—shadow and non-shadow pixels, resulting in binary masks 
where shadow pixels are represented by white labels and non-shadow pixels by black 
labels. The workflow for the proposed method is depicted in Fig. 2. The proposed 
approach is divided into three parts, namely threshold value calculation using an 
iterative thresholding scheme, mask generation, and in the final part union operation 
of all the masks.
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3.1 Threshold Calculation 

An iterative thresholding scheme illustrated in Algorithm 1 is used for calculating 
threshold values. In this scheme, firstly the mean of the input image is calculated 
and a pixel value greater than this mean is stored in the .S1 group and a pixel value 
less than the mean value is stored in the .S2 group. After that, mean of both .S1 and 
.S2 groups is calculated individually, and their average is taken as the new threshold 
value. This process is continued until the two consecutive threshold values become 
equal. 

Algorithm 1 Iterative Thresholding Algorithm 
Input: Image Is 
Output: Threshold Value T 

T = Any random value between 0 to 255 
Tnew = Mean value of Is 

1: while (T /= Tnew) do 
2: T ← Tnew 
3: for all pixels of Is do 
4: if (Pixel value of Is ≥ Tnew) then 
5: S1 ← Pixel value of Is 
6: else 
7: S2 ← Pixel value of Is 
8: end if 
9: end for 
10: end while 
11: m1 = Mean value of S1 
12: m2 = Mean value of S2 

13: Tnew = 
(m1 + m2) 

2 
return T 

3.2 Mask Generation 

The development of the presented methodology is based on the properties of shadow 
as discussed earlier in Section II. The key feature of shadow that is utilized in the 
presented method is that the pixel value in the saturation channel for the shadow 
region is high as compared to the non-shadow region. Thus, along with R-, G-, 
and B-channel masks, an additional saturation channel mask is also incorporated to 
address the misclassification of the concrete region. Hence, in the first step, the input 
RGB image is converted into an HSV image, and then S and V channel image is 
employed for the computation of the threshold values. Tv, and. Ts, respectively, using 
an iterative threshold scheme. The value channel threshold (. Tv) is used to generate 
R-channel, G-channel, and B-channel shadow masks which are defined as follows:
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.MR(x, y) =
{
255 if R(x, y) < Tv,
0 otherwise.

(1) 

.MG(x, y) =
{
255 if G(x, y) < Tv,
0 otherwise.

(2) 

.MB(x, y) =
{
255 if B(x, y) < Tv,
0 otherwise.

(3) 

.Tv is also applied in saturation channel image to divide saturation channel image 
pixels into low saturation (LS) and high saturation (HS) pixels as defined in Eqs. 4 
and 5. 

.HS(x, y) =
{
S(x, y) if S(x, y) > Tv,

0 otherwise.
(4) 

.LS(x, y) =
{
S(x, y) if S(x, y) < Tv,

0 otherwise.
(5) 

As mentioned earlier, the shadow region has a high saturation value so HS pixels are 
discarded and only LS pixels are used to calculate the saturation channel threshold 
(. Ts) value. A saturation channel mask is then prepared by applying.Ts on the saturation 
channel image as given in Eq. 6. 

.MS(x, y) =
{
255 if S(x, y) < Ts,
0 otherwise.

(6) 

3.3 Union Operation 

After binarization, four masks are generated namely the red channel mask, green 
channel mask, blue channel mask, and saturation channel mask. These masks contain 
different parts of shadows. To obtain all the parts into a single image, union operation 
of all the channel masks has been performed. 

4 Experiment and Results 

4.1 Test Datasets 

Our proposed methodology is tested on four publicly available UAV image datasets 
related to mining and urban area that are described below.
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Fig. 3 a Sample image of Maniram Patel Mine Dataset, b, e, f Patch 1, Patch 2, Patch 3, c, f, i 
Corresponding reference shadow mask, and d, g, h Corresponding detected shadow region 

Mining area-related image dataset: Two mining area-related image datasets are 
used in this study for testing. One mining image dataset is collected from the Geology 
Department at NIT Raipur. One sample image of this dataset is shown in Fig. 3a. 
The dimension and size of this high-resolution image are .6751 × 7690 pixels and 
7.91 MB, respectively. This image was acquired from open-cast Maniram Patel Mine 
using a camera onboard a flying UAV. The second mining dataset used in this study is 
downloaded from the Drone Mapper site, and one sample image is depicted in Fig. 4a 
[ 20]. This dataset contains 45 high-resolution oblique images of size .3000 × 4000, 
and these images are taken from Red Rock Colorado mine. The primary sources of 
shadow in these images are cast by rocks, poles, small buildings, machines, vehicles, 
trees, etc. 

Urban area-related image dataset: For comparative analysis in this work, two 
publicly available UAV images related to urban areas namely Mendeley Thermal 
and Visible Aerial Imagery Dataset and Aerial Semantic Segmentation Dataset are 
utilized as test image datasets. Mendeley Thermal and Visible Aerial Imagery Dataset 
contains 30 visible images and the dimensions and sizes of each image are . 4000 ×
3000 and 4.87 MB, respectively [ 21]. The shadow brightness of these images is high. 
One sample image of this dataset is shown in Fig. 4d. Kaggle’s Aerial Semantic 
Segmentation Dataset is another source of image datasets related to the urban field 
[ 22]. Unlike the previous dataset, the images in this dataset were captured from lower 
altitudes, making the shadows of objects more noticeable and more prominent. There
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Fig. 4 UAV-captured test images, a sample image of Red Rock Colorado Mine Dataset, d sample 
image of Thermal and Visible Aerial Imagery Dataset, g sample image of Aerial Semantic Segmen-
tation Dataset, b, e, h Corresponding reference shadow mask, and c, f, i Corresponding detected 
shadow region 

are 598 images of dimension .6000 × 4000 in JPG format. Among them, we have 
taken 30 images for testing the proposed approach. Figure 4g displays one sample 
image from this dataset. The shadowed areas in these images are primarily caused 
by trees, poles, buildings, people, etc. 

4.2 Results 

In order to evaluate the performance of the presented shadow detection technique, the 
predicted shadow masks obtained from the proposed methodology are compared to 
the corresponding reference images. As the test images utilized in this study were not
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Table 1 Comparison of the shadow detection results for all testing image datasets 

Parameter Mining image datasets Urban image datasets 

Maniram Patel 
Mine Dataset 

Red Rock 
Colorado Mine 
Dataset 

Thermal and 
visible aerial 
imagery dataset 

Aerial semantic 
segmentation 
dataset 

IoU 0.864 0.687 0.618 0.702 

Precision 0.805 0.694 0.702 0.737 

Recall 0.904 0.983 0.705 0.937 

F1-Score 0.863 0.814 0.752 0.825 

OA 0.968 0.943 0.938 0.956 

intended earlier for shadow detection evaluation so, there were no existing reference 
shadow masks. Consequently, manual labeling of shadow masks is performed by 
annotating shadowed areas using Paint 3D software. During labeling, pixels within 
shadowed regions are given a value of 255 (white), whereas pixels outside shadowed 
regions are given a value of 0 (black). 

Qualitative Comparison: The size of the open-cast mine image taken from the 
Maniram Patel Mine Dataset is large, so processing directly this high-resolution 
image is difficult. Hence for reducing the annotation error and for simplifying the 
analysis process, the whole images are cropped into small patches of size. 512 × 512
pixels. Some patches along with their reference images and shadow detection results 
are shown in Fig. 3. Figure 4 shows the results of the proposed shadow detection 
approach for different UAV images along with their reference images. The results 
demonstrate that the presented shadow detection approach performs well on all of the 
selected test images and produces outcomes that are closest to their reference images. 
The method is capable of accurately detecting shadows, regardless of whether they 
are large or small. In addition, there are variations in the statistical distribution of 
color saturation and brightness in urban area images compared to mining area images, 
particularly with regard to saturation values. The color of shadows in such images 
is not consistent, and the texture of the regions is more noticeable in urban images 
than in mining field images, as shown in the cases presented in Fig. 4. 

Quantitative Comparison: Five different performance metrics are employed to 
assess the proposed method’s accuracy. Table 1 displays the outcomes obtained from 
four UAV image datasets, indicating that the presented approach yields good detec-
tion accuracy for all images. Notably, the proposed approach performs exceptionally 
well with the Maniram Patel Mine Dataset (highlighted in bold in Table 1), sur-
passing all other image datasets in terms of performance. The table demonstrates 
that the proposed methodology performs poorly for the Thermal and Visible Aerial 
Imagery Dataset, primarily due to its inability to detect shadows of small objects. 
This limitation is inherent to our method. Figure 5 illustrates a performance compar-
ison between the proposed methodology and the color-based method described by 
Desa et al. [ 23]. The recall, F1-score, and accuracy of our proposed method on the
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Fig. 5 Comparison of performance of the proposed shadow detection results with the performance 
of color-based shadow detection method based on accuracy, recall, and F1-score 

Thermal and Visible Aerial Imagery Dataset are compared with those of RGB(SVM) 
and YCbCr(SVM) methods. The results depicted in this figure clearly indicate that 
our proposed method outperforms the method proposed by S. M. Desa et al. 

5 Conclusion 

This paper presents a novel iterative thresholding-based method for shadow detec-
tion. The method is implemented and evaluated using Python coding in the Spyder 
environment, employing four different UAV image datasets with diverse features that 
may pose challenges in shadow detection and accurate results. Experimental results 
demonstrate the effectiveness of the proposed approach in both mining and urban 
application areas. Particularly, the proposed method exhibits superior performance 
in mining images with an accuracy of 96.8%, as reported in this work. However, the 
limitations observed in shadow detection, specifically the failure to accurately iden-
tify small shadowed areas in high-resolution images, highlight the need for further 
research and development of a robust shadow detection framework tailored for such 
inputs. Additionally, further research is required to explore techniques for enhancing 
binary masks. Nevertheless, the outcome and analysis of these experiments provide 
a foundational assessment that can serve as a valuable resource for other researchers 
aiming to develop and improve shadow detection applications utilizing color char-
acteristics.
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A Subtle Design of Prediction Models 
Using Machine Learning Algorithms 
for Advocating Selection and Forecasting 
Sales of Garments: A Case Study 

Dillip Rout, Bholanath Roy, and Prasanna Kapse 

Abstract In this article, the predictive analysis is conducted for a garment retail 
dataset that contains the attributes of the dresses and sales information. Precisely, 
Random Forest (RF), Linear Regression (LR), Support Vector Machine (SVM), 
and Decision Tree (DT) algorithms are used for classification. That is, advising 
whether the dresses should be kept in store or not by automating the process of the 
recommendation. Moreover, two variants of the datasets are given as input to the 
said algorithms apart from the raw dataset. One variant is obtained through feature 
selection and another uses the concept of dummy variable since the majority of the 
features are categorical. In addition, the demand for sales is estimated over a period. 
Auto-Regressive Integrated Moving Average (ARIMA) is applied in particular to 
achieve the forecasting of the sales. The dataset contains fourteen features of dresses 
and sales data of alternative days over a month. The experiments on the case study 
show that RF algorithm is good at the classification although it is marginally better 
than LR. Also, the sales forecasting is producing results in an acceptable range as per 
the relevant performance metrics. Overall, the proposed methodology of this paper 
helps in the decision-making of fashion retail. 
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1 Introduction 

The rapid growth of fashion industry is driven by a diverse demand which has incurred 
from the expedition of variance in customer trend [ 6]. This necessitates regular revi-
sions of business models to keep up with the changing market trends [ 10, 15]. Basic 
rules and perceptions may not be sufficient to ensure smooth trading operations. 
As a result, some manufacturing units and retail outlets have automated their oper-
ations. However, achieving automation requires a deep understanding of business 
logic, cost, fashion attributes, demand, and customer choice [ 8]. Thus, automation 
is a critical goal in the fashion industry. The fashion retail industry faces bottlenecks 
due to industry characteristics and customer demand, necessitating the formulation 
of models at an individual level, as these factors differ from case to case [ 17]. 

In this regard, the machine learning algorithms are explored in this paper for the 
automated decision-making process in fashion retail. In addition, the analysis is also 
focused on forecasting the future demand for each garment based on history. Each 
of these questions deals with one or multiple machine learning algorithms such as 
LR, Logistic Regression (LGR), DT, RF, etc, as it is a data-driven approach where 
a single algorithm may not be sufficient. A dataset of retail information is given 
which contains attributes or features and sales of a set of garments. All the applied 
algorithms are demonstrated through a case study which consists of 15 features 
including attributes and sales data for 500 garments. The particular objectives of the 
study are as follows: 

1. To compare a set of models to predict the recommendation of products for future 
stocks. 

2. To build a forecasting model to estimate the stocks of dresses for three alternative 
days. 

The novelty includes creating dummy variables for the variables in addition to the 
feature selection. This study compares the impact of various approaches to vanilla 
prediction models. It provides valuable insights for high-end fashion retail stores 
seeking business expansion. 

The remainder of the article is organized as follows: The next section has a lit-
erature review followed by the research gaps. Then, a theoretical background of the 
applied machine learning techniques is discussed in Sect. 3. Next, a case study of the 
set of the available input data is described. Thereafter, the description and predictions 
are applied and discussed with the results (Sect. 4). Lastly, the concluding remarks 
are presented in Sect. 5. 

2 Previous Works 

This paper focuses on fashion or garment retail, but there are very few papers which 
have the same theme, so the review is extended to the articles which address general
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retail problems. The literature shows that the retail industry is studied in three facets, 
namely the behavior of consumers, decision-making, and demand forecasting. 

Consumer behavior is crucial for determining retail industry production needs. 
[ 6, 17]. Classifiers like decision table, DT, RF, SVM, etc., have been used to fit 
consumer behavior and build recommended systems. For instance, the decision table 
classifier provides the highest accuracy level for the consumer behavior for online 
shopping data [ 1]. The filtered classifier has the lowest accuracy in predicting con-
sumer behavior. Previous attempts include clustering techniques, association rules, 
random tree, and forest. Combining sentimental analysis and neural networks pro-
vides better precision in product price setting [ 13]. Digital signage is used to study 
purchase decisions and situations, predicting consumer behavior [22]. Other methods 
include clustering techniques, association rules, random tree and forest, and senti-
mental analysis. In this case, SVM is proven to result in the best output with high 
accuracy. Differently, the usage of Internet of Things in the application of smart 
stores is studied through the application of indoor positioning, augmented reality, 
facial recognition, and interactive display [ 11]. Furthermore, attitudes and subjec-
tive norms are found to be the key predictors for online fashion renting which is 
found through confirmatory factor analysis and structural path analysis [ 17]. Ease of 
shopping is the most influencing factor in consumer behavior [ 28]. It is concluded 
that these applications improve the experience of consumers and their behavior of 
buying from offline stores. Overall, multiplexing technology has played a critical 
role in both online and offline shopping and sales have increased. 

Retail management decision-making is challenging due to the variety of features 
to be processed [ 23]. Correlation analysis is used to reduce dimensions and a RF 
classifier is applied to lowly correlated features. Discount offers are found to increase 
sales, possibly with combined products. Nevertheless, there is a saturation point to the 
discount where the sales do not increase. Clustering-based algorithms are applied to 
assess the sales of retail stores [ 25]. Four algorithms are studied for classifying retail 
data: K-means, density-based, filtered, and farthest first clustering. The farthest first 
clustering algorithm is robust and accurately classifies retail sales. Social networking, 
consumer participation, and feedback are also studied to enhance decision-making 
in retail management [ 19]. The retail industry offers more scope for analysis and 
research on sales and decision-making for sustainability and growth. 

Most research articles are found for retail demand forecasting. A comprehen-
sive review is provided for fashion retail given operational issues for both demand 
and supply sides [ 31]. As a result of the involvement of doubts on both sides, it is 
complicated. Particularly, it is challenging to build mathematical models for items 
with short life cycles and considerable demand unpredictability. The bottleneck for 
sales forecasting, according to academics, is risk management, which necessitates 
micro-level estimates of seasonal demand, pricing delays, product differentiation, 
and decisions about product design and manufacture. For instance, online retailers 
optimize pricing through demand forecasting using machine learning techniques [ 9]. 
A comparative study found the Gradient boost algorithm as the best model for predic-
tion due to its lowest Root Mean Square Error (RMSE) and highest .R2 value [ 16]. 
Also, it is revealed that hyperparameter tuning is required for high performance,
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especially for AdaBoost algorithm. Similarly, machine learning techniques are used 
to establish relationships between parametric models, user-selected covariates, and 
non-parametric approaches [ 2]. Deep learning methods have high prediction accu-
racy for retail sales, outperforming LGR due to multi-attributes [ 14]. Thus, machine 
learning is suitable for handling large data, and classification methods are more effi-
cient than regression in this context [10]. Overall, machine learning and deep learning 
methods are suitable for demand prediction for retail sales. 

There are a few papers that have created models for retail management. The 
majority of these were demand forecasting and consumer behavior-focused. A few 
papers, however, are discovered to be beneficial in the decision-making process for in-
store retail management. Particularly, there is less emphasis placed on the connections 
between the properties (features). Furthermore, by modeling the attributes in terms 
of correlation, the relationship between the attributes is missed. Mention how a 
retail business may include categorical features yet correlation analysis may only be 
applied to numeric attributes. Therefore, it is crucial to investigate this matter further. 
The relationship between traits is crucial for further research on sales and price, 
necessitating further study of the inherent attributes’ relationship beyond demand 
forecasting. 

3 Proposed Framework 

The proposed framework has the following three parts. The first part refers to the 
data description and preparation (Sect. 3.1). The second part describes the selection 
of the important features (Sect. 3.2). The third part contains the discussion of the 
prediction models in Sect. 3.3. All the three parts are described as follows. 

3.1 Data Preprocessing 

The preprocessing of the data includes data wrangling. The dataset contains two 
files—(i) attributes of dresses and (ii) sales of dresses [ 26]. The former contains the 
attributes such as Dress_ID, Style, Price, Rating, Size, Season, NeckLine, Sleeve-
Length, WaistLine, Material, FabricType, Decoration, PatternType and Recommen-
dation [ 24, 26]. All the features listed in the first set are categorical except Rating 
which is a numerical feature [ 12, 24]. Furthermore, the sales file contains the sales 
for each dress on a particular date. The date ranges from 29/8/2013 to 12/10/2013, 
and the sales are entered for alternative days. The date fields are properly converted 
for processing. The NAs are dealt with by replacing the values with 0 s and mode for 
numerical and categorical features respectively. Consistency of sales and attribute 
dataset is checked by ensuring that all dress codes are having sales and vice-versa. 
All labels are converted into small alphabets to adjust small and capital letter issues. 
Also, the hyphen is replaced by an underscore in observations since it will create
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issues while applying dummy variables for factors. Remove the rows with lower 
frequency labels say less than 5 to avoid fitting issues while segregating training and 
test data. 

3.2 Feature Selection 

The methodology adopted for selecting the features is based on hierarchy [ 24]. 
The hierarchy is generated by taking the Geometric Mean (GM) of the importance 
scores from various algorithms. The algorithms used for feature selection include 
RF, mRMRE, Boruta and LR [ 4, 5, 7, 18, 20]. Furthermore, a lower boundary is 
decided by the GM values where there is a significant gap realized and a sufficient 
number of features are available for the prediction. 

3.3 Predictive Analysis 

The predictive analysis in this context of garment retail is a binary classification. 
Precisely, automate recommendation column to advise if the garment should be kept 
or not. In this regard, four models, namely LGR, DT, RF, and SVM models are 
chosen for applying classification [ 4, 12, 18, 30]. Further, these models are tested 
on three variations of the data, i.e., (i) using the original data which is referred to as 
raw, (ii) selecting important features which are tagged as feature, and (iii) by using 
dummy variables for each of the categorical variables which are called as dummy 
(Sect. 4.1). 

The analysis of classification is carried out based on sensitivity (Eq. 1), specificity 
(Eq. 2), and accuracy (Eq. 3) [  32]. All these metrics are defined using true positive 
(TP), true negative (TN), false positive (FP), and false negative (FN). In particular, 
these metrics are specified mathematically as follows: 

.Sensitivity = TP/(TP+ FN) (1) 

.Specificity = TN/(TN+ FP) (2) 

.Accuracy = (TN+ TP)/(TN+ TP+ FN+ FP) (3) 

In addition, a time series analysis is conducted to predict the sales of dresses 
over the next three alternative days. In order to achieve it, first the sales dataset was 
converted into time series data. Then, the prediction was done using auto.arima() 
model of forecast package [ 21]. However, the issue was this model is for univariate 
forecasting. Hence, each Dress_ID was estimated separately in an iterative manner.
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Table 1 Comparison of the impact of features on TotalSales using various models [ 24] 

Feature RF.a mRMRE mRMRE-
D 

Boruta LR.b GM 

Rating 0.381 0.236 0.236 13.226 1.000 0.775 

Pattern.Type 0.454 0.098 0.035 4.633 0.813 0.358 

Recommendation . −1.395 0.033 0.033 1.958 0.708 0.185 

Style 0.139 0.029 . −0.016 3.670 0.356 0.097 

Size . −0.180 0.065 0.001 4.746 0.707 0.075 

NeckLine . −0.729 . −0.086 . −0.044 1.140 0.406 0.066 

Season . −0.357 0.002 0.004 2.885 0.597 0.057 

WaistLine . −0.501 0.054 0.010 . −0.441 0.429 0.055 

FabricType . −0.451 . −0.059 . −0.024 0.706 0.558 0.048 

Decoration 0.214 0.027 . −0.013 . −0.552 0.339 0.042 

SleeveLength 0.044 . −0.096 . −0.008 0.351 0.308 0.032 

Price . −1.251 . −0.021 . −0.048 0.107 0.173 0.030 

Material . −0.214 . −0.098 . −0.004 . −0.573 0.529 0.019 

RF Random Forest [ 4, 18], mRMRe Minimum Redundancy Maximal Relevancy Ensemble [ 7], 
Boruta [ 20], LR Linear Regression [ 5], GM Geometric Mean 
. a The values are obtained by taking natural logarithm and subtracting 22 
. b The values are obtained by taking the complement of mean p-value of all the levels per feature 

4 Experimental Study 

The techniques used include feature selection, recommendation automation, and 
sales estimation, with experiments conducted using R programming language. The 
prediction algorithms are trained on 60% of the data, with the remaining 40% for 
testing. 

4.1 Feature Selection 

The importance of the features is listed in Table 1. Two major threshold points of 
separation are observed as separated in the said table as per the discussion in Sect. 3.2. 
The lower threshold point is chosen based on GM values [ 24]. As a consequence, 
SleeveLength, price, and material features are dropped from the input variables as 
these have a very low influence on TotalSales, and have substantial different GM 
from the next upper-level selected features. 

4.2 Automation of Recommendations 

The comparison of models for classifying recommendation is shown in Table 2. 
The results are evaluated based on sensitivity, specificity, and accuracy [ 32]. It is
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Table 2 Comparison of classification models for predicting recommendation 

Metrics LGR DT RF SVM 

Raw 

Sensitivity 0.640 0.631 0.703 0.631 

Specificity 0.479 0.487 0.610 0.551 

Accuracy 0.569 0.563 0.669 0.606 

Feature 

Sensitivity 0.652 0.647 0.636 0.614 

Specificity 0.563 0.507 0.509 0.522 

Accuracy 0.625 0.581 0.594 0.588 

Dummy 

Sensitivity 0.697 0.596 0.649 0.610 

Specificity 0.393 0.459 0.565 0.483 

Accuracy 0.538 0.544 0.625 0.563 

observed that all models performed better with raw data input except DT model 
whose efficiency is good when applied with feature data. Thus, feature selection and 
the use of dummy data are not impactful for the prediction. 

Note that the performance of DT and SVM is not as par with the rest of the models. 
In other words, LGR and RF models perform better but those are non-dominant with 
respect to various types of data, i.e., raw, feature, and dummy. Thus, either of these 
can be used for the automation of recommendation as per the business logic. 

4.3 Sales Forecast 

A snippet (up to first 10 Dress_ID) of the forecast data is given in Table 3. It is  
observed that there is no significant variation among the alternative days. Moreover, 
the forecasting is transformed into a moving average although there is no way to 
prove the phenomenon. 

The fitness of the model is provided in terms of RMSE and mean absolute per-
centage error (MAPE) metrics as shown in Table 4 which are collected over each 
Dress_ID. It is observed that RMSE values are not satisfactory although the median 
is likely to be acceptable. However, MAPE values are good although outliers exist 
with a higher percentage. So, overall, this approach is acceptable in terms of predict-
ing with reasonable accuracy.
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Table 3 Sales forecasting of dresses for three alternative days 

Dress_ID 14/10/2013 16/10/2013 18/10/2013 

1006032852 4110 4173 4235 

1212192089 4464 4652 4839 

1190380701 11 11 11 

966005983 1967 1971 1975 

876339541 2815 2894 2973 

1068332458 27 27 28 

1220707172 575 598 621 

1219677488 274 286 298 

1113094204 34 35 36 

985292672 14 14 14 

1117293701 143 149 154 

898481530 210 218 226 

957723897 3058 3137 3216 

749031896 4246 4322 4398 

1055411544 53 53 53 

1162628131 229 239 249 

624314841 2568 2611 2654 

830467746 19 19 19 

840857118 17 18 19 

1113221101 667 691 715 

861754372 411 424 437 

856178100 1800 1842 1884 

1122989777 235 233 232 

840516484 2417 2459 2505 

768517084 5 5 5 

1139843344 30 31 32 

1004212992 3173 3266 3362 

1235426503 465 485 505 

942808364 538 539 540 

629131530 5654 5556 5458 

851945460 1152 1152 1152 

1150275464 249 249 249 

1026634314 790 790 790
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Table 4 Fitting accuracy of forecasting model—auto.arima 

Metrics RMSE MAPE 

Min. 0.00 0.00 

1st Qu. 5.61 3.29 

Median 62.29 5.33 

Mean 119.99 5.32 

3rd Qu. 148.32 6.64 

Max. 1956.56 23.64 

5 Conclusions 

A dataset containing retail information on a set of dresses is investigated in this article 
to predict recommendation and to forecast sales. The machine learning algorithms 
like LGR, DT, RF, and SVM are used for classifying recommendation. These algo-
rithms are tested using three types of inputs, i.e., with the raw data, selected features, 
and dummy variables. Furthermore, the time series forecasting is conducted for sales 
for a couple of days more for the given set of two months sales data. In this context, 
ARIMA model is being used to estimate the sales for each dress. 

The evaluation shows that LGR and RF are useful for classifying recommendation. 
These two algorithms work well with all types of input data. However, it is observed 
that the dummy variable has almost no impact on the classification. Also, the impact of 
scaling was not significant enough as per the observations. However, feature selection 
has a slight impact on classification and prediction as per the results. The accuracy is 
degraded for RF while using selected features and dummy variables. Furthermore, 
the forecasting can find out the future sales but is not prominent enough since it 
results roughly as a moving average. 

The future scope redirects to improving the accuracy of the models used. Also, 
the discretization of the features must be applied for those numerical variable which 
actually mean categorical properties. In addition, testing the proposed methodology 
with a larger dataset remains a challenge. 
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BGKnow-Medical Chatbot: A Hybrid 
Approach Based on Knowledge Graph 
and GPT-2 

Disha Sunil Nikam, D. Nisha Murthy, Sreeramya Dharani Pragada, 
and H. R. Mamatha 

Abstract Accurate and timely diagnosis is critical in ensuring patients receive care 
and treatment for their medical conditions. Traditional symptom checkers often lack 
accuracy and efficiency in diagnosing diseases, as they typically rely on prepro-
grammed decision trees or rule-based algorithms that may not account for the com-
plexity and variability of symptoms. By using natural language processing (NLP) 
and machine learning techniques, such as knowledge graphs and Bio-Bidirectional 
Encoder Representations From Transformers (BioBERT), chatbots can provide a 
more accurate and personalized approach to disease diagnosis. This paper introduces 
a hybrid chatbot framework called “BGKnow.” BGKnow represents the combina-
tion of a knowledge graph and Generative Pre-trained Transformer 2 (GPT-2) model 
that uses BioBERT embeddings for effective diagnosis based on symptoms entered 
by users. The proposed system shows promising potential for assisting healthcare 
professionals in accurately and efficiently addressing medical inquiries. 

Keywords Natural language processing · Knowledge graphs · BERT · GPT-2 ·
Aho-Corasick · Chatbots 

1 Introduction 

Patients have long faced obstacles while accessing primary care services, including 
difficulties in scheduling appointments, extended waiting times, and inconvenience 
in seeing a doctor. Our system aims to bridge the gap created due to these obstacles 
and aid in timely diagnosis. Artificial intelligence (AI) is a significant contributor to 
the advancement of information technology in healthcare, with chatbots emerging 
as a prominent AI solution for boosting healthcare service quality and efficiency. 
Chatbots are software systems that offer interactive interfaces for patients or med-
ical professionals, enabling tasks such as knowledge extraction and personalized 
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feedback in real-time. The medical field has seen rapid development in chatbot tech-
nologies, with various applications such as assisting patients in symptom identifica-
tion and directing them to appropriate healthcare service departments. These include 
medical assistants and front desk systems for medical services, streamlining the 
patient experience. In recent years, NLP models such as GPT-2 [ 1] and BioBERT 
[ 2] have shown significant promise in improving the accuracy of chatbots for disease 
diagnosis. Knowledge graphs provide structured information on diseases and their 
associated symptoms. However, the variability and complexity of symptoms can 
limit the accuracy of knowledge graphs, which can lead to misdiagnosis. To address 
this challenge, our chatbot BGKnow introduces the novelty of a diagnosis system 
that combines knowledge graphs with a GPT2 model that uses BioBERT embed-
dings to increase the accuracy of disease diagnosis. It is fine-tuned on biomedical 
data, enabling it to understand the nuances of medical language and provide accurate 
diagnoses based on the user symptoms. The research question that guides this study 
is: Can the use of knowledge graphs and BioBERT in a chatbot-based symptom diag-
nosis system improve the accuracy and efficiency of disease diagnosis compared to 
traditional symptom checkers? To answer this question, we conducted experiments 
to evaluate the performance of our proposed system. The results demonstrate that 
our system achieved higher accuracy rates and improved efficiency in disease diag-
nosis, making it a valuable tool for healthcare professionals. The knowledge graph 
contains above 600 distinct varieties of disease-type records from prominent medical 
forums and resources and can answer six distinct categories of inquiries. When a user 
poses a question, our system queries the knowledge graph. If no relevant results are 
found, the model passes the input to the BioBERT-trained GPT-2 model and gives 
a response. This approach improves the coverage of our system, as it can handle a 
wide range of questions and queries related to medical conditions. 

2 Literature Review 

Chatbots: Professor Joseph Weizenbaum of MIT developed the chatbot “Eliza” in 
the 1960s and was the first chatbot known to exist [ 3]. The program was designed in 
a way that mimics human conversation. “Parry” was made by psychiatrist Kenneth 
Colby in the year 1972 [ 4]. It imitated a patient suffering from schizophrenia. In 
2009, “WeChat” in China built a highly advanced chatbot. 

Users can log in to the system and register on the chatbot application. On inter-
action with the system, the words used and symptoms defined are recognized using 
NLP techniques. The Naive Bayes algorithm further predicts the user’s disease. An 
admin is responsible for the working of the chatbot application. The admin views 
user details and adds, deletes, or updates respective symptoms and diseases [ 5]. Dhar-
wadkar et al. [ 6] proposed a system that aids medical institutes and hospitals to assist 
the respective users by enabling them to voice-activately ask queries about medicinal 
doses. SVM algorithm has been used with disease symptoms system to predict dis-
eases. For the conversion of voice-to-text and text-to-voice, Google API is employed.
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The chatbot receives the query and retrieves the corresponding query answer which 
is displayed on the android application. The user inputs a question into the UI, which 
is then sent to the chatbot app. The chatbot applies pre-processing phases like tok-
enizing, removing stop words, and extracting features using techniques like TF-IDF, 
N-grams, and cosine similarity. The questions and respective answers are stored in a 
knowledge-oriented database for retrieval [ 7]. Mahajan et al. [ 8] proposed a system 
that contains a question and answer covenant pertaining to the style of chatbot to 
respond to user queries. Answers to such sentences are derived via the sentence’s 
major keywords. If a match is found or vital answers are provided or interchangeable 
answers are displayed, the system identifies the respective type of illness of the user 
supported by user symptoms. In the system proposed, the user conversation is made 
up of a linear design which contains extraction of symptoms, mapping of symptoms, 
where the corresponding symptoms are identified; further, the patients are diagnosed 
based on the disease falling into the major or minor category. If major, the respective 
doctor is directed to the patient, the doctor details are retrieved from the database 
and the user identification takes place by usage of the login details present in the 
database. String Searching Algorithm is used where the substring representing the 
desired symptoms is mapped in the natural language text input to extract the user 
symptoms [ 9]. Three LSTM approaches which include BiLSTM, stacked LSTM, and 
simple LSTM were used which contain three word embedding types, namely one 
hot encoding, BERT embeddings, and fastText. Five architectures based on different 
encoder and decoder vectorization units were utilized. The size of the datasets was 
extremely small having few different subjects addressed in various topics, causing 
the research to become more intriguing along with more challenging. This marked 
the initial effort to train generative chatbots to understand a language with compli-
cated morphology [ 10]. Three different approaches to deep learning were explored 
within the study. Using real-valued vector or word embeddings in the form of the 
input layer to the three models, the transformers depicted an average similarity score 
of 80% and an average BLeU score of 58% which, in turn, performed better than 
LSTM and Bi-LSTM models [ 11]. 

3 Proposed Methodology 

3.1 Dataset 

The dataset used for establishing the medical knowledge graph was collected from 
a diverse range of medical websites [ 12]. These websites include (1) NHS Inform 
and (2) MedicineNet. Additionally, the dataset prepared by Lasse Regin Nelson was 
employed for this project. This dataset is publicly available on his GitHub reposi-
tory. It consists of a question and their corresponding answers taken from well-known 
medical websites such as eHealth Forum, iCliniq, Question Doctors, and WebMD. 
Medical professionals have answered patients’ questions on these platforms. The
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dataset encompasses approximately 25,000 question–answer pairs, each associated 
with relevant tags. These tags were assigned to categorize the questions based on 
the corresponding diseases. A unique set of tags was employed in this dataset. Fur-
thermore, access to the source URLs of the question–answer pairs were granted to 
validate the accuracy and reliability of the dataset. 

3.2 The Knowledge Graph Architecture 

Neo4j Graph Database Storage: Neo4j graph database software stores a knowl-
edge graph consisting of three entities: department, disease, and symptom. It also 
comprises six properties: name, cause, description, accompany, prevent, and cure 
way, accompanied by five relationships: have symptom, accompany with, disease 
prevent, disease cause, and disease cureway. The graph consists of approximately 
3502 entities (including 677 diseases and 2825 symptoms) and 4501 relationships, 
which encompass connections between diseases, symptoms, and the aforementioned 
properties. 

Answer Selection Process from the Graph Database: From the graph database, 
the answers are selected in five steps. First, the user inputs a question. Then, an entity 
extractor called D&S Extractor identifies the entities related to diseases and symp-
toms. Next, an Intention Recognizer determines the user’s intention. Following that, 
the system performs answer selection based on the identified entities and intentions. 
Finally, the selected answer is returned to the user. Figure 1 [ 12] illustrates an exam-
ple of this process, where the word “cold” is recognized as a keyword for disease, 
the intention “has symptom” is identified, and the answer “fever” is selected. 

Design of the Problem Analysis Module: Figure 2 [ 12] represents the functionality 
of the system’s disease symptom entity extraction. This function extracts disease 
keywords using the Aho-Corasick algorithm, which searches a medical keywords 
dictionary. If the algorithm fails to identify the symptoms and disease in a given 
question, the system makes use of a semantic similarity computation module to 
determine the entities that are the most similar. The user’s interaction is recognized 
by predicting the intentions of the user using predefined predicate libraries. If the 
intention cannot be recognized, the system prompts the user to rephrase or clarify 
the question, indicating a lack of understanding. Overall, the system can answer six 
typical questions based on the five relationships established in the graph database. 

3.3 Generative Pre-trained Transformer 2 

With approximately 1.49 billion parameters, GPT-2 is a parameter transformer that 
performs well on 7 of 8 language modeling datasets. However, WebText is its under-
lying weakness where it seems to fall short. It is taught to anticipate the following
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Fig. 1 Knowledge graph flow diagram [ 12] 

Fig. 2 Entity detection and intention recognition [ 12] 

word in a passage of text given all the words that have come before it. More specif-
ically, targets are considered as the same sequences as inputs, but with one token 
(chunk or word) advanced to the right. The inputs are predetermined length contin-
uous text sequences. Figure 3 depicts the GPT-2 architecture where to ensure that
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forecasts for the ith token only take into account inputs in the range 1 to i and not 
subsequent tokens, the model internally employs a mask mechanism. It contains 
12 different layers, each containing 12 independent attention mechanisms, named 
“heads” and the result consists of 12. × 12 = 144 distinguishable attention patterns. 
GPT-2 is trained on ten times the data used for GPT. It exhibits a wide range of 
capabilities, such as generating high-quality synthetic text samples with impressive 
continuity when given an initial prompt. It surpasses other language models which 
have been trained on particular domains like Wikipedia, books, and Internet sources 
even though it doesn’t rely on domain-specific training datasets. Moreover, with the 
ability to learn these tasks directly from unprocessed text without the requirement for 
task-specific training data, GPT-2 exhibits increasing progress on language-related 
tasks such as question answering, reading comprehension, summarizing, and trans-
lation. 

Transformers use a semi-supervised approach for language understanding tasks 
by combining unsupervised pre-training and supervised fine-tuning [ 13]. The trans-
former architecture is a neural network that uses self-attention to learn long-range 
dependencies between words in a sequence. The attention layer is the basic unit of 
the transformer architecture which takes a sequence of vectors as input and outputs 
a new vector. This new vector represents the attention weights for each word in the 
sequence. The attention weights are used to determine how much weight to give to 
each word when computing the output vector. The attention function is computed 
for a set of queries at the same time, where the queries are packed together into a 
vector Q [ 14]. 

. Attention(Q, K , V ) = softmax

(
QKT

√
dk

)
V

where: Q is the query vector, which is a representation of the current word in the 
sequence. K, the key vector, represents all the other words in the sequence and V, the 
value vector, represents the meaning of all other words present in the sequence. . dk
is the dimension of the key and value vectors. softmax is a function that normalizes 
the attention weights so that they sum to 1. The GPT-2 model consists of a stack of 
attention layers where the output of each attention layer is fed into the next attention 
layer, and so on. The final output received from the model is a vector that represents 
the probability distribution over all possible words in the vocabulary 

3.4 Overall System Architecture 

Figure 4 illustrates the overall system architecture. The user enters the query in the 
user interface provided. The proposed system, BGKnow, first scans the knowledge 
graph to retrieve the appropriate answer for the user query. If found, the answer is 
displayed to the user. Else, the program flow passes to the GPT2 model to retrieve an
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Fig. 3 GPT architecture 

appropriate answer. The GPT2 model is trained using BioBERT embeddings which 
in turn are trained on the dataset used. The application of the neural-based model 
post the knowledge graph increases the accuracy of the system and provides a wider 
coverage of user queries. 

4 Results and Discussion 

4.1 Cosine Similarity 

It is a distance assessment metric that assesses the degree of similarity between 
two vectors in an inner product space. The angle formed by two vectors is cosine-
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Fig. 4 Overall system architecture 

measured. In text-based data, it is used to find the similarity between the original 
text and the vectorized text. In mathematical terms, the cosine similarity can be 
represented by the formula: 

. cos(x, y) = x · y
||x ||||y|| (1) 

where: 

– x and y are the embeddings of two words or phrases 
– . is the dot product operator 
– .||x|| and .||y|| are the Euclidean norms of x and y 

With respect to this measure, the similarity of the data points diminishes with 
increasing distance. To deploy cosine similarity in text-based data, the raw data is 
tokenized initially, and further a similarity matrix is generated which can be passed 
on to the cosine similarity metrics. This assesses the degree of textual resemblance. 
In BGKnow, the similarity between each current case and the prior cases is obtained 
using scikit cosine similarity from sklearn.metrics.pairwise.
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4.2 Training and Testing Data 

The dataset is a mixture of four json files named as icliniqQAs, ehealthforumQAs, 
questionDoctorQAs and webmdQAS [ 12] containing question answer pairs. The 
entire data was split into train test data in the ratio 80: 20 with random state = 42. 
Another dataset used contains only the ehealthforumQAs json file. Kalla et al. [ 15] 
proposed a system where the medical chatbot created uses the linear design, where it 
shows extraction symptoms toward the mapping symptom and the cosine similarity 
threshold set is 0.2. In some cases, the output may have a low cosine similarity score 
and not necessarily be an exact match due to the nature of the dataset used. Thus, 
a threshold of 0.3 is chosen for BGKnow to measure the similarity using cosine 
similarity. Accuracies for both mentioned datasets are compared [ 16]. 

4.3 Comparison 

To evaluate the performance of BGKnow, accuracy is calculated by comparing the 
generated answers to the ground truth answers. Here, generated answers refer to 
the answers generated by the GPT-2 models used. TF-IDF vectorization and cosine 
similarity are used to measure the similarity between the generated and ground truth 
answers. A threshold(here 0.3) is used to compare the cosine similarity scores, and 
if any score surpasses it, the solution is deemed accurate. The ratio of the number of 
accurate responses to all of the questions is then used to measure accuracy. 

4.4 Sample Results 

Considering a sample input to the system, “Tell me something about chest pain.” 
BGKnow first scans the knowledge graph and retrieves the corresponding answer 
“Symptoms chest pain may be infected with: sinus tachycardiasilicosiscongeni-
tal pulmonary cystalveolar proteinosiseosinophiliaidiopathic hypereosinophilic syn-
dromepneumonia pseudotumorbreast cancerlung abscessmycoplasmal pneumonia 
in children” as it is available in the knowledge graph stored in the Neo4j software. 
However, considering another sample input “Head ache” retrieves the answer “hi i 
am not sure what you are experiencing but i would suggest you consult a neurologist 
and get a diagnosis thanks” from the GPT-2 model post-failure of fetching the answer 
from the knowledge graph.
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Table 1 Accuracies 
(accuracies are in %) 

Models Accuracy 

Model 1 (entire dataset) 76.68 

Model 2 (small portion of the dataset) 55.78 

4.5 Accuracies Obtained 

Model description: Two GPT-2 models have been deployed which are distin-
guished based on the quantity of data used to obtain Bio-BERT embeddings and 
carry out further training via GPT-2 architecture. Model 1 is trained on the entire 
dataset.(icliniqQAs, ehealthforumQAs, questionDoctorQAs, and webmdQAS) 
Model 2 is trained on ehealthforumQAs only. The cosine similarity threshold set 
is 0.3 

As seen in Table 1, Model 1 gives a higher accuracy of 76.68% whereas Model 
2 gives an accuracy of 55.78%. The difference in accuracy is due to the difference 
in sizes of the training data when test data is uniform. Since the aforementioned 
computed accuracies only apply to the GPT-2 models, the total system accuracy of 
BGKnow will be greater. 

5 Conclusion and Future Work 

The paper introduces a hybrid chatbot framework which is obtained by integrating 
a neural-based model with a knowledge graph. This in turn provides the advantages 
of both techniques mentioned, i.e., neural-based models and knowledge graphs. The 
future aspects of the project include the attainment of higher accuracy via higher 
cosine similarity thresholds enabling the chatbot to be deployed in the real-world 
scenario as home healthcare robots or hospital enquiry assistant robots. This can be 
possible by self-curating more refined datasets. In addition, a mobile application can 
be developed encapsulating user profiles, user history, and suggestions/help sections. 
We plan to seek the aid of medical professionals to validate the answers generated 
by our system. 
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Video Integrity Checking Using X25519 
and Nested HMAC with BLAKE2b 

Linju Lawrence and R. Shreelekshmi 

Abstract Latest developments in video editing or manipulation tools have facilitated 
effortless alteration of video content without any discernible traces left behind. As 
a result, it is imperative to subject video data to an integrity verification process 
before utilizing it as evidence. This paper presents a novel, lightweight approach for 
verifying the integrity of video data. The proposed method uses Hash-based Message 
Authentication Code (HMAC) and Elliptic Curve Diffie-Hellman Key Exchange 
utilizing Curve 25519 (X25519) with BLAKE2b. Nodes store video verification 
codes that are generated for video clips of a specific predetermined size. To enhance 
the security level, each node stores the nested HMAC value of the prior node. The 
integrity check involves the regeneration and comparison of nested HMAC of the 
node. The proposed method’s experimental results demonstrate better performance 
in terms of both speed and security when compared to state-of-the-art methods. With 
minimal additional storage requirements, our method can identify any type of forgery 
on any video file, at any given time, by an authorized individual. Security analysis 
indicates that the method can withstand a range of attacks, such as timing attacks, 
key substitution attacks, side channel attacks, and brute force attacks. 

Keywords Key exchange algorithm · Hash-based message authentication · Video 
integrity 
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1 Introduction 

With the availability of affordable and easy-to-use video editing software, combined 
with the development of sophisticated forgery methods [ 1– 3], digital video content 
can now be altered to a degree where it becomes nearly impossible to differentiate 
from the original material. Video evidence is commonly sourced from a variety of 
devices, including but not limited to Closed Circuit Television (CCTV), Accident 
Data Recorder (ADR), digital cameras, and mobile phones. Since video data can 
be easily manipulated using video editing software without leaving any discernible 
traces, it is essential to conduct an integrity verification process before presenting 
such evidence to any authority. 

The remaining part of this paper is organized as follows: Sect. 2 discusses related 
works relevant to the proposed scheme and Sect. 3 outlines the relevant algorithms 
and presents our proposed method for video integrity verification. Section 4 offers a 
comprehensive evaluation of the proposed method, including a detailed experimental 
validation, security analysis, and comparison with existing methods. In Sect. 5, we  
conclude the paper by summarizing our findings and highlighting future research 
directions that can build on the proposed method. 

2 Related Works 

To verify the integrity of video data, two approaches can be utilized: active and passive 
[ 4]. Adding watermarks, fingerprints, and digital signatures to the video data is the 
primary focus of the active approach. The passive approach to detecting tampering 
involves analyzing compression artifacts, noise residues, and other structural changes 
that arise from manipulations. 

Sarala et al. [ 5] propose a method that utilizes Elliptic Curve Cryptography com-
bined with randomized hashing for the integrity verification of video content. The 
video data recorded with a predetermined length (video segments) is randomized 
with a uniquely generated random value followed by hashing. The hash algorithm 
uses a randomly generated initialization vector, which is created by using a secret key. 
The key and the output from the randomized hashing are combined and encrypted 
using an ECC encryption algorithm called the Elliptic Curve Integrated Encryption 
(ECIES) which integrates Elliptic Curve Diffie- Hellman Algorithm and Advanced 
Encryption Standard. 

Sarala et al. [ 6] propose a method which combines ECIES with message authen-
tication code based on hashing (ECIESH) in blockchain framework. The video seg-
ment is keyed hash at the time of recording and stored in order. During verification 
process, the same sequence operations is applied to the video data and the generated 
hash value is compared with the hash in the blockchain. This method is tested on var-
ious forgeries such as insertion, deletion, and copy-paste. This integrity verification
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method is more robust against several attacks. This method is tested on five publicly 
available videos segments [ 7– 11]. 

Sowmya et al. [ 12] developed a method for the detection of inter/ intra-frame video 
forgery based on content-based signatures (CBSs). The video integrity verification 
is done by generating a unique message digest of 128-bit from variable-length video 
data, which is taken as a fingerprint. The spatial/ temporal level changes in the video 
content will result in a different fingerprint. No one will be able to recreate the 
original content by only knowing the signature as the signature generated from the 
combination of spatial and temporal fingerprints. This technique is tested and verified 
in benchmark data sets SULFA [ 13] and Derf’s Collections [ 14]. The video sequence 
clip is split into frames and the local key points are used to uniquely represent 
the content of each frame. The features used by this method are the positions of 
these extracted key points. Then, the centroid/ center of gravity of these features 
is obtained and for each frame content-based signature is generated. Coupling the 
spatio-temporal features of the generated signatures and the centroid of this acts as 
the fingerprint of the video. For verification, these signatures are stored in a database. 
This method tested alterations such as frame deletion, shuffling, insertion, and object 
removal. This method cannot locate the spatial parts that have been manipulated. If 
the storage area where the signature is kept is compromised, the method fails. 

Linju Lawrence and R. Shreelekshmi [ 15] proposed a method that combines the 
benefits of an Elliptic Curve Digital Signature and blockchain (CS-ECDSA). The 
method does not concern about the frame types or coding artifacts and applicable 
to video of any type and can detect forgeries of any kind. Every block comprises of 
the signature of the current segment and the signature of the prior block. The private 
keys are randomly generated and public keys for verifying these signatures are stored 
in the blockchain. This method is tested on the publicly available video segments 
[ 7– 11] and a few of the videos from the datasets SULFA [ 13], Derf’s collections 
[ 14], VIRAT [ 16] are also examined. 

Our method for verifying the integrity of videos involves utilizing the Elliptic 
Curve Diffie-Hellman Key Exchange Algorithm, specifically with Curve 25519, and 
implementing a Hash-based Message Authentication Code using BLAKE2b for the 
video clips. The main features of our approach are outlined below. 

1. Faster video integrity verification compared to existing state-of-the-art app-
roaches utilizing X25519 for key exchange and BLAKE2b for hash generation. 

2. The proposed method achieves greater security compared to state-of-the-art 
methods with the use of X25519, HMAC with BLAKE2b, Password-Based Key 
Derivation Function (PBKDF), and ephemeral public keys for video verification 
code generation in the nodes. 

3. 100% detection of any kind of forgery on any type of videos by an authorized 
person from anywhere at any time by utilizing X25519 for secret key generation 
with ephemeral keys and linking the nodes using nested HMAC.
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3 Proposed Scheme 

3.1 Backgorund 

X25519 X25519 is an Elliptic Curve Diffie-Hellman (ECDH) key exchange algo-
rithm [ 17]. It is widely used for secure key agreement in various cryptographic 
protocols and applications. X25519 is based on the elliptic curve Curve25519 [ 18], 
which is defined over the prime field of .2255 − 19. The design of Curve25519 aims 
to achieve a high level of security while maintaining efficiency. In the X25519 key 
exchange protocol, private key is a random 256-bit integer, while the public key is 
derived by performing scalar multiplication on a generator point with the private 
key. The resulting public key is a 256-bit value on the elliptic curve. During the key 
exchange process, shared secret value generated by performing scalar multiplication 
of their own private keys and the received public key. The stages involved in an 
X25519 key exchange are as follows: 

• The private key .Pra or .Prb that each side creates is a random number between 1 
and .p − 1 where .p = 2255 − 19. 

• Each side determines their corresponding public key by using generator point . G
and their private keys. Party 1 computes public key .Pua as 

.Pua = PraG (1) 

Party 2 computes public key .Pub as 

.Pub = PrbG (2) 

• The two parties then communicate across the unsecured channel to exchange public 
keys. 

• When both parties have obtained the other party’s public key, they multiply their 
private keys together after receiving the other party’s public key. The resulting 
point . s is used as the shared secret. Party 1 calculates . s as 

.s = PraPub (3) 

and party 2 calculates . s as 
.s = PrbPua (4) 

• This point is converted into a binary representation and used as a cryptographic 
key for encryption, authentication, or other purposes.
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3.2 Proposed Scheme 

We present a novel method for verifying and detecting forgery in video content. Our 
approach leverages the advantages of the Diffie-Hellman key exchange, utilizing 
Curve25519 (X25519), in combination with the robust BLAKE2b hashing algorithm 
[ 19]. The primary objective of this method is to ensure the integrity and authenticity of 
the video content itself, rather than delving into the specifics of frame types or coding 
parameters. Our method offers broad applicability, making it suitable for verifying 
any type of video content and capable of detecting various forms of forgeries. Video 
clips are recorded at regular intervals of a few minutes. The path specifying recorded 
video clip is stored in a structure called node. Each node contains header and data part. 
The header part includes ephemeral public key for each node and nested HMAC for 
linking with adjacent node, which is set to null in the first node. The nodes are created 
in chronological order while recording videos. Figure 1 shows the overall structure 
of the proposed method which comprises of video verification code generation and 
video verification code validation. 

Video Verification Code Generation Consider . k is a large prime number and . Zk

is finite field with number of points divisible by . k. .E is curve 25519, a Twisted 
Edwards curve over the finite field .Zk . .G is generator point of the curve .E and . q is 
subgroup order of the curve. To generate the common public key–private key pair for 
all nodes, a private key is selected at random and used in conjunction with the curve’s 
parameters by authorized party. The public key, .Pu is computed by multiplying the 
private key, .Pr with the generator point .G on the curve. The resulting public key is 
used by each node to generate secret key at the video verification code generation 
phase, while the private key remains confidential and used at the video verification 
code validation phase. The process of video verification code generation is depicted 
using Algorithm 1. Besides the common key pair, ephemeral key pair is generated for 
each node using random seed value. The additional memory required is negligible in 
comparison to the size of the video content. This method provides advanced security 
with a minimal key size. The seed undergoes hashing, and then the first 256 bits of 
the hash value is derived as the private key. The private key will always belong to 
the same subgroup of points on the curve and that the private keys will always have 
the same bit length to protect from timing-based side channel attack. 

Ephemeral public key for each node, .EPu is generated by the multiplying corre-
sponding private key,.EPr with generator. G. Secret key.Secret is generated by scalar 
multiplication of .EPr and common public key .Pu. An intermediate HMAC Code 
for Integrity Verification .(C IV ) of video content, .Vnode is generated using secret 
key.Secret as salt and BLAKE2b hash function. PBKDF used for strengthening and 
randomizing the .C IV using ephemeral public key stored in prior node, .EPuprior . 
.NestedHMAC is generated by finding the HMAC of the.RandomizedC IV using 
.NestedHMAC from prior node as key. 

Video Verification Code Validation Video verification is done by comparing stored 
.NestedHMAC in each node and corresponding calculated .NestedHMAC . The  
verifier holds the common private key .Pr provided by the authorized party. The
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Fig. 1 A schematic block diagram of proposed mechanism 

secret key for verification, is generated by scalar multiplication of.Pr and Ephemeral 
public key from each node,.EPu. Intermediate HMAC Code for Integrity Verification 
.(C IV ) of video content in each node is generated using BLAKE2b hash function 
with secret key,.Secret as salt..C IV is randomized by using PBKDF with. EPuprior

as salt..NestedHMAC is generated by finding the HMAC of the. RandomizedC IV
using .NestedHMAC from prior node as key. The integrity of the video content is 
verified by the comparison of.NestedHMAC and calculated.NestedHMAC in the 
each stored node. If these two HMAC values are not equal the video is considered 
to be forged.
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Algorithm 1 V ideo_Veri  f  i cation_Code_Generation 
Input 
E , G, q, Vnode, Pu. 
Output 
EPu, Nested  H  M  AC . 
1: repeat 
2: For each Vnode do.

⊳ Generate seed of 256 bits randomly. 
3: seed ← {0, 1}256 
4: H (0, ...., 511) ← SH  A512 (seed)

⊳ Initialization of private key randomly. 
5: EPr  ← H (0, ...., 255)

⊳ Generation of ephemeral public key. 
6: EPu  ← EPr  ∗ G

⊳ Computation of shared secret. 
7: Secret ← Pu ∗ EPr

⊳ Generation of Intermediate Code for Integrity Verification. 
8: C IV  ← HM  AC  (BL  AK  E2b, Vnode, Secret)

⊳ Randomization of CIV using Password Based Key Derivation Function. 
9: RandomizedC I V ← PB  K  DF

(
C IV, EPu  prior

)

⊳ Generation of NestedHMAC. 
10: Nested  H  M  AC  ← HM  AC

(
BL  AK  E2b, Nested  H  M  ACprior , RandomizedC I V

)

11: until 

Algorithm 2 I ntegri t y_Veri  f  i cation  
Input 
Pr , Vnode, EPu  
Output: Video data integrity verified or not. 
1: repeat 
2: For each node do.

⊳ Computation of shared key 
3: Secret ← Pr ∗ EPu

⊳ Generation of Intermediate Code for Integrity Verification at verification side. 
4: C IV  ← HM  AC  (BL  AK  E2b, Vnode, Secret)

⊳ Randomization of C IV  using Password Based Key Derivation Function. 
5: RandomizedC I V ← PB  K  DF

(
C IV  , EPu  prior

)

⊳ Generation of Nested Code for Integrity Verification for comparison. 
6: Nested  H  M  AC  ← HM  AC

(
BL  AK  E2b, Nested  H  M  ACprior , RandomizedC I V

)

⊳ Comparison of HMAC stored in the node and calculated Nested  H  M  AC  at the verifier side. 
7: if Nested  H  M  AC  in the node /= Nested  H  M  AC  then 
8: Video content is forged 
9: end if 
10: until
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4 Experimental Results 

In order to evaluate our method, we utilize five distinct video segments, which are 
publicly available through sources [ 7– 11]. Each video segment has a resolution of 
1280. × 720 pixels. Additionally, we evaluate the performance of our method using 
several videos obtained from benchmark datasets, including VIRAT [ 16], SULFA 
[ 13], and Derf’s collections [ 14]. The frame rate of the videos is set at 30 frames per 
second. To create tampered videos for testing purposes, we employ AVS Video Editor 
[ 20] to remove, copy, or insert frames within the video segments. Our experimental 
setup involves a PC equipped with an Intel Core i7-45 U CPU@1.8 GHz. ×4 and 12 
GB RAM. The test videos are encoded using the H.264/AVC video codec provided by 
FFMPEG [ 21]. The OpenSSL cryptographic library is also utilized in our evaluation 
process. 

4.1 Performance Evaluation 

In Table 1, we present a performance comparison between our method and state-
of-the-art techniques, ECIESH and CS-ECDSA on various test videos of different 
sizes. Encoding time is the time taken to generate verification code and verification 
time is the time taken to verify the verification code in the node. The performance 
evaluation shows that the proposed method on average is about 53.5% faster than 
ECIESH and 28.65% faster than CS-ECDSA in terms of encoding time and 61% 
faster than ECIESH and 40% faster than CS-ECDSA in terms of verification time. 

Fig. 2 showcases the comparison of total execution time, encompassing both the 
encoding time and verification time, for the X25519 algorithm and the Conven-
tional Elliptic Curve Diffie-Hellman key exchange algorithm (ECDH). The eval-
uation is conducted on different test videos with varying sizes. For all videos, it 
is evident that the total execution time for ECDH is substantially higher than that 
of X25519. X25519 uses shorter key sizes compared to traditional algorithms like 
Diffie-Hellman. Smaller key sizes also contribute to faster computation and reduced 
storage requirements. 

The total execution time for proposed method with SHA-512 and BLAKE2b com-
pared in Fig. 3, on different test videos with varying sizes. The results demonstrate 
the performance benefits of using BLAKE2b, which offers faster execution times 
while maintaining similar security strength as SHA- 512. BLAKE2b is about 1.47 
times faster than SHA- 512.
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Table 1 Comparison of the proposed method with recent state-of-the art methods 

Video Encoding time (in milli seconds) Verification time (in milli seconds) 

Name ECIESH CS-ECDSA Proposed 
method 

ECIESH CS-ECDSA Proposed 
method 

Video1 [ 11] 12.2 8 5.5894 12 7.7 4.543 

Video2 [ 10] 18.4 11.9 8.55 18.4 11.7 6.903 

Video3 [ 8] 86 56.7 40.738 86 56.5 34.594 

Video4 [ 9] 165 110 79.033 163 109 66.49 

Video5 [ 7] 42.8 27 19.399 42 26.9 16.409 

Video6 [ 13] 32.4 21 14.672 31.6 20.6 12.2013 

Video7 [ 13] 16.7 10.8 7.75966 16.1 10.5 6.195 

Video8 [ 16] 48 31 22.273 47.5 30.5 18.605 

Video9 [ 16] 13.8 9 6.288 13.6 8.8 5.193 

Video10 
[ 16] 

18.8 12.3 8.8373 18.5 12.1 7.139 

Video11 
[ 14] 

182.6 120.1 86.2903 182.67 118.6 72.939 

Video12 
[ 14] 

49.3 32.3 23.2071 48.8 32 19.238 

Fig. 2 Comparison of total execution time for conventional ECDH and proposed method with 
different test videos of varying sizes
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Fig. 3 Comparison of total execution time for SHA-512 and BLAKE2b with different test videos 
of varying sizes 

4.2 Security Analysis 

PBKDF used to strengthen and randomize intermediate verification code by making 
them resistant to brute force attacks. X25519 is resilient against various cryptographic 
attacks, including those based on the discrete logarithm problem [ 22]. The specific 
properties of Curve25519 make it difficult for attackers to calculate the private key 
from the public key, ensuring the security of the key exchange process [ 18]. The 
hardness of the discrete logarithm problem ensures that even if an attacker substitutes 
a different public key, they would not be able to compute the shared secret key [ 22]. 
Thus avoid key substitution attacks [ 23]. 

X25519 implementations typically incorporate constant-time techniques, which 
prevent timing attacks [ 24]. This ensures that an attacker cannot gain information 
about the private key through timing variations in the algorithm’s execution. X25519 
ensures that individual operations, such as additions and multiplications, are inde-
pendent of secret data. This prevents side channel attacks that attempt to extract 
information by analyzing correlations between different operations. BLAKE2b, rec-
ognized for its exceptional speed, is a cryptographic hash function that generates 
a 512-bit digest size [ 19]. Remarkably, it provides an equivalent level of security 
strength as SHA-512, a widely recognized and adopted hash function. 

Our method ensures the prevention of video data modification through the uti-
lization of nested Hash-based Message Authentication Code (HMAC) for each node. 
To enhance security, a unique ephemeral key is generated for each node, adding an 
additional layer of protection. Each node is connected to the prior node through
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two distinct ways: one utilizing the ephemeral key of the prior node, and the other 
involving the prior node’s nested HMAC. This interconnected structure makes it 
significantly challenging to modify individual nodes without detection or disruption 
to the overall integrity of the video data. 

5 Conclusion 

A novel video integrity verification method that combines X25519 and HMAC with 
BLAKE2b is introduced. The approach involves the generation of nodes correspond-
ing to each video clip, which includes the ephemeral public key of each node and the 
nested HMAC value. The nested HMAC value is created again during the course of 
verification and matched with the value that already exists in the node. Experimental 
findings show how adaptable our proposed method is since it successfully applies to 
videos of any kind and can identify different kinds of forgeries by authorized individ-
ual. Our method utilizes X25519 with BLAKE2b, which has advantages over other 
methods including lower memory usage due to smaller key size, faster execution, 
and a higher level of security. Furthermore, we demonstrate through security analysis 
that our integrity verification approach is resistant to a variety of attacks, including 
side channel attacks, timing attacks, key substitution attacks, and brute force attacks. 

The proposed method exhibits great potential for video integrity verification in 
devices like CCTVs and Accident Data Recorders, which necessitate rapid verifica-
tion of integrity and robust protection against tampering attempts. Furthermore, the 
method’s minimal memory requirements make it an appealing and practical solution 
for implementation in such devices. 
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Cloud-Based Skin Cancer Classification: 
Training and Deploying a Model on AWS 

Challa Koti Reddy, Chava Pavan Kumar, A. R. P. S. Gowtham, 
Rajkumar Maharaju, and Rama Valupadasu 

Abstract Skin cancer has become one of the most dangerous and most common 
types of cancer in recent years. Skin cancers come in a variety of types, and identifying 
the type is crucial for treating the condition when it is still treatable. The dermatologist 
must also distinguish between skin conditions that affect the tissues on the top layer 
of the skin and cells of the skin cancer that develop in the epidermal layer of the skin. 
The current methods for identifying or categorizing skin cancer take a long time 
and can be painful for the patient due to potential side effects. There is extensive 
research going on in this area but the unavailability of the balanced datasets and 
small size of the datasets have become a hindrance. There are not many products 
like web applications which use deep learning models to identify and categorize the 
type of skin cancer. We have used the ConvNeXt Tiny deep learning model which 
is pre-trained on ImageNet. Once we had obtained good accuracy, we had used that 
model and created a web application which is hosted in the AWS Cloud. The dataset 
we used for our work is ISIC2018. It consists of seven classes of dermoscopic images 
of skin lesions which are of high resolution. It is an imbalanced data that has images 
collected from various clinical sites. 

Keywords ConvNeXt Tiny · Skin lesion · Skin cancer · AWS · Classification ·
ISIC2018 

1 Introduction 

The skin is the outer layer of the body and is the largest organ in the human body. 
The skin’s ectodermal tissues, which can have up to seven layers, protect the internal 
organs, muscles, bones, and ligaments beneath it. Skin serves as a protection between 
the outside world and the internals of the human body, it helps in maintaining body 
temperature and aids us for the perception of touch, cold, and heat. Skin lesions are 
defined as the areas of the skin that are abnormal in comparison with other areas of 
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the skin. Infections that occur inside or on the skin are the primary causes of skin 
lesions. Cancer is characterized by abnormal cell growth that has the capacity to grow 
and spread to different body parts. One of the more harmful and dangerous forms of 
cancer is skin cancer. Skin cancer patients can only be treated if it is found when it 
is in the very early stages. By shielding the entire body, including the muscles and 
bones, skin plays a crucial part in the functioning of the human body. The earliest 
signs of skin cancer can be found by checking for wary changes in your skin. A lesion 
area is a medical term for a diseased area of skin. Skin lesions come in a wide range 
of types. Each skin lesion is divided based on the origin, or the kind of skin cells that 
gave rise to it. Melanocytic lesions, which, like melanoma, arise from melanocytes, 
play a crucial role in the production of the protein pigment known as melanin. Other 
skin cell types, such as basal or squamous cells, are the source of non-melanocytic 
lesions. Some of the broad classifications of types of skin cancer are as follows: 

1. Melanoma 
2. Non-melanoma. 

The primary test required to diagnose and assess the severity of skin cancer among 
the available techniques is skin biopsy. A biopsy is required to determine whether 
a suspected skin lesion is cancerous and if it is cancerous then what type of skin 
cancer it is. To effectively diagnose the patient, it is necessary to determine the 
type of skin cancer. The biopsy involves either removing a small sample of tissue 
or the entire suspect mole. When it comes to identifying the type of skin cancer, 
even a dermatologist with training has an accuracy rate of less than 80% [ 5]. In 
addition to this error, the lengthy procedure, the lack of dermatologists with the 
necessary training in public healthcare systems, and complications from biopsies 
can also result in excessive bleeding, infection, skin numbness, etc., which makes 
it difficult to classify the type of skin cancer and delays diagnosis. With the aid of 
convolutional neural networks, we aim to develop a straightforward application that 
can be used as the main tool for accurately classifying the type of skin cancer while 
also requiring less time and resources. The occurrence of various types of skin cancer 
is also not equal, and this is impacting the availability of the balanced datasets of the 
skin cancer images. The size of datasets is also not large enough to train the deep 
learning models. The above-mentioned scenarios are the reasons that the research 
is not progressing as much as we intended. Our objectives are to reduce the time 
taken to detect the type of skin cancer, which will help the patients to get treatment 
before it advances to later stages. Improving the accuracy of the classification of skin 
cancer types using an imbalanced dataset. Developing a web application based on 
the best-performing model and hosting in the cloud so that anyone connected to the 
Internet can use it if they have the required image input file.
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2 Dataset Used 

For machine learning problems involving the classification of skin lesions, the 
ISIC2018 dataset [ 2] is frequently used. It consists of 10,015 dermoscopic images 
with high clarity and resolution of skin lesions gathered from various clinical sites. 
Melanoma, seborrheic keratosis, basal cell carcinoma, squamous cell carcinoma, 
actinic keratosis, benign keratosis, and vascular lesions are among the seven groups 
into which the images are divided (Fig. 1). The extensive and reliable tagging of the 
ISIC2018 dataset is one of its distinguishing qualities. Several skilled dermatologists 
label each image, assuring high levels of accuracy in the annotation process. Because 
of the abundant and trustworthy labeling data, the dataset can be used to train sophis-
ticated machine learning models. The dataset also includes a variety of skin lesions, 
making it difficult to classify and a useful tool for academics and developers working 
on skin lesion classification tasks. 

The ISIC2018 dataset has been used in several studies to produce cutting-edge out-
comes for skin lesion categorization tasks. Convolutional neural networks (CNNs), 
among other deep learning architectures, have been used by researchers to develop 
precise and effective models. The ISIC2018 dataset has also been used for transfer 
learning, which involves optimizing previously trained models’ performance using 
the dataset. 

Fig. 1 ISIC2018 dataset distribution [ 9]
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3 Model and Its Architecture 

The model used in this paper to obtain the results is ConvNeXt Tiny [ 7], and the 
model architecture is given in Fig. 2. 

A convolutional neural network (CNN) architecture called the ConvNeXt Tiny 
model was put forth in the article “A ConvNet for the 2020s” by Jing Yu, Zhe Wang, 
and Quoc V. Le. The model has been demonstrated to produce state-of-the-art results 
on a variety of image classification tasks. It is intended to be effective, scalable, and 
accurate. 

The Swin Transformer architecture [ 6], a hierarchical convolutional transformer 
that has been demonstrated to be highly effective for image classification, serves as 
the foundation for the ConvNeXt Tiny model. While using fewer parameters than the 
Swin Transformer, the ConvNeXt Tiny model still achieves comparable accuracy. 
A stack of convolutional layers, each of which is followed by a batch normalization 
layer and a residual connection, make up the ConvNeXt Tiny model. Each of the 
hierarchically organized convolutional layers oversees processing an image’s many 
levels of detail. In order to learn long-range dependencies in the image, the model 
additionally employs a hierarchical attention strategy. 

The ImageNet dataset, which has over 14 million images in 1000 different classes, 
is used to train the ConvNeXt Tiny model. The stochastic gradient descent (SGD) 
optimizer with momentum is used to train the model. Additionally, the model is 

Fig. 2 Model architecture(top), ConvNeXt(CN) Block(bottom) [ 7]
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improved using the ImageNet validation set to increase accuracy. A potential new 
architecture for image categorization is the ConvNeXt Tiny model. The model can 
produce even better outcomes in the future and is effective, scalable, and accurate. 

4 Loss Function 

The paper “Single Model Deep Learning on Imbalanced Small Datasets for Skin 
Lesion Classification” [ 9] introduced the multi-weighted new loss (MWNL), a loss 
function. To address the difficulties of unbalanced datasets and outliers in skin lesion 
classification, it is a modification of the cross-entropy loss function. 

The following formula yields the MWNL: 
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It has been demonstrated that the MWNL is useful for deep learning skin lesion 
classification model training, particularly when the training set is unbalanced and 
the dataset contains outliers. It can be used with any deep learning framework and 
is simple to implement. 

The MWNL also has a term intended to concentrate on outliers. Data points known 
as outliers differ significantly from the dataset’s other data points. Because they can 
lead to the models learning false patterns, outliers can be a problem for deep learning 
models. By including a term in the loss function that penalizes the model for making 
predictions that are too close to outliers, the MWNL solves this issue. 

A promising loss function for classifying skin lesions is the MWNL. It can deal 
with the problems presented by unbalanced datasets and outliers.



428 C. K. Reddy et al.

5 Augmentation 

5.1 RandAugment 

An augmentation method called RandAugment [ 3] applies a set of image transfor-
mations at random to a given dataset in deep learning. The technique’s goal is to 
increase the efficiency with which machine learning models perform image classi-
fication tasks. The goal of RandAugment is to produce a wide range of augmented 
images that accurately reflect the diversity found in the real environment. The method 
was first used in 2019 by Google researchers. 

Two hyperparameters, N and M, determine the set of transformations. The ampli-
tude of each transformation is specified by M, and the number of transformations 
to be applied is specified by N. The transformation is more forceful the larger the 
value of N and M. Rotation, translation, scaling, shearing, and flipping are just a 
few of the common image processing operations that are included in the collection 
of transformations employed by RandAugment. Every transformation is carried out 
using a magnitude that is chosen at random from a predetermined range. 

5.2 MixUp 

At the University of California, Berkeley, Hongyi Zhang et al. launched Mixup 
[ 11] in 2018 as an augmentation method for training deep neural networks. It is a 
straightforward method that effectively raises the generalization capacity of models 
by allowing them to train on input data samples that are mixed up. 

The idea behind mixup is that by making the model learn from a variety of diverse 
examples, it would be better able to generalize to new data. This is because mixup 
promotes the model to learn more substantial characteristics that are not overfit to 
samples in the training set. Additionally, mixup reduces the likelihood of overfitting 
by regularizing the model. 

5.3 CutMix 

CutMix [ 10] is a variation of mixup, a popular data augmentation technique that 
creates new training instances by combining two images and the labels that go with 
them. By cutting and pasting patches from one image to another, CutMix expands 
on mixup to produce an even more powerful and varied collection of augmented 
images. 

The CutMix technique forces the model to integrate data from various regions 
of the input images, which encourages it to learn more robust and discriminative 
features. Like mixup, it also has a regularizing effect by lowering the possibility of 
overfitting and enhancing the model’s generalization capabilities.
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6 TTA and 1Cycle Policy 

Test time augmentation (TTA) is a technique commonly used in computer vision 
tasks, particularly in deep learning-based models. It involves applying data augmen-
tation transformations to the test or inference data during the evaluation phase. 

Typically, during the training phase, data augmentation techniques such as ran-
dom rotations, translations, flips, and scaling are applied to the input images. These 
augmentations help the model generalize better by exposing it to a wider variety of 
training samples and reducing overfitting. However, during inference, the model is 
typically applied to the original, unaltered test data. 

With TTA, instead of using the original test data for evaluation, multiple aug-
mented versions of the test data are generated using the same transformations applied 
during training. The model’s predictions are then obtained for each augmented ver-
sion, and the final prediction is often obtained by averaging or voting over these 
predictions. 

6.1 1Cycle Policy 

1cycle policy [ 8] is a strategy used in training the deep learning models, where 
we optimize the learning rate and the momentum hyperparameters by changing their 
values between maximum and minimum in a cyclic way while training in each epoch. 
It contains two main phases, and they are: 

1. Increasing Phase: In this phase, the momentum hyperparameters decrease from 
a higher value to a lower one and the learning rate increases from a lower value 
to a higher one. This helps the deep learning model to explore a range of learning 
rates and converge quickly and avoid the poor local optima. 

2. Decreasing Phase: The learning rate in this phase gradually decreases from the 
high value to the low while the momentum values increase to the maximum. This 
helps the model to fine tune and enhances the generalization and stabilizing of 
the learned weights. 

We use the 1cycle policy to optimize our model and help it converge faster, 
optimizing the momentum hyperparameters and learning rate, and improved gener-
alization. This strategy has been proved to improve the models’ performance across 
different tasks and datasets. 

7 Methodology 

7.1 Model Training 

The model is trained using the strategy in Fig. 3 for 80 epochs with 1cycle policy. 
As the model is pre-trained on ImageNet, the final fully connected/linear layer is
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Fig. 3 Overview of the training strategy of the model [ 9] 

not suitable for the task of classifying the types of skin cancer. So, the last layer is 
replaced with a linear layer with seven output nodes with random weights. 

The model training is started by training the last layer, which has random weights, 
for a single epoch with 1cycle policy using a maximum learning rate of 4e-3. While 
training the last layer, the remaining layers of the model are frozen; i.e., the lay-
ers weights are not updated. After training the last layer, the remaining layers are 
unfrozen and trained for 80 epochs also using 1cycle policy, but with differential 
learning rates; i.e., each layer in the model is trained with different learning rates 
with a maximum learning rate of 2e-3 as part of the 1cycle policy. 

In the testing phase, test time augmentation strategy is used, by making predictions 
on nine different augmentations of the test image, these predictions are then averaged 
to obtain the final prediction for the given test image. 

7.2 Model Deployment 

The trained PyTorch model is converted into an ONNX model, which can be easily 
deployed to the cloud or hardware devices. AWS is used to deploy the ONNX model, 
and to host the web application which provides an interface for users to get predictions 
on their images containing skin lesions. An API is also available for users, which 
can be used on hardware devices with Internet access. Figure 4 shows the AWS 
architecture used for model deployment. The model is run on Amazon Sagemaker 
serverless instance, the instance only runs when there is a request from the user, 
thus saving compute resources and the cost. To deploy the model to Sagemaker, an 
inference image, built using a docker file, is provided in Amazon Elastic Container 
Registry (ECR). The inference image contains the inference code and the required 
packages for running inference. 

An AWS Lambda function is created to invoke the model endpoint created in 
Sagemaker. The return of the Lambda function should also include the necessary 
CORS headers, to be able to access from a web application. An API gateway endpoint
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Fig. 4 AWS architecture[ 1] 

Fig. 5 Training and 
validation loss 

is created to invoke the lambda function, which also acts as the entry point for other 
applications. A web application, made using React, is hosted on a S3 bucket using 
AWS Amplify. The web application has the option to upload the image for inference 
and returns the predicted type of skin cancer. While sending the image to the API 
endpoint, it is encoded using base64 and decoded at the server to obtain the image. 

8 Results 

8.1 Training 

Figure 5 shows the training and validation loss values for each epoch, one can evaluate 
the model’s ability to generalize and adjust if necessary to optimize its performance. 
In the above graph, both losses are decreasing which indicates that the model is 
learning effectively and will be able to generalize well to unseen data.
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Fig. 6 Confusion matrix 

Table 1 Comparison with other models 

S. No. Model name BACC (%) 

1 seresneXt-50 [ 4] 80.1 

2 SENet154 [ 4] 81.7 

3 RegNetY-3.2G [ 4] 87.5 

4 ConvNext Tiny 87.67 

The bold signifies, the model that we used in this paper 

8.2 Testing 

Figure 6 depicts what is the predicted label of the test image by the model on the 
x-axis and what is the true label of the image on the y-axis. The more the images 
on the diagonal of the matrix the more accurately the model can classify the type of 
skin cancer. 

The metric used to compare a model’s performance for ISIC2018 dataset is bal-
anced accuracy (BACC): 

.BACC = 1

C

C∑
i=1

TPi
TPi + FNi

, (6) 

where TP denotes the true positives, and FN denotes the false negatives and C is 
equal to the number of classes that we are classifying. 

The highest testing BACC obtained with TTA is 87.67%. The other models com-
parison is shown in Table 1.
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9 Conclusion and Future Scope 

Most of the models in ISIC2018 challenge leaderboard [ 4] used an ensemble of 
models, our model achieved similar performance by just using a single model. The 
ConvNeXt Tiny model outperformed the RegNet-3.2G model upon using the train-
ing strategy that we followed and obtained a balanced accuracy of 87.67%. In our 
observation, the ConvNeXt Tiny model trained faster than RegNetY-3.2G by using 
mixed precision training, even though the former is a larger model. Also, the time 
taken to tune the hyperparameters was lower as we have employed 1cycle policy and 
learning rate finder. We also deployed the model, and we trained on AWS Sagemaker. 
The users can get predictions on images using a web application, which is deployed 
using AWS Amplify. 

The future scope includes improving the balanced accuracy of our model by 
using a better test time augmentation strategy. Instead of directly taking the average 
of predictions on the augmented images which considers each image equally, we 
can assign different weights to different augmented images. Also, different sets of 
transforms can be tried out on the validation set to obtain a better TTA strategy. 
Further, an ensemble of models can be used to improve the accuracy. 
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An Automotive ECU-Based Forward 
Collision Prevention System 

Fariya Islam, Tajruba Tahsin Nileema, Fazle Rabbi Abir, 
Tasmia Tahmida Jidney, and Kazi A. Kalpoma 

Abstract This study presents a software model that identifies vehicles in front of a 
test vehicle, measures distances, and classifies them as safe, slow speed, and brake. 
The classification determines which signal should be transmitted to the control unit. 
A specially tailored dataset of 2162 images from Bangladesh’s roadside is used for 
the software model, which uses transfer learning to identify frontal objects, estimate 
distances, and classify distances according to control unit signals. Furthermore, two 
microcontrollers are used for hardware systems, utilizing an ultrasonic sensor to 
calculate distances, identify frontal objects, and show the expected outputs. The 
AURIX TC375 microcontroller board-control unit receives signals and triggers the 
appropriate output. This system can serve as a foundation for autonomous vehicle 
safety research. 

Keywords Transfer learning · Test vehicle · Safe · Slow speed · Brake · Control 
unit · AURIX TC375 

1 Introduction 

Advanced Driver Assistance Systems (ADAS) are passive and active safety technolo-
gies created to prevent human errors while driving a variety of vehicles. The Forward 
Collision Warning System and Automatic Emergency Braking System are two fea-
tures of ADAS technology that make up the Forward Collision Avoidance System. 
In order to avoid collisions or lessen the consequences, vehicles are designed with 
forward collision prevention systems. It keeps track of a vehicle’s speed, the speed 
of the vehicle in front of it, and the distance between them so that it may warn the 
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driver if the vehicles approach too close and also send the driver the proper control 
signals, such as slowing down or braking, if necessary. Road safety in Bangladesh is 
still an issue for which no ideal answer has been developed in this technology-based 
development period. According to [ 1] -

1. 2804 transport workers, 666 students, 114 members of law enforcement agencies, 
117 teachers, 24 journalists, 31 doctors, 16 freedom fighters, and 133 leaders and 
workers of different political parties were killed due to road accidents. 

2. The highest 28.59% of accidents occurred with the involvement of motorcycles, 
followed by 24.50% accidents involving with 13.95% buses, 11.42% battery-
powered rickshaws, and easy bikes. 

3. Out of all accidents, 5.67% took place in Dhaka city and 1.71% took place in 
Chattogram city. 

4. In 2022, the highest death toll in a single day in road accidents was on July 29, 
when 44 people were killed and 83 injured in 27 road accidents. 

The inspiration for this study has been developed as a result of the recent rise in road 
accidents in our nation. We thus want technology that can assist in controlling the 
vehicle in potentially deadly circumstances and lower the number of road accidents. 
In short, we make the following contributions to this paper: 

1. We make a dataset consisting of vehicles that are available in Bangladesh, as there 
is a lack of suitable datasets for the Forward Collision Avoidance System. 

2. In the case of the hardware system, we have used Infineon’s powerful tricore 
microcontroller, the AURIX TC375, as the control unit. 

2 Related Works 

Modern vehicle operations demand safer roads, leading to increased demand for 
Advanced Driver Assistance Systems (ADAS) in the automobile industry. This 
section highlights the relevant research that helped us develop our model for vehi-
cle identification, distance estimation, and hardware implementation. Abdelmalek 
Bouguettaya et al. [ 2] reviewed various deep learning architectures, datasets, and 
challenges faced in vehicle detection, offering suggestions for researchers and devel-
opers to select the most suitable method for their needs. Hassan Ramadan et al. [ 3] 
gave a plan on how their model could assist drivers and prevent auto accidents. The 
idea of making Yolo more effective at detecting objects on thermal videos and utiliz-
ing the findings of object detection to estimate the absolute distance between objects 
and the source camera was presented by them. Besides, Marek Vajgl et al. [ 4] pro-
posed a method for improving YOLO’s ability to estimate absolute distance using 
monocular camera information by expanding prediction vectors, sharing backbone 
weights, and modifying the distance estimation loss function. The research intro-
duced two methods for handling distance: class-agnostic and class-aware, illustrat-
ing the relationship between object identification and distance measurement. Shivam
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Kumar et al. [ 5] presented a practical solution for road car accidents using a CNN-
based model and a windshield camera. The model monitored preceding vehicles 
and calculated the distance between them, alerting drivers of impending crashes if 
they got too close. Besides, Venkateswaran et al. [ 6] presented a forward collision 
warning system for Indian roads using YOLO CNN to detect moving vehicles. The 
system kept track of detected vehicles by assigning unique track IDs using the Hun-
garian algorithm and Kalman filter and estimated the distance between vehicles by 
mapping the camera image into a two-dimensional orthogonal top-down view using 
inverse perspective mapping. Samir A. Elsagheer Mohamed et al. [ 7] proposed an 
IoV-based technique that calculated safe driving distance and safe driving speed for 
connected vehicles, considering factors like weight, tires, length, speed, road type, 
and weather conditions. The technique calculated a safe driving distance, minimized 
gaps, avoided collisions, and maximized road utilization. Also, Hyunmin Chae et 
al. [ 8] created a model using Deep Reinforcement Learning (DRL) for a scenario 
in which a car was going to collide with a pedestrian who was crossing the urban 
road and whose behavior was unpredictable. Most of the time, the car stopped suc-
cessfully about 5 m in front of the pedestrian. Tommaso Nesti et al. [ 9] presented 
a novel Ultrasonic Sensor (USS)-based object detection system for accurate low-
speed scenarios, utilizing 3D point clouds, Bird’s Eye View images, and deep neural 
network training. Experiments showed satisfactory performance across classic and 
custom metrics, bridging the gap between USS and established sensors. Moreover, 
Mohanad Abdul Hamid et al. [ 10] developed an automobile collision avoidance sys-
tem using an Atmega 328p microcontroller and an ultrasonic sensor to detect motor 
gaps and alert drivers in danger range. Sensors accurately read shorter distances, 
but the system lacked real-time feedback due to environmental noise. On the other 
hand, Srinivasa Rao et al. [ 11] created a vehicle capable of navigating unknown envi-
ronments and detecting obstacles using the Raspberry Pi 3+ and LIDAR. Without 
human assistance, this automated obstacle avoidance vehicle operated and prevented 
collisions. 

3 Dataset 

3.1 Data Creation 

A suitable dataset is the primary prerequisite for this work. In order to do that, we have 
developed our own dataset. Google has been used as our source for the individual 
vehicle images (Fig. 1a). However, we have taken videos from our test vehicle of the 
roadside environment in Dhaka, Bangladesh, for this study (Fig. 1b).
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(a) Individual vehicle images (b) Roadside environment images 

Fig. 1 Sample images of custom dataset 

Table 1 Dataset description 

Image category Image quantity 

Bike 21 

Bus 22 

Car 27 

Bicycle 20 

Truck 31 

Jeep 31 

Van 13 

Cng 8 

Rickshaw 6 

Roadside environment 1983 

Total 2162 

Many real-time videos of the frontal road environment that our test vehicle inter-
acts with have been recorded using a mobile phone camera. The videos are then 
divided into images in VLC using a 0.10 frame rate interval. We have a total of 2162 
images in our final dataset. For the training set, we have utilized 800 images; for the 
validation set, 200 images, and for the testing set, 1162 images. The final collection 
consists of 1983 images of real-time road conditions and 179 images of individual 
automobiles that are listed in Table 1. 

3.2 Data Annotation 

The image data is labeled using the graphical image annotation tool LabelImg. Using 
this tool, we have manually labeled 1000 YOLO-formatted images. We have drawn 
rectangular bounding boxes around objects in an image and then added class labels to 
the objects that should be identified in the testing phase, indicating the object’s type or 
category. In Fig. 2, the images illustrate the data annotation process and environment.
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Fig. 2 Sample images of data annotation process of dataset 

Fig. 3 Block diagram of proposed system 

4 Proposed System 

The system is made up of two systems: the software system and the hardware system. 
In the case of the software system, after data annotation, Yolov7, an object detection 
model, is being used to identify frontal objects from the test vehicle. The distances of 
the frontal objects that have been detected are then estimated using a deep learning 
pretrained model from [ 3]. The final stage for the software system involves the 
classification of distances as control unit signals that are comparable with the output 
of the hardware system. 

In our hardware system, we have utilized two microcontrollers (Arduino Uno and 
AURIX TC375), an ultrasonic sensor, LEDs, jumper wires, and 100. Ω resistors. The 
Arduino Uno and ultrasonic sensor are coupled to detect frontal objects and measure 
their distances. We have measured the distances of frontal vehicles in inches for 
the hardware system because the ultrasonic sensor has a relatively limited detection 
range. The AURIX TC375 (control unit) and Arduino Uno’s digital pins are then 
used to connect the two microcontrollers. The AURIX TC375 board receives the 
signals from the Arduino Uno, and the Arduino Uno transmits the encrypted signals 
to the AURIX TC375 board depending on the distance of the frontal object. The 
output signals are then shown using red, yellow, and green leds, which denote the 
signals of the control unit, such as brake, slow down, and safe. The proposed system 
in this study is shown in a block diagram in Fig. 3, which we have created using 
Lucidchart [ 13].
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5 Methodology 

5.1 Software System 

Object Detection with YOLOV7: In this work, the YOLOv7 pretrained model is 
used to recognize the frontal objects of the test vehicle. Because preventing a for-
ward collision requires the system to first recognize an object, we have used transfer 
learning to feed our annotated data to the YOLOv7 model, which we have then 
trained to recognize objects from 10 different classes. The vehicle classes are based 
on vehicles in Bangladesh. Bicycle, bus, person, car, bike, truck, jeep, van, CNG, 
and rickshaw are the 10 categories given. The output images of the YoloV7 model, 
shown in Fig. 4, are identified as objects by the object detection model along with 
their class and likelihood of belonging to that class. A car and a rickshaw are the 
frontal objects in Fig. 4a, respectively, with probabilities of 0.93 and 0.92. The image 
in Fig. 4b has two cngs with probabilities of 0.79 and 0.51. Two rickshaws are frontal 
objects in Fig. 4c, with probabilities of 0.93 and 0.92. A car is the frontal vehicle in 
Fig. 4d, with a probability of 0.91. 

Distance Estimation: The distance is estimated from the camera to the frontal objects 
of the test vehicle. For distance estimation, a deep learning model has been used from 
[ 3] that takes in the bounding box coordinates of the detected objects and estimates 
the distance to the object. It has been trained on the KITTI dataset. KITTI is developed 
using a framework for autonomous driving. Figure 5a–d illustrate output pictures that 
display the class of an object that is detected, the probability of the detected object, 
and the estimated distance of frontal objects. 

Distance Classification: In [  8], they described how they used deep reinforcement 
learning to create a system to prevent a car from colliding with itself in the front. 
1000 attempts later, their system often came to a stop within 5 m of the target. We 
have continued to classify the distances for the control unit after choosing 5 m as our 
critical distance from [ 8]. For this work, the classification is carried out based on a 
few circumstances. They are listed below: 

1. The signal should read “brake” if the distance is five meters or less. 
2. The signal should read “slow speed” if the distance is higher than 5 m but less 

than or equal to 15 m. 
3. The signal should be “safe” if it is farther away than 15 m. 

5.2 Hardware System 

Object Detection and Distance Estimation: We have utilized an ultrasonic sensor 
(HC-SR04) for object detection and distance calculation. Four pins make up the 
sensor. They are GND, trig, echo, and Vcc. The Arduino Uno board’s GND, Vcc,
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Fig. 4 Output images of object detection phase 

and digital pins 3 and 2 are used to link them. This sensor uses ultrasonic pulses to 
calculate distance. An ultrasonic wave is sent by the sensor head, which then picks 
up the wave that the target reflects back to it. The time elapsed between the emission 
and reception is measured by an ultrasonic sensor to determine the target’s distance. 
The formula (1) is used by this sensor to determine distance. 

.s = (v ∗ t)

2
(1) 

where s is the distance from the frontal object, v is the wave’s speed, and t is the 
amount of time it takes for the wave to return to the sensor. Because the wave must 
travel twice as far to detect the object and return a response to the sensor, the formula 
(s = v * t) is divided by two.
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Fig. 5 Output images of distance estimation phase 

Signal Transmission: The Arduino Uno board is used to transmit the signal. Inches 
are used as units of distance by the sensor when measuring distance. The Arduino 
Uno board measures the distances in inches and then sends signals to the AURIX 
TC375 board based on those distances. The board sends a signal to the AURIX board 
to turn on the red LED if the sensor detects a distance less than or equal to 5 in. The 
Arduino board sends a signal to the AURIX board to turn on the yellow LED if the 
distance is more than 5 in. but less than or equal to 15 in. Finally, the board sends 
a signal to the AURIX board to turn on the green LED if the distance is more than 
15 in. Digital pins 4, 5, and 6 of the Arduino Uno board are used to link the Arduino 
board to the Aurix board. 

Signal Detection: Digital pins 2, 3, and 4 on the AURIX TC375 board are used to 
detect or receive signals from the Arduino Uno board. The red LED is turned on as 
an output if the AURIX board receives a “HIGH” signal at digital pin 2. The yellow
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Fig. 6 Circuit design of hardware system 

LED is turned on and the other two LEDs are kept off if the AURIX board detects 
a ‘HIGH’ signal at digital pin 4. The green LED is turned on as an output by the 
AURIX board when digital pin 3 receives a ‘HIGH’ signal. 

Output of ShieldBuddy AURIX TC375 Board: Depending on the signal it receives 
from the Arduino Uno board, the AURIX board’s digital pins 5, 6, and 7 are utilized 
to turn on the LEDs as an output. If the distance is less than or equal to 5 in., it turns 
on the red LED, signaling that the automobile has to be stopped. If the distance is 
greater than 5 in. but less than or equal to 15 in., it turns on the yellow LED to indicate 
that the automobile has to slow down. If the distance is greater than 15 in., it turns 
on a green LED to indicate that the vehicle may proceed safely. 

In Fig. 6, the whole circuit design of the hardware system is shown. Two microcon-
troller boards (Arduino Uno and AURIX TC375), breadboards, an ultrasonic sensor 
(HC-SR04), three resistors (100.Ω each), three LEDs (red, yellow, and green), and 
wires are used to build the hardware system. The circuit design is created using 
Circuit.io. [ 12]. 

6 Results Analysis 

6.1 Software System 

Following object detection, distance estimation, and distance classification, we are 
able to classify each distance into categories, which are safe, slow speed, and brake. 
The detailed output data from a software model is shown in Table 2. This output 
information is taken directly from our code samples. The ‘Object’ column in Table 2
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Table 2 Output of software system 

Object Frame Xmin Ymin Xmax Ymax Distance Output 
signal 

1 1 1386 658 1635 980 14 Slow 
speed 

2 1 1833 544 1920 1030 10 Slow 
speed 

3 1 1710 658 1920 900 17 Safe 

4 1 1626 552 1764 1024 11 Slow 
speed 

5 1 0 523 1491 1076 11 Slow 
speed 

– – – – – – – – 

9294 1162 1255 524 1405 874 17 Safe 

9295 1162 1707 575 1917 958 14 Slow 
speed 

9296 1162 1379 642 1452 770 3 Brake 

9297 1162 901 462 1315 992 13 Slow 
speed 

9298 1162 1448 672 1686 858 23 Safe 

denotes each object in the frame. The ‘Frame’ column denotes the image number 
of the test dataset. The ‘Xmin’ and ‘Ymin’ values correspond to the bounding box’s 
bottom-left and top-left corners, respectively. The bounding box’s top-right cor-
ner has the coordinates ‘Ymax’, whereas the bottom-right corner has ‘Xmax’. The 
‘Distance’ column reflects the predicted distance of the distance estimation model, 
whereas the ‘Output Signal’ depicts the actions that should be conducted depending 
on distances. Only the first five objects from the first frame and the last five from the 
last frame are displayed in Table 2. Between the first frame output and the last frame 
output information, there is additional information about the output of other frames 
and their objects, which is shown by dots. 

6.2 Hardware System 

The outcome of the entire hardware system is displayed in Table 3. 
From Table 3, we can observe that all the distance values that are less than or 

equal to 5 in. show the red LED or brake signal as output. On the other hand, all the 
distance values greater than 5 in. but less than or equal to 15 in. show the yellow LED 
or slow down signal as output. Finally, when the distances are greater than 15 in., it 
shows the green LED or safe signal as output.
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Table 3 Output of hardware system 

Distances of object (inches) LED output 

4.23 Red 

3.91 Red 

2.08 Red 

8.41 Yellow 

7.88 Yellow 

10.11 Yellow 

16.14 Green 

18.94 Green 

19.04 Green 

Table 4 Result discussion (I) 

Software system Hardware system 

Distance range Output signal Distance range Output signal 

.distance(meters) ≤ 5 Brake .distance(inches) ≤ 5 Red LED 

.5 <

distance(meters) ≤ 15
Slow speed .5 <

distance(inches) ≤ 15
Yellow LED 

.distance(meters) > 15 Safe .distance(inches) > 15 Green LED 

Table 5 Result discussion (II) 

Software system Hardware system 

Distance Output Output Distance 

3m Brake Red LED 4.23 in. 

10 m Slow speed Yellow LED 10.11 in. 

17 m Safe Green LED 16.14 in. 

6.3 Discussion 

We can see from Sects. 6.1 and 6.2 that, in contrast to hardware systems, software 
systems have greater distance ranges. The hardware system’s ultrasonic sensor has a 
limited range for measuring distance. Table 4 displays the distance ranges and their 
corresponding output signals for both software and hardware systems. The critical 
distance for a software system is 5 m, but the critical distance for a hardware system 
is 5 in.. Likewise, the other distance ranges for control unit signals have to be scaled 
down for hardware systems as well. In the case of output signals from hardware 
systems, the ‘Red LED’ signifies the “Brake” signal from software systems, together 
with the “Yellow LED” and “Green LED”, which denote the ‘Slow speed’ and ‘Safe’ 
signals from software systems.
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The relationship between the output signal and distance ranges of both systems is 
attempted to be seen in Table 5, which can serve as a visual representation of Table 4. 
The software systems display the signal “brake” at a distance of 3 m, which is less 
than the critical distance for software systems, which is 5 m. In the case of hardware 
systems, 4.23 in. display “Red LED” as output, which is less than this system’s 5 in. 
critical distance. Similar comparisons are shown in the following rows of data that 
follow those in Table 5’s first row. This analysis uses the information from Tables 2 
and 3 for the two systems. 

7 Conclusion 

In this study, a system that determines whether to prevent a forward accident based 
on the critical distance between the test vehicle and the target frontal vehicle is 
constructed. A unique dataset is produced. Images of various automobiles and the 
surrounding roadside landscape are included in the custom dataset. Transfer learning 
is utilized to feed our training photos into the YOLOv7, which provides real-time 
object detection. Following the detection phase, this system determines the actual 
distance between the test vehicle and other frontal vehicles and applies multiclass 
classification to come to a control unit decision. Then, using two microcontrollers-
an Arduino Uno and an AURIX TC375-we have created a hardware version of this 
system. The frontal objects have been identified, and their distance from the test vehi-
cle has been measured using an ultrasonic sensor that is connected to an Arduino 
Uno. When the appropriate action has to be taken, it sends signals to the control unit 
(AURIX TC375). We have found the expected results for both systems. The distance 
is measured using a software model that produces precise values. But in the hardware 
system, the distance varies a little bit more than the real distance since the speed of 
sound is temperature-dependent and changes by around 0.17% for every degree Cel-
sius. The predicted distance can occasionally fluctuate due to these variations, which 
also impact the travel time. Perhaps a sensor that is more effective and efficient can 
be used in place of an ultrasonic sensor to measure distances more precisely. In the 
future, we’ll utilize a better sensor that can detect larger distances, and we’ll connect 
the sensor directly to the ShieldBuddy Aurix TC375 Board. The software system 
serves as a representation of the theoretical analysis for this particular study field, 
where the custom dataset has been used. The hardware system displays the Forward 
Collision Prevention System in real time with real objects as test data. The develop-
ment of this study field may be encouraged by the results presented in this work.
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Credit Card Fraud Detection by Using 
Ensemble Method of Machine Learning 

Nihar Ranjan, G. S. Mate, A. J. Jadhav, D. H. Patil, and A. N. Banubakode 

Abstract Online transactions have become an essential aspect of life as universe 
becomes more technological and every industry leverages the web to grow enter-
prises. Online transactions have been increasing steadily, and this trend is expected 
to continue. Credit cards are a popular form of internet transaction, but with their 
widespread use comes a significant drawback: credit card fraud. Since banks are 
unable to screen every transaction, machine learning is essential to identifying credit 
card fraud. In our research, we used Kaggle to gather a dataset of 2,844,808 credit 
card transactions from a European Bank Dataset. There are 492 fraudulent transac-
tions in it; to balance the dataset, we proposed hybrid resampling method; and for the 
detection of credit card fraud, Random Forest Algorithm is used. The assessment of 
the model is assessed based on accuracy, precision, recall, and F1-score. Our model 
shown fairly good results of 97.66, 98.85, 95.94, 97.37% for accuracy, precision, 
recall, and F1-score, respectively. 
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1 Introduction 

Over the last few years, online transactions have taken on a major significance on 
persons’ life. From small-scale merchants to large corporations, all must unques-
tionably develop their online presence to reach a larger audience with their goods 
and services. Customers prefer online transactions over in-person purchases since 
the distance is no longer an issue. Online transactions often offer additional benefits, 
such as the ability for the client to manage their investments and create a purposeful 
budget. Eighty percent of Americans prefer cards versus cash, according to statistics 
[1]. By offering a variety of credit card features, such as easy credit, EMI avail-
ability, incentives and offers, flexible credit, purchase protection, and the ability to 
make international transactions fee-free, banks also hope to boost client engagement 
[2]. 

Like every coin has two sides, with more people depending on credit cards for 
their day-to-day transactions there arises a problem of credit card fraud. Data from 
the National Crime Records Bureau (NCRB)’s Crime In India 2020 report indicates 
that during the pandemic, instances of online financial theft involving credit or debit 
cards have surged by almost 225%, from 367 in 2019 to 1194 in 2020 [3]. According 
to the Reserve Bank of India (RBI) data, fraudsters stole a total of 615.39 crores 
from more than 1.17 lakh cases of credit and debit card theft over a ten-year period 
(April 2009–September 2019) [4]. 

2 Literature Survey 

There have been various studies and many methods have been implemented for the 
detection of credit card fraud. Here, we are going to discuss the various algorithms and 
methods that have been studied and implemented in earlier studies. In [5], Logistic 
Regression, Decision Tree, Random Forest, Naïve Bayes, and the neural network 
approach ANN were employed as machine learning techniques. They concluded 
that the ANN model had the best precision and accuracy. In [6], Logistic regression, 
Decision Tree, and Random Forest were implemented. The Random Forest classifier 
outperforms the logistic regression and Decision Tree when all three methods are 
compared. In [7], the emphasis is mostly on real-world credit card fraud detection. 
The accuracy of identifying fraud can be enhanced with the proposed technique, 
which employs random forest algorithm. The precision, specificity, sensitivity, and 
accuracy of the procedures are used to assess their performance. Predictive models 
like random forest, XGBoost, and logistic regression have all been utilized in [8] 
along with a variety of resampling techniques. The trials’ findings showed that 
random forest performed better than other models when combined with a hybrid 
resampling technique that included SMOTE and Tomek Links’ removal. SVM, NB, 
KNN, Logistic Regression, and Random Forest algorithms are used in [9] to deter-
mine which algorithm is more effective at detecting credit card fraud. They decided
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on the Random Forest and KNN algorithms based on accuracy or the best value of 
MCC. The aim of [10] is to address the challenges posed by card fraud databases. 
They operate on datasets that are balanced and unbalanced. By using SMOTE to 
balance the dataset, Matthews Correlation Coefficient was the superior parameter 
to use. In [11], it has been stated how various machine learning techniques are 
applied to identify fraudulent transactions. It provides a general overview of machine 
learning techniques like SVM, Random Forest, Logistic Regression, Neural Network, 
and Decision Tree, as well as a quick overview of several fraud kinds. Addition-
ally, they mentioned how more accurately forgeries may be detected using random 
forests. They have put forth a machine learning-based system in [12]. In addition to 
discussing logistic function and how data should be prepared for logistic regression, 
they concentrated on logistic regression techniques. 

3 Proposed Model 

The project’s major goal is to detect credit card fraud, and machine learning algo-
rithms are very helpful for the same as they are more accurate than the traditional 
methods. Machine learning algorithms are also self-learning and can identify patterns 
with minimal human intervention. Our proposed model architecture is shown in 
Fig. 1.

3.1 Data Collection 

We are using a dataset obtained from Kaggle for this project. The dataset includes 
September 2013 credit card transactions made by cardholders across Europe. Out 
of 284,807 transactions over the course of two days, 492 scams are included in this 
dataset. The positive class (frauds) accounts for only 0.172% of all transactions in 
the extremely skewed dataset. Figure 2 shows pie chart of class distribution where 
classes 0 and 1 represent fraud and non-fraud classes. Figure 3 shows the bar graph 
of classes 0 and 1.

3.2 Data Analysis 

Clarity of the data being used is very important for working on any project. Graph-
ical illustrations of the data give much clear information of the same. Here are the 
graphical illustrations of the data. 

The above pie chart and bar graph show the distribution of fraudulent and 
legitimate transactions. Legitimate transactions are labeled as ‘0’, while fraudulent 
transactions are labeled ‘1’.
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Fig. 1 System architecture

Fig. 2 Pie chart of class 
distribution

The percentage distribution obtained is as follows: non-fraud transaction is 
99.83% of the dataset, and fraud transaction is 0.17% of the dataset. 

3.3 Data Processing 

PCA Transformation: The Principal Component Analysis reduces noise and 
decreases requirements for memory. It is a dimensional reduction method that reduces
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Fig. 3 Bar graph depicting class distribution

the dimensionality of a large dataset, by transforming a larger variable into a smaller 
one but still contains most of the information of the larger dataset. 

Formatting: The dataset obtained is PCA formatted. 
Cleaning: This step involves removing data or fixing the data. The data that is 
incomplete or missing is removed. 
Sampling: The dataset obtained is highly imbalanced. So, to make the data 
balanced and to get a better accuracy, we need to perform hybrid sampling. It is 
a technique that combines two sampling techniques to create a balanced dataset, 
such as random oversampling and random undersampling. 

3.4 Training the Model 

The model is built using the Random Forest algorithm. The Random Forest algorithm 
is chosen as it has many advantages as compared to other classification algorithms. 
Using the scikit learn library, the dataset is split into training and testing data. During 
the training phase, 80% of the data is used to train the model, while 20% is utilized 
to test it later. 

3.5 Model Evaluation 

The trained model is tested using the test dataset. Using the metrics module on scikit 
learn, the results are evaluated using several evaluating factors such as accuracy (the



454 N. Ranjan et al.

fraction of correct predictions made by the model), recall (the number of correct 
positive results divided by the total number of relevant samples), precision (the 
number of correct positive results divided by the number of positive results predicted 
by the classifier), and so on. 

4 Proposed Methodology and Algorithm 

The project’s primary purpose is to detect credit card fraud, for which the data set 
utilized was obtained from Kaggle. This dataset consists of features from V1, V2, 
…, V28. Due to concerns about confidentiality, these features have been PCA trans-
formed. Amount, time, and class are the only features that are not PCA transformed. 
The “Time” feature displays the time difference in seconds between the dataset’s first 
and current transactions. The feature “Amount” represents the transaction amount, 
while the “Class” feature indicates whether the particular transaction is legitimate 
or fraudulent. Legitimate transactions are indicated with a ‘0’. Fraudulent transac-
tions are indicated with a ‘1’. The PCA transformation reduces noise and the data 
is cleaned. Clean data is data that does not contain any missing value or the data 
of a wrong data type (here data of other than numerical data type). The dataset 
obtained is highly imbalanced. This dataset has 492 frauds of 284,315 transactions. 
The ratio of legitimate transactions to that of fraudulent transactions is huge making 
the dataset highly imbalanced. This imbalanced data is very difficult to work upon 
as it contains noise and different dataset properties. To make the dataset balanced, 
hybrid resampling is used. Hybrid resampling consists of two types of sampling 
techniques: random undersampling and random oversampling. 

4.1 Undersampling 

Undersampling is a technique to make an imbalanced dataset into a balanced dataset. 
It is a method of reducing the number of data in the majority class while keeping 
the number of data in the minority class constant. Random Undersampler is being 
used for undersampling in this project. Random Undersampler is a class used to 
perform undersampling. The majority class which is the number of transactions is 
being reduced from 284,315 to 1578. But still, the number of transactions to that of 
fraudulent transactions is not balanced. 

4.2 Oversampling 

Another technique for turning an unbalanced dataset into a balanced dataset is over-
sampling. It is a technique in which the majority class is maintained while the minority
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Fig. 4 Bar graph depicting the class distribution after hybrid resampling 

class is supplied and grown with data. The most popular oversampling tool, Synthetic 
Minority Oversampling Technique (SMOTE), was utilized in this project. SMOTE 
begins by randomly selecting an instance of a minority class and then searches for 
the k closest neighbors of that minority class. Next, a line segment is created in the 
feature space by joining a and b, which is one of the k nearest neighbors, b, at random. 
This creates the synthetic instance. The two selected cases, a and b, are combined in a 
convex manner to construct the synthetic instances. After performing oversampling, 
the fraudulent transactions have been increased to 1421 which were earlier 492. After 
performing undersampling and oversampling, the majority class now has 1578 trans-
actions, while the minority class has 1421 fraudulent transactions. Now the dataset 
is quite balanced and much easier to work upon. Performing both random oversam-
pling and random undersampling, also known as hybrid resampling, makes the data 
well balanced. Here is a graphical illustration in Fig. 4 depicting the distribution of 
legitimate and fraudulent transactions after the data has been resampled. 

The training and testing datasets are separated from the main dataset. The Random 
Forest algorithm is used to train the data. 

4.3 Ensemble Learning 

Individual models are combined in ensemble learning to improve the model’s stability 
and predictive capacity. This technique increases the model’s prediction ability. It 
integrates several machine learning models into a single prediction model that is a 
powerful classifier with a low error rate.
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As stated earlier, machine learning algorithms play an important role in fraud 
detection as they work on both classification and regression problems. These algo-
rithms are extremely quick to adapt to variations in normal behavior and can quickly 
spot fraud transaction patterns. 

Random Forest is an ensemble learning system that relies on the bagging approach. 
It is one of the most popular techniques used for detecting fraud. This is because 
it works for both classifications as well as regression problems. It is a group of 
Decision Trees together which are termed ‘forest’. Each Decision Tree makes a 
different prediction. The one with the maximum votes is considered. This method 
is known as the bagging technique, and it is used to create a forest of Decision 
Trees. The steps of working of random forest algorithm is—the algorithm chooses 
N records at random from the dataset and uses these records to build Decision Trees. 
According to the number of trees specified, above steps are repeated for different sets 
of N random records, each Decision Tree is used to predict which category the test 
record belongs to, and the record is assigned to the category with the most number 
of votes. 

4.4 Performance Parameters 

Evaluating the performance of an algorithm is very important. Accuracy is the most 
important parameter to judge a model. Other characteristics to consider while eval-
uating a model are precision, recall, and F1-score. The accuracy, precision, recall, 
and F1-score are used to evaluate the results of this research. 

Accuracy is defined as the proportion of correct predictions to total input samples. 

Accuracy = 
Number of correct Predictions 

Total number of predictions made 
. 

The accuracy obtained by our machine learning algorithm—Random Forest—is 
0.9766666666666667. 

Precision is dividing the true positives by the number of positive results. 

Precision = True Positives 

True Positives + False Positives . 

The precision obtained by our machine learning algorithm—Random Forest—is 
0.9885931558935361. 

When the number of true positives is divided by the total number of positives, the 
recall is determined.
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Recall = True Positives 

True Positives + False Negatives . 

The recall obtained by our machine learning algorithm—Random Forest—is 
0.959409594095941. 

It is a consonant mean between precision and recall. The better the model 
performed, the higher the F1-score. 

F1 = 2 × 1 
1 

precision + 1 
recall 

. 

The F1-score obtained by our machine learning algorithm—Random Forest—is 
0.9737827715355806. 

5 Results and Discussion 

The Confusion Matrix as shown in Fig 5 provides a comprehensive assessment of the 
model in terms of the matrix. True negative, true positive, false negative, and false 
positive are the four sections. True positive (TP)—actual true values. False positive 
(FP)—values that are not true but are mentioned as true. False negative (FN)—values 
that are not false but are mentioned as false. True negative (TN)—actual false values. 

According to the Confusion Matrix above in Fig. 6, 326 transactions are true 
positive, which means that these are the transactions that are legitimate and have 
also been predicted as legitimate. Three transactions are false positive, which means 
that these are the transactions that are not legitimate yet have been predicted as 
legitimate. Eleven transactions are false negative, which means that these are the 
transactions that are fraudulent but have not been predicted so. Two hundred and 
sixty transactions are true negative, which means that these are the transactions that

Fig. 5 Confusion Matrix 
representation 
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are fraudulent and have been predicted as the same. Random Forest Errors: 13, 
accuracy score: 0.9783333333333334, classification report is projected in Table 1. 

Fig. 6 Confusion matrix obtained 

Table 1 Classification report 

Precision Recall F1-score Support 

0 0.97 0.99 0.98 329 

1 0.99 0.96 0.98 271 

Accuracy 0.97 0.98 0.98 600 

Macro avg. 0.98 0.98 0.98 600 

Weighted avg. 0.98 0.98 0.98 600
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Table 2 Comparative 
analysis of various machine 
learning algorithms 

Model Accuracy Precision 

Logistic regression 93.84 96.58 

Decision tree 92.88 99.48 

Random forest 97.66 98.85 

XGBoost 90.76 89.96 

Naïve bayes 91.62 97.09 

Support vector machine 94.99 95.98 

6 Comparative Analysis 

Various algorithms have been implemented for credit card fraud detection. The 
Support Vector Machine (SVM) algorithm does not work effectively with large 
datasets and requires more preprocessing. This makes the system inefficient as the 
speed of the model gets affected. Logistic regression might have over-fitting issues 
for large datasets and is particularly susceptible to data imbalances. Decision Trees 
make use of a single tree which can become biased based on the dominating classes. 
Random forest uses multiple Decision Trees which in turn gives higher accuracy. 
Though XGBoost has great precision and accuracy, its main drawback is that it 
is time-consuming which is not desirable for fraud detection as transactions need 
to be real-time. Table 2 shows comparative analysis of various machine learning 
algorithms for detecting fraud of credit card. 

As Random Forest depends on multiple Decision Trees to produce an output, the 
output is unbiased making it more reliable. Random Forest can be used for a large 
dataset as it only works on a random subset of the dataset at a time. As Random 
Forest algorithm deals with multiple Decision Trees, the processing time may be 
more sometimes depending on the power of the system used. 

7 Conclusions 

Credit card fraud has always been a major concern. Speedy detection of fraud has 
become the need of the time. With the world contributing daily to become more 
and more digitalized even in the sector of banking, credit card fraud remains a 
problem. With the huge advancement in technology, fraud detection has also become 
more powerful in recent years. The use of machine learning algorithms has further 
strengthened the fraud detection system. The Random Forest algorithm performs very 
well with a large amount of data. The use of balanced data, obtained from hybrid 
resampling, helps in much more efficient working of the system as the processing 
time is lessened. With the headway in innovation, fraudsters can also become more 
advanced to commit crimes. The credit card fraud detection system needs to be 
constantly updated to be able to work efficiently. From the proposed system, we



460 N. Ranjan et al.

would like to conclude that fraudulent cases cannot completely be eradicated but can 
surely be lessened with early detection. 
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APiCroDD: Automated Pipeline for Crop 
Disease Detection 

Pawan K. Ajmera, Sanchit M. Kabra, Anish Mall, Ankur Lhila, 
and Aaryan Agarwal 

Abstract This research paper proposes APiCroDD: automated pipeline for crop 
disease detection, an automated framework for early detection of plant diseases 
using multispectral imagery from drones. Current frameworks for disease detec-
tion are labor and time-consuming. They do not leverage the richness of multispec-
tral imagery for feature extraction and perform vanilla manipulation of agriculture 
indices. Our framework comprises two stages: data acquisition and disease identi-
fication. We find that the use of multispectral imagery in the proposed framework 
provides several advantages over traditional RGB imagery, including better spectral 
resolution and increased sensitivity to subtle changes in plant health. The multispec-
tral data enables the identification of specific spectral bands associated with diseased 
regions of the plant, improving the accuracy of disease detection. The proposed 
framework utilizes a combination of CNNs and segmentation techniques to identify 
the plant and its disease. Experimental results demonstrate that the proposed frame-
work using EfficientNet is highly effective in identifying a range of plant diseases 
achieving state-of-the-art performance on manually collected dataset and validated 
on the PlantVillage dataset. 

Keywords Machine learning · Precision agriculture 

1 Introduction 

In recent years, precision agriculture has become increasingly popular due to its 
potential to improve crop yields while minimizing the use of pesticides and other 
chemicals [ 1]. Nevertheless, the utilization of pesticides and chemicals has negative 
impacts on human health and increases the costs of production [ 2]. In this study, we 
focus on the early detection of plant diseases affecting the leaves of these crops by 
employing deep learning models. The PlantVillage dataset is utilized for training and 
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testing, limiting the diseases to those included in the dataset [ 3]. We also manually 
collect a dataset and run extensive experiments to develop a model more tailored for 
specific regions [ 4]. 

In the pursuit of precision agriculture, sensor networks, remote sensing, and 
robotics find implementation in agricultural fields. However, these tools have limita-
tions as they cannot detect plant diseases with the same level of expertise as humans. 
[ 5]. To overcome this limitation, the utilization of deep learning techniques, specif-
ically convolutional neural networks (CNNs), has become increasingly popular in 
plant disease detection. In this study, we employ CNN models, namely GoogLeNet 
[ 6], EfficientNet [ 7], AlexNet [ 8], and also compare them with transformer-based 
model Vision Transformer [ 9], for the identification of diseased plant leaves. The 
CNN models were trained on a large dataset, with a focus on achieving high per-
formance in plant classification and disease detection, as measured by the F1-score 
[ 10]. 

Moreover, the proposed framework utilizes multispectral imagery, which provides 
several advantages over traditional RGB imagery, including better spectral resolution 
and increased sensitivity to subtle changes in plant health [ 11]. This enables the 
identification of specific spectral bands associated with diseased regions of the plant, 
improving the accuracy of disease detection. Experimental results unequivocally 
demonstrate the efficacy of the proposed framework in identifying a spectrum of 
plant diseases [ 12]. 

By harnessing the power of deep learning and multispectral imagery, the proposed 
framework has the potential to revolutionize plant disease management. It could serve 
as a valuable tool in preventing crop loss by enabling early detection methods. Plus, 
its completely automatic nature would require minimal human intervention, making 
it highly attractive to farmers. As a result, this framework could usher in a new era 
in agriculture, allowing for reduced production costs and lowered use of harmful 
chemicals. 

2 Related Works 

In recent years, machine learning has seen significant advancements, particularly 
in the field of deep learning. Deep learning techniques have proven to be highly 
effective in categorization tasks, such as image classification, speech recognition, 
and natural language processing [ 13]. The objective of this research is to identify the 
most efficient model for classification tasks. Impressive results have been achieved by 
AlexNet, GoogleNet, and EfficientNet—all of which are popular deep learning mod-
els for image classification. GoogleNet and AlexNet had rather unfavorable results 
of 6.7% and 15.3%, respectively, while EfficientNet outperformed them exception-
ally well, achieving an error rate of only 2.8% in the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC). However, the larger size and higher computa-
tional requirements of GoogleNet and AlexNet make them unfavorable for mobile 
applications. Instead, EfficientNet and DenseNet—with their smaller sizes and lower
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computational requirements—present a better option for deployment in settings with 
resource restrictions or mobile applications. Recently, Vision Transformer (ViT), a 
new deep learning model based on the transformer architecture, has gained popularity 
due to its state-of-the-art performance on image classification benchmarks [ 9]. The 
self-attention mechanism employed in ViT aids in feature extraction from images. 
Overall, choosing the most appropriate model for classification tasks depends on 
factors such as model size, computational capabilities, and accuracy [ 14]. 

Transfer learning is another vital technique for deep learning-based classification 
tasks. It enables pre-trained models to be repurposed for new tasks, facilitating rapid 
deployment of models with comparatively limited data. One of the most recognized 
transfer learning approaches is fine-tuning, involving the retraining of a pre-trained 
model on a new dataset with a few additional layers [ 15]. Recent research has shown 
that fine-tuning pre-trained models is highly effective for image classification tasks. 
For instance, in a study by Khan et al., a pre-trained VGG16 model was fine-tuned 
on a dataset of tomato plant images to identify disease symptoms, resulting in an 
accuracy of over 97% [ 16]. Similarly, a pre-trained ResNet-50 model was fine-tuned 
to identify disease symptoms in apple plant images in a study by Mao et al., resulting 
in an accuracy of over 96% [ 17]. 

Data augmentation is another crucial component of deep learning-based classifi-
cation tasks. Data augmentation involves generating new training data from existing 
data by applying various transformations, such as rotations, flips, and scaling. Data 
augmentation can assist in improving the generalization ability of deep learning 
models and mitigating overfitting. In a study by Jin et al., data augmentation was 
employed to improve the accuracy of a deep learning-based model for detecting 
tomato leaf diseases, resulting in an accuracy improvement of over 5% [ 18]. 

3 Methodology 

Data Acquisition Equipped with a multispectral camera, our drone soared above the 
field, capturing images that held crucial information about the crops. Five bands— 
Red, Green, Blue, Near-Infrared, and Red-Edge—were utilized to record the spectral 
reflectance of the crops. We maintained a height of 50 m so as to produce images 
with a resolution of 5 cm/pixel. In doing so, we were able to discern unique growth 
patterns, health, and other defining characteristics of the crops in great detail. 

3.1 Multispectral Analysis 

Multispectral analysis plays a vital role in the proposed framework for early detec-
tion of plant diseases. To ensure accurate and reliable results, we followed a rigorous 
methodology for conducting the multispectral analysis. The acquired images under-
went preprocessing to correct any radiometric and geometric distortions. The radio-
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Fig. 1 Multispectral dataset 

metric corrections included calibration, normalization, and conversion to reflectance 
values. These corrections were necessary to ensure that the images accurately rep-
resented the spectral reflectance of the crops. The geometric corrections included 
orthorectification and georeferencing, which removed any distortions caused by the 
terrain and aligned the images with the real-world coordinates. These corrections 
were necessary to ensure that the images were properly aligned with each other and 
with the ground truth data. The preprocessed images were then used to extract features 
related to the spectral reflectance of the crops. Normalized Difference Vegetation 
Index (NDVI) is widely used for estimating vegetation cover and is a good indicator 
of plant growth and health. Green Normalized Difference Vegetation Index (GNDVI) 
is specifically sensitive to changes in the green vegetation, and Soil-Adjusted Veg-
etation Index (SAVI) is designed to reduce the soil background noise and improve 
the sensitivity of the index to vegetation cover. These indices are crucial for disease 
detection in the proposed framework as they allow us to identify abnormal vegetation 
patterns that may be indicative of disease or stress. Diseases can cause changes in 
the spectral reflectance of crops, which can be detected by analyzing the vegetation 
indices. For example, if a crop is infected with a disease, its chlorophyll content 
may decrease, resulting in a lower NDVI value (Fig. 1a). Thus, by computing and 
analyzing vegetation indices (Fig. 1b), we can identify areas of the field that may be 
affected by disease and can further investigate them for diagnosis. Several studies 
have shown the effectiveness of vegetation indices in disease detection. For instance, 
a study by Mahlein et al. [ 19] demonstrated that NDVI was effective in identifying 
early signs of disease in sugar beet crops. Another study by Yang et al. [ 20] showed  
that GNDVI was useful in detecting bacterial leaf blight in rice plants. These studies 
and many others highlight the importance of vegetation indices in disease detection 
and validate their use in the proposed framework. 

In summary, the multispectral analysis in our proposed framework involves data 
acquisition using a drone equipped with a multispectral camera, image preprocessing 
to correct for radiometric and geometric distortions, and feature extraction to capture
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the spectral reflectance, health, and structure of the crops. This approach allows us 
to gather detailed information about the crops, which can be used to identify crop 
types and detect changes in crop health. 

3.2 Plant Classification and Disease Identification 

Deep learning is a way for learning through representation. Convolutional layers 
store the results of how filters or kernels interact with the layer below them. These 
filters, or kernels, are made up of weights and preferences that need to be taught. 
The goal of the optimization function is to make these cores that correctly represent 
the data. Pooling layers are used for downsampling to lessen the size of each cell 
and stop it from becoming too exact. Max pooling, which takes the highest number 
in the pooling area, is the most common type of pooling. Activation function levels 
are used to make the network not work in a straight line. ReLU is the most-used 
activation function. Dropout layers are used to prevent overfitting. Dropout layers 
turn off neurons in the network at random. To figure out the class odds or scores, we 
use layers that are all linked to each other. The output of the layers that are all linked 
to each other can be fed into the classifier. Softmax classifier is a well-known and 
widely used classifier. 

AlexNet Krizhevsky et al. entered in the ImageNet image classification competition 
in 2012, presenting their AlexNet (Refer Fig. 2) network architecture, which achieved 
a remarkable success. The AlexNet architecture served as the initial foundation for 
the emerging trend of convolutional neural networks (CNNs). The AlexNet archi-
tecture incorporates rectified linear units (ReLU), local response normalization, and 
overlapping pooling techniques. The architecture of AlexNet is depicted in Fig. 2, 
situated on the left-hand side. The AlexNet architecture comprises five convolutional 
layers, each of which is subsequently followed by a rectified linear unit (ReLU) layer. 
The inclusion of normalization layers serves to facilitate the process of generaliza-
tion, as stated in reference [ 9]. The characteristics present in the fifth convolutional 
layer are transmitted to a fully connected network subsequent to pooling. As previ-
ously stated, fully connected layers are responsible for computing the probability of 

Fig. 2 Architecture of AlexNet
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Fig. 3 Architecture of GoogleNet 

a given class. Dropout layers are incorporated into fully connected layers to mitigate 
the issue of overfitting. The final fully connected layer, denoted as FC8, contains the 
predicted class probabilities for a given input image. The probabilities are categorized 
using a softmax classifier. 

GoogleNet is a deep neural network architecture that was developed by Google 
researchers in 2014. It is designed for image classification and object recognition 
tasks. The GoogleNet architecture, as shown in Fig. 3, is based on a deep convolu-
tional neural network with 22 layers, including multiple inception modules. One of 
the main advantages of the GoogleNet architecture is its efficiency in terms of both 
memory usage and computational cost. This is achieved through the use of 1.× 1 
convolutions, which reduce the dimensionality of the input feature maps, as well 
as the incorporation of global average pooling, which replaces the traditional fully 
connected layers and significantly reduces the number of parameters. This auxiliary 
classifier consists of a small convolutional network followed by a fully connected 
layer and a softmax classifier, and its outputs are combined with the main classifier 
during training. 

Vision Transformer Vision Transformer (ViT) Fig. 4 is a deep neural network archi-
tecture that has shown remarkable performance in image classification tasks. It is 
based on the transformer architecture introduced in natural language processing, 
which has been adapted to the vision domain. Unlike convolutional neural networks 
(CNNs), ViT processes the input image as a sequence of patches and uses a self-
attention mechanism to capture the long-range dependencies among them. The ViT 
architecture consists of a sequence of transformer blocks, each of which has a multi-
head self-attention mechanism followed by a position-wise feedforward network. 
The self-attention mechanism allows the network to attend to different parts of the 
image, while the feedforward network applies nonlinear transformations to the fea-
tures. The output of the transformer blocks is passed through a classification head, 
which maps the features to class probabilities. During pre-training, the model is 
trained to predict the missing patch in an image, given the rest of the patches. This 
pre-training step helps the model to learn useful features that can be transferred to 
downstream tasks, such as image classification. However, ViT requires more com-
putational resources during training and inference due to the use of self-attention 
mechanisms. Therefore, it is typically trained on large-scale distributed systems, 
such as GPUs or TPUs, to speed up the training process.
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Fig. 4 Vision transformer architecture 

EfficientNet EfficientNet (Fig. 5) performs image classification tasks while being 
economical with memory and computing resources. It accomplishes this by com-
pound scaling the network’s width, depth, and resolution in a way that balances the 
trade-off between accuracy and efficiency. In particular, this architecture combines 
inverted bottleneck blocks, which boost the network’s representational strength while 
reducing the number of parameters, with depth-wise separable convolutions, which 
lower the number of parameters and boost computing efficiency. The foundation 
of EfficientNet is a backbone network made up of numerous convolutional layers 
with different widths, depths, and resolutions. The network starts off by extracting 
low-level features from the input image using a stem convolutional layer, which is 
followed by a series of repeated blocks that gradually improve the features. Each 
level in which the blocks are arranged has a variable width, depth, and resolution. 
Finally, a head network is made up of a few fully connected layers and a softmax 
classifier receives the output of the backbone network and outputs the anticipated 
class probabilities. One of the main advantages is its capacity to perform on image 
classification problems with significantly smaller networks than previous state-of-
the-art approaches. EfficientNet is thus well suited for applications with limited 
resources, such as those found in embedded systems and mobile devices. It has also 
been demonstrated to generalize effectively to other computer vision applications, 
like object detection and segmentation, with only small adjustments.
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Fig. 5 EfficientNet architecture 

3.3 Dataset 

To conduct our research, we utilized the publicly available PlantVillage dataset 
(Fig. 6a), which consists of images of healthy and unhealthy plant leaves. The 
dataset contains 54,306 images of 14 crop species and has been annotated by plant 
pathology experts for the identification of diseases and conditions. We took all the 
images of potatoes, tomatoes, and bell peppers, both healthy and diseased, for train-
ing and testing. Along with this dataset, we curated a custom manually collected 
dataset(Figure 6b) to capture more regional context. The dataset consists of images 
collected from various agricultural fields, encompassing five different crop types: 
tomato, bajra (pearl millet), potato, rice, and bell peppers. The dataset was specifi-
cally curated to support our investigation into plant disease detection and classifica-
tion using deep learning techniques. 

The images were captured using high-resolution cameras mounted on unmanned 
aerial vehicles (UAVs) or ground-based imaging systems. Multiple images were 
taken from different angles and viewpoints to capture various aspects of the crops, 
including leaves, stems, and fruits. The dataset includes images captured at different 
growth stages and under varying lighting and environmental conditions to ensure the 
representation of real-world scenarios. 

To ensure the accuracy and reliability of the dataset, rigorous data collection pro-
tocols were followed. The crop samples were carefully selected to represent healthy 
plants as well as plants exhibiting different disease symptoms. In collaboration with 
agricultural experts, we conducted thorough visual inspections of the crops to iden-
tify and annotate instances of diseases and pests. Each image in the dataset is labeled 
with the corresponding crop type and disease condition, allowing for supervised 
training and evaluation of deep learning models.
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Fig. 6 Disease datasets snapshot 

4 Results 

Each model was trained until the change in training loss became negligible, resulting 
in models that reached a stable state. The training loss for each model was monitored, 
and the point at which it exhibited minimal change was identified. The following 
subsections provide detailed information about the hyperparameters and performance 
of each model.



470 P. K. Ajmera et al.

4.1 AlexNet 

The AlexNet model was trained for 50 epochs based on observations from the training 
loss graph. The loss decreased steadily during the initial epochs and continued to 
decrease at a slower rate until convergence. A batch size of 64 was used, along with 
a learning rate of 1e. −5 and a momentum of 0.5. The final accuracy achieved on the 
testing set was 99.42%, and the F1-score was 0.982. 

4.2 GoogleNet 

The GoogleNet model was trained for 30 epochs based on observations from the 
training loss graph. During the initial epochs, the loss decreased significantly, but 
after 5 epochs, it reached a plateau. A batch size of 16 was used, along with a learning 
rate of 2e-3 and a momentum of 0.9. The final and best accuracy achieved on the 
testing set was 99.56%. 

4.3 EfficientNet 

The EfficientNet model was trained for 25 epochs. Similar to GoogleNet, the loss 
curve showed a significant decrease in the initial epochs, but after the last 10 epochs, 
the loss stagnated. A batch size of 32, learning rate of 3e. −3, and momentum of 0.75 
were used for training. The final and best accuracy achieved on the testing set was 
99.73%. 

4.4 Vision Transformer 

The Vision Transformer model was trained for 30 epochs. The training loss stabilized 
after the 25th epoch. The model was trained using a batch size of 32, learning rate 
of 2e. −5, and momentum of 0.9. The final and best accuracy achieved on the testing 
set was 95.51%. 

These results indicate that the GoogleNet and EfficientNet models achieved excel-
lent accuracy on the testing set, surpassing 99%, while the Vision Transformer model 
achieved a slightly lower accuracy of 95.51%. Further analysis revealed that all mod-
els performed particularly well on certain classes as tomato and potato to name a 
few, while showing variations in performance on others. 

It is important to note that the training and evaluation of these models involved data 
preprocessing techniques such as normalization and augmentation. We hypothesize 
the reason for Vision Transformers drop in performance is due to lack of training
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Table 1 Comparison of test accuracy and F1-score of different models 

Model name Parameters Test accuracy F1-score 

GoogleNet 7 Million 99.56% 0.977 

EfficientNet 5 Million 99.73% 0.985 

AlexNet 67 Million 96.73 0.982 

Vision transformer 85 Million 95.51% 0.839 

data. Transformers require vast amounts of data to live up to the state-of-the-art 
results promised by them. Since our data was rich in covering different classes, it 
points in the direction that more data gathering of each class would lead to increase 
in the performance of the transformer models. 

Overall, the experiments demonstrated the effectiveness of the EfficientNet model, 
highlighting their potential for accurate image classification tasks. It has the least 
computational size and expense and hence would be ideal for deployment on any 
device with bare minimum computational features. We recommend to use Efficient-
Net in our final stages of the pipeline for the same reason. Refer Table 1 for details. 

5 Conclusion 

In this research paper, we have presented APiCroDD, an automated pipeline for early 
detection of plant diseases using multispectral imagery from drones. The proposed 
framework has demonstrated its effectiveness in improving the accuracy of disease 
detection compared to traditional RGB imagery. By leveraging the advantages of 
multispectral data, including superior spectral resolution and increased sensitivity to 
subtle changes in plant health, APiCroDD has shown promising results in identifying 
specific spectral bands associated with diseased regions of the plant. The combina-
tion of convolutional neural networks (CNNs) and segmentation techniques utilized 
in APiCroDD has proved to be a robust approach for identifying both the plant and 
its associated disease. Through training on a manually collected dataset and valida-
tion on the widely used PlantVillage dataset, the framework with EfficientNet has 
achieved state-of-the-art performance in detecting a wide range of plant diseases. In 
conclusion, APiCroDD offers a promising automated pipeline that leverages multi-
spectral imagery and advanced deep learning techniques. With its potential to revo-
lutionize disease management practices, APiCroDD paves the way for more efficient 
and proactive approaches to ensure crop health, increase agricultural productivity, 
and contribute to global food security. 
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TimeGAN for Data-Driven AI 
in High-Dimensional Industrial Data 

Felix Neubürger, Yasser Saeid, and Thomas Kopinski 

Abstract The availability of historical process data in predictive maintenance is 
often insufficient to train complex machine learning models. To address this issue, 
techniques for data augmentation and synthesis have been developed, including the 
use of Generative Adversarial Networks (GANs). In this paper, the authors apply 
the GAN-based approach to synthesize simulated time-series data. Experiments are 
carried out to find a trade-off between the amount of labeled data needed and the 
accuracy of the synthetic data for downstream tasks. The authors find that using 40% 
of the original data for training the GAN results in synthetic data containing the 
same information for downstream tasks as the original data, leading to an estimated 
speedup of 60% in the initial computing time. The results of the evaluation for the 
authors’ own FEM simulation data, as well as for the Tennessee-Eastman benchmark 
dataset, are presented, demonstrating the potential of GANs in reducing time and 
energy in process development, while additionally interpolating a fixed parameter 
grid that is subsequently used for simulation purposes. This work demonstrates the 
feasibility of using GANs for the generation of high-dimensional time-series data in 
industrial applications as a supplementary method to classical FEM simulations. 
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1 Introduction 

In the field of predictive maintenance, the availability and quality of historical process 
data are often insufficient to train complex machine learning models. Because of 
this recurring problem with deep learning, techniques are being developed focusing 
on the available data. Data augmentation and synthesis methods are successfully 
used to improve image recognition problems [ 13]. However, augmentation of data 
describing physical reality in a complex industrial process is not as easy as it is 
for images, since the physical reality must be preserved. One possible solution is 
to apply deep learning-based methods to synthesize simulated time-series data to 
subsequently compare different partitions of the training data with the goal of finding 
the amount of labeled data needed to generate accurate synthetic data for later use. 
In manufacturing, the modeling of new processes is often realized via dedicated 
finite element method (FEM) software, often requiting lengthy computation for the 
entire process. The use of certified numerical simulation modeling software is a 
very important step in the development of new complex industrial processes since 
accurate mathematical and physical conditions must be taken into account. When 
simulating a complex manufacturing process, a so-called process window is often 
defined within which the parameters for the simulation are set and then the simulation 
is performed. The high-dimensional parameter grids would however take a lot of 
computing resources with specialized software to yield sufficiently large datasets for 
machine learning model training in downstream tasks. In addition to the number of 
resources used for those calculations, there are cases where only very specific parts 
of the simulated data are needed for the specific downstream task. The computation 
time and energy resources may not be fully maximized, potentially resulting in 
the final simulated data not being employed. The computation time and required 
resources can be reduced by utilizing Generative Adversarial Networks (GAN) to 
synthesize the required parts of the simulated data within this parameter grid. The 
GAN can then be used as an additional tool to quickly generate important data 
for a specific use case analysis. Generating sequences with the help of generative 
methods does not replace thorough use of numerical simulation software. However, 
it would be a powerful complementary tool to a simulation and process development 
toolbox. After a GAN has been trained on a limited set of numerically modeled data, 
synthesizing new data points or sequences in the context of time-series data is not a 
very resource-intensive process, as the trained generator model only needs to perform 
logical output tasks. This inference step typically takes.O(seconds) time compared 
to.O(hours) for numerical modeling, hence improving the overall process by several 
orders of magnitude. This time saving is also a cost and energy saving in process 
development and may enable or enhance the use of deep learning in subsequent tasks. 
Additionally, a generative neural network can indirectly interpolate a parameter grid 
that is used for an FEM simulation by producing variations in the output data that 
translate into variations in the input parameter grid, leading to increased robustness 
of newly developed algorithms. This paper is structured as follows: Sect. 2 describes 
similar work that has been done with generative neural networks. In Sect. 3, we
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explain the data, preprocessing steps and models being used for the experiments. 
Section 4 summarizes the findings of the experiments while discussing the trade-offs 
that can be done to maximize synthesizing power while reducing the time and energy 
consumed in the process. Section 5 gives an overview of the findings and an outlook 
for the applicability of GANs within the domain of low-data problems. 

2 Related Work 

The TimeGAN architecture introduced by Yoon et al. [ 18] is a generative time-series 
model trained antagonistically and collectively through a learned embedding space 
with monitored and unsupervised losses. This approach overlaps several research 
directions and combines topics such as autoregressive sequence prediction mod-
els, GAN-based methods for sequence generation, and time-series representation 
learning [ 1, 2, 10]. The transformer architecture, based on multiple levels of self-
awareness [ 5], has recently become a widely used deep learning model architecture. 
[ 11] has been shown to outperform many other popular neural network architec-
tures, such as convolutional neural networks (CNN) on images and recurrent neural 
networks (RNN) on sequential data, and even to represent properties of a universal 
computing machine [ 6, 8, 11]. Certain studies attempt to incorporate the transfor-
mative model into the GAN model architecture in order to enhance the quality of 
synthetic data or optimize the training process [ 7, 9, 11] for tasks involving image and 
text generation. Evaluation of generative models can be done by performing a princi-
pal component analysis (PCA) [ 17] and t-distributed stochastic neighbor embedding 
(t-SNE) [ 12] which are used to map the multidimensional output sequence vectors 
into two dimensions. This is done to visually observe and qualitatively evaluate the 
similarity in the distribution of the synthetic data and real data instances. For a more 
quantitative comparison, several known signal properties are measured and com-
pared to the transformer-generated ones as well as RNN-generated sequences with 
real sequences of the same class. Li et al. [ 11] proposed several heuristics to more 
effectively train a transformer-based GAN model on time-series data and quantita-
tively compared the quality of the generated sequences with real and with sequences 
generated by other state-of-the-art time-series GAN algorithms. The architecture 
of GAN is similar to that of DCGAN for generating auxiliary samples. Basically, 
it takes significant effort to prepare a dataset for machine learning pipelines with 
high-quality data points. Nonetheless, one can expect to find invalid states, includ-
ing those that are misclassified, ambiguous, or entirely unrelated. If the number of 
such samples is small compared to the core items in the dataset, their presence has 
little impact on behavior. There are two reasons for this: Firstly, the gradients are 
averaged with respect to model parameters in each micro-batch. This reduces the 
effect of calculating an undesirable set of gradients for an invalid entry making the 
training more robust against such outliers. Secondly, the effect on average gradients 
is more limited and is determined by the learning rate. Thus, if the vast majority of 
the data is correct and related to the prediction target, the deleterious effect of invalid
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samples becomes insignificant. However, when the dataset is small, the percentage 
of invalid data points tends to be higher and the effect of these outliers on the model 
training increases. Because of this relationship, the generative approach to increasing 
the dataset size can lessen this effect. In such situations, taking additional steps to 
improve the quality of the dataset has a significant impact on accuracy. 

3 Data and Methodology 

This section describes the analyzed data and methods used for this study. The 
Tennessee-Eastman dataset is briefly introduced. We describe the self-generated data 
in the context of our press-hardening use case. Additionally, we give a short expla-
nation of the TimeGAN architecture and the evaluation methods. The data used for 
the evaluation of the TimeGAN data synthesis experiments consists of two distinct 
datasets. Firstly the well-studied Tennessee-Eastman (TE) dataset serves as a bench-
mark for high-dimensional time-series classification tasks. The Tennessee-Eastman 
dataset is introduced by [ 15] and consists of “fault-free” and “faulty” datasets. Each 
data frame contains.55 columns (“fault number,” “simulation-Run,” “sample,” and the 
other columns contain the process variables). These.52 usable variables are numerical 
with a description of the meaning of each variable available under [ 4]. The complexity 
of this dataset is comparable to the complexity of industrial processes. In the case of 
complex control systems, this work can be transferred to a specific case. This dataset 
is used to evaluate the methodology on a large and complex dataset to demonstrate 
its applicability to other industrial datasets. The second dataset under investigation 
was generated by the authors through self-generated finite element method (FEM) 
simulations of the pressing process. This process is commonly employed in the auto-
motive industry to manufacture high-rigidity steel parts for car bodies. The complete 
simulation dataset uses associated FEM models calculating the heat transfer from a 
hot metal board to a die for molding, as well as numerically calculating the mechan-
ical shifts of the metal. In this article, we will focus on the temperature data of this 
process, since this is the critical characteristic which needs to be monitored and/or 
correctly evaluated but cannot be measured directly. The temperatures gathered from 
the FEM simulation are representative of the real-world temperature sensors to ensure 
comparability between real and simulated data. Figure 1 shows the location of the 
thermocouples in the molding tool. From the point of view of a mechanical engineer, 
there is a process window, within which parameters outside this window can never 
give satisfactory results. But within this multidimensional window of the process, 
there are many possible sets of parameters that can produce feasible output results. 
We modeled a parameter grid with four parameters, resulting in a total number of 
simulation attempts using the ABAQUS [ 16] simulation software totaling . 20, 412
simulation runs. The total simulation time of all sequences was about 30 weeks of 
single core processor time. Although we were able to parallelize this process via 
several processors, not all simulation runs converged due to the numerical insta-
bility of the process. These failed simulation runs are not included in the training
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Fig. 1 Positions of the thermocouples (red dots) and nodes of the FE-model. The blank and contact 
areas are modeled more finely than the outer parts of the punch and die to save computation time. 
The white circular areas are the cooling pipelines being used for transferring heat from the tool out 
of the system in the real-world process 

Table 1 Parameter grid used for the FEM simulation 

Parameter Minimum value Maximum value Number of steps 

Oven temperature 800.. ◦C 1000.. ◦C 21 

Forming die 
temperature 

60.. ◦C 170.. ◦C 12 

Pressing force 10 MPa 25 MPa 16 

Holding time 4s 10 s 4 

set. The numerical instabilities leading to those failures are however not present in 
the suggested GAN approach, making the method a reliable substitution method for 
these cases. A more detailed description of this modeling process and the subsequent 
follow-up task can be found in [ 14]. 

The parameter grid we used to generate the training data can be found in Table 1. 
Based on this dataset, we posed the question as to how much FEM modeling data 
would actually be required to train a GAN model capable of interpolating between 
already modeled data grid points. Such a data synthesis would provide more varia-
tion in the training data for subsequent tasks. To generate synthetic sequences, we 
pre-process the training data resulting in unique fixed-length sequences which are 
subsequently fed to the GAN. Standard scaling is applied to the training data leading 
to better processing of the feature values by the neural network. After preprocessing,
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Table 2 Hyperparameters used for the experiments 

Parameter Tennessee-Eastman FEM-Data 

Embedder epochs 500 5000 

Supervisor epochs 500 5000 

GAN epochs 500 500 

Max sequence length 25 367 

Batch size 10,000 10,000 

Hidden dim 20 20 

Num layers 3 3 

Optimizer adam adam 

Learning rate 0.001 0.001 

we use the TimeGAN architecture described in [ 18] for data synthesis. The code 
used for this work is an adaptation of the TimeGAN [ 3] PyTorch implementation, 
and it can be found at https://github.com/DataScienceLabFHSWF/WiTraPresGAN. 
The parameters for training the timeline for different datasets are presented in the 
Table 2. By trying to minimize the number of parameters in the network itself to pre-
vent overfitting and demonstrate the strength of the architecture itself. Hidden units 
are long-term short-term memory (LSTM) cells. When evaluating the effectiveness 
of TimeGAN, we are guided by the evaluation metrics given in [ 18]. In order to 
assess the similarity between the original and synthetic data, we employ the “Train 
on Real, Test on Synthetic" (TSTR) method. This technique, initially introduced in 
the original TimeGAN paper by Yoon et al., is commonly used to evaluate the per-
formance of generative models specifically designed for time-series data. The basic 
idea behind the TSTR method is to train a generative model on real data and then use 
it to generate synthetic data that is similar to the real data. The synthetic data can then 
be used to evaluate the quality of the generative model. The TSTR method consists 
of two phases: a training phase and a testing phase. During the training phase, the 
generative model is trained on real data. Specifically, in the case of TimeGAN, a 
generator and a discriminator are trained using an adversarial training process. The 
generator is responsible for generating synthetic time-series data that is similar to the 
real data, while the discriminator is responsible for distinguishing between the real 
and synthetic data. Once the training phase is complete, the generative model is used 
to generate synthetic data that is similar to the real data. This synthetic data is then 
used in training a secondary RNN doing a regression for all the variables contained 
in the dataset. Specifically, the secondary model trained on synthetic data is com-
pared to the one trained on real data using the mean squared error (MSE) metric. If 
the model that is trained on synthetic data behaves similar on real testing data when 
compared to the model trained on real data, then the generative model is considered 
to be successful. We measure this similarity by calculating the difference between 
the test RMSEs of both models. The TSTR method has several advantages over 
other methods for evaluating generative models for time-series data. One advantage

https://github.com/DataScienceLabFHSWF/WiTraPresGAN
https://github.com/DataScienceLabFHSWF/WiTraPresGAN
https://github.com/DataScienceLabFHSWF/WiTraPresGAN
https://github.com/DataScienceLabFHSWF/WiTraPresGAN
https://github.com/DataScienceLabFHSWF/WiTraPresGAN
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is that it allows for a direct comparison between the real and synthetic data, which 
can be useful for determining how well the generative model is able to capture the 
underlying patterns and structures in the real data. Another advantage is that it can 
be used to evaluate the performance of generative models in a variety of applica-
tions, including anomaly detection, forecasting, and simulation. In addition to this 
metric, we visualize the data that is generated together with the real data. For that 
we apply, analogously to the original TimeGAN paper, t-SNE [ 12] and PCA [ 17] 
to the time-flattened sequences and plot the distributions into a single image. When 
the distribution of real and synthetic data is similar and closely clustered together, 
we can assume that a good distinction between these two classes is not possible 
for simple discriminative models. This means that the generated data can be used 
for training downstream task models without introducing an unwanted bias. As the 
generative model, we use the TimeGAN proposed by Yoon et al. [ 18] The TimeGAN 
architecture consists of two main components: a generator and a discriminator. The 
generator is responsible for creating synthetic time-series data that resembles the 
real data. The discriminator is trained to distinguish between the real and synthetic 
data. The generator consists of four components: an embedding network, a generator 
network, a masking network, and a recovery network. The embedding network maps 
the original time-series data into a latent space, where the generator network gener-
ates synthetic data. The masking network is used to randomly mask some of the time 
steps in the generated data to improve its realism, and the recovery network is used 
to fill in the masked time steps. The discriminator is a recurrent neural network that 
processes time-series data and classifies it as either real or synthetic. The generator 
and discriminator are trained in an adversarial way, where the generator generates 
synthetic data, while the discriminator tries to correctly classify the data as real or 
synthetic. 

4 Experimental Results 

Running the experiments, we find that not all of the simulation data is needed to train 
a GAN model synthesizing data that closely resembles the original data. This means 
that a significant speedup from the order of CPU-weeks to the order of a single day 
in model training and minutes in new sample generation. We tested fractions from 
.10% to .100% of the original FEM simulation data for training our TimeGAN. It is 
important to note that this data is randomly sampled from the full training dataset. 
After training as many synthetic sequences as original sequences are generated by the 
GAN to evaluate the similarity between original and synthetic data. We evaluate the 
trained models via the Train-Synthetic-Test-Real method to quantify the difference 
in information contained in the synthetic data compared to real data. We trained 
the LSTM to predict all of the features in the data with the other features as given 
parameters to simulate a regression downstream task. We then averaged the RMSE of 
the test predictions on the real data to aggregate the performance over all predictable 
features. We aim for the difference of the scores trained on original and synthetic
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Table 3 Results of the Train-Synthetic-Test-Real evaluation of the FEM simulation data 

Amount RMSE RMSE RMSE 

of training data (%) original data synthetic data difference 

.10 .0.33 ± 0.2 .0.29 ± 0.1 . 0.04 ± 0.3

.20 .0.51 ± 0.2 .0.57 ± 0.3 . 0.06 ± 0.5

.30 .0.38 ± 0.1 .0.35 ± 0.1 . 0.03 ± 0.2

.40 .0.37 ± 0.1 .0.33 ± 0.1 . 0.04 ± 0.2

.50 .0.41 ± 0.1 .0.32 ± 0.1 . 0.08 ± 0.2

.60 .0.37 ± 0.1 .0.32 ± 0.1 . 0.05 ± 0.2

.70 .0.37 ± 0.1 .0.33 ± 0.1 . 0.04 ± 0.2

.80 .0.37 ± 0.1 .0.32 ± 0.1 . 0.04 ± 0.2

.90 .0.22 ± 0.1 .0.46 ± 0.2 . 0.24 ± 0.3

.100 .0.23 ± 0.1 .0.47 ± 0.2 . 0.24 ± 0.3

RMSE of the helper LSTM trained on the given data for the feature regression task. A lower 
difference hints at a closer match between synthetic and original data 

data to be small while the score itself should also be small on the LSTM trained 
on synthetic data. The results of the evaluation for our own FEM simulation data 
can be seen in Table 3. We find that the difference in predictive scores stagnates 
when using.40% of the original data as training data. The RMSE score of the LSTM 
also stagnates at that percentage of used training data. Second the performance of 
the LSTM drops significantly on the original data test set with a higher amount of 
training data used for the GAN training. This can be interpreted as an artifact of 
overtraining of the downstream model on the synthetic data. We conclude that a 
percentage of .40% of the original data could be used for training a GAN yielding 
synthetic data containing the same information for downstream tasks as the original 
data. This in turn results in an estimated speedup in initial computing time of . 60%. 
Another, more qualitative method of showing the similarities between the original 
and synthetic data is transforming the sequences into a latent space with the t-SNE 
method and comparing the structures arising from that latent space representation 
in a two-dimensional space. A lack of cluster-like structures that can be used to 
discriminate the original and synthetic data shows that the information in the two 
classes is very similar and a clear distinction between them is not possible. This 
visualization can be seen in Fig. 2. 

To benchmark our results against a well-known dataset, we run the same test 
procedure on the Tennessee-Eastman dataset. The results for the Train-Synthetic-
Test-Real evaluation can be found in Table 4. We find that the performance of the 
GAN does not significantly depend on the percentage of used training data. This might 
be due to the initial size of the dataset and the information contained in the fractions 
used in the GAN training. When evaluating the generated sequences qualitatively 
with the help of the t-SNE embedding of the sequences, as shown in Fig. 3, one can
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Fig. 2 t-SNE-plot for the visualization of the similarity of the original and synthetic data. This plot 
uses the synthetic data from the TimeGAN model that has been trained on .100% of the original 
FEM simulation data. It can be seen that the representations of the original and synthetic data are 
closely clustered together while still maintaining variation 

Table 4 Results of the Train-Synthetic-Test-Real evaluation of the Tennessee-Eastman dataset 

Amount RMSE RMSE RMSE 

of training data% original data synthetic data difference 

.10 .0.03 ± 0.03 .0.09 ± 0.08 . 0.06 ± 0.11

.20 .0.04 ± 0.05 .0.09 ± 0.07 . 0.05 ± 0.12

.30 .0.03 ± 0.04 .0.17 ± 0.17 . 0.14 ± 0.21

.40 .0.04 ± 0.06 .0.09 ± 0.10 . 0.05 ± 0.16

.50 .0.04 ± 0.05 .0.09 ± 0.09 . 0.05 ± 0.14

.60 .0.03 ± 0.04 .0.08 ± 0.09 . 0.06 ± 0.17

.70 .0.04 ± 0.05 .0.08 ± 0.08 . 0.04 ± 0.13

.80 .0.04 ± 0.06 .0.07 ± 0.09 . 0.03 ± 0.15

.90 .0.03 ± 0.06 .0.08 ± 0.07 . 0.04 ± 0.10

.100 .0.03 ± 0.05 .0.07 ± 0.08 . 0.04 ± 0.13

RMSE of the helper LSTM trained on the given data for the feature regression task. A lower 
difference hints at a closer match between synthetic and original data 

see a close match between the original and synthetic data with some variations. This 
underlines the time-series generation capabilities of the TimeGAN trained in this 
work even for complex datasets. In addition to the faster sequence generation and 
resulting time and energy savings, the method has an added benefit. When simulating 
a rigid parameter grid, one can only generate a sparse representation of the whole 
process. The use of a generative model allowing for variation in the output data also
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Fig. 3 t-SNE-plot for the visualization of the similarity of the original and synthetic data. This 
plot uses the synthetic data from the TimeGAN model that has been trained on.60% of the original 
Tennessee-Eastman dataset. It can be seen that the original and synthetic data representations are 
closely clustered together and follow the same shape but still have some variations between them 

gives a possibility for an indirect interpolation of the parameter space. A schematic 
illustration of this grid interpolation is shown in Fig. 4. This interpolation makes 
the parameter space less sparse and might lead to improvements in performance of 
downstream analyses, because of a more completely available process space. 

5 Discussion and Outlook 

The results of this work show that Generative Adversarial Networks (GANs) have 
the potential to significantly improve the use of deep learning models in predictive 
maintenance. In particular, we demonstrate that GANs can be used to synthesize 
simulated industrial time-series data, which can then be used as training data for 
downstream tasks. The experiments carried out in this study show that the use of 
GANs can reduce the amount of labeled data needed for these tasks by around.60%, 
as well as reduce the computing time and resources required for this process. Using 
GANs for synthetic data generation can lead to a significant speedup in the initial sim-
ulation computing time and due to that a reduction in energy consumption. These are 
important considerations in the industrial sector. The trade-off between the amount 
of labeled data required and the usefulness of the synthetic data for downstream 
tasks is an important aspect to consider in future research. Further experiments can 
be carried out to determine the optimal amount of labeled data needed to produce 
synthetic data meeting the desired level of accuracy in specific downstream tasks. 
Additionally, we show a more general approach to test for the information contained
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Fig. 4 Schematic illustration of a parameter grid used in FEM simulation and an indirect interpo-
lation with a generative neural network. This indirect interpolation can be visualized using a PCA 
of the time-series data. The more space is filled in the PCA latent space between the original data, 
the more complete the process window is 

in the synthetic data. Additionally, the use of GANs in other types of time-series data, 
such as those generated by other complex industrial processes, can be investigated 
to determine the generalizability of this approach. An end-to-end solution could be 
developed with industry partners for important use cases. 
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A Deep Learning Framework 
for Assamese Toxic Comment Detection: 
Leveraging LSTM and BiLSTM Models 
with Attention Mechanism 

Mandira Neog and Nomi Baruah 

Abstract As social media platforms grow in popularity, this research piece discusses 
the significance of creating a secure and positive online environment. The major goal 
is to protect users by detecting objectionable language in Assamese social media com-
ments. The ultimate goal is to create a very effective mechanism for detecting toxic 
comments in Assamese, supporting a safe online environment. To address the lack 
of available datasets, a well-curated dataset was manually assembled for the experi-
ment. Deep learning models such as LSTM and bidirectional LSTM (BiLSTM) were 
used to capture the contextual intricacies of user-generated comments. Notably, the 
BiLSTM model beats the LSTM model by including an attention mechanism, attain-
ing a promising accuracy rate of 86.9% in successfully identifying toxic comments. 
Using the capabilities of the LSTM and BiLSTM models, a more robust and efficient 
approach for recognizing toxic phrases in Assamese is developed, aligned with the 
goal of building a secure, respectful, and toxic-free online environment. 

Keywords LSTM · BiLSTM · Attention mechanism · Assamese · Toxic 

1 Introduction 

The emergence of social media platforms and the Internet has revolutionized how 
we exchange information and interact. By bringing together people from different 
communities, establishing relationships, and facilitating the dissemination of con-
cepts, businesses, and causes, these platforms have become an essential part of our 
everyday lives. But the growing use of online interactive communication devices 
has also led to a mass of information [ 1], including highly toxic messages that may 
trigger bullying, harassment, and personal attacks. These toxic comments not only 
put someone’s emotional and mental health in danger but also restrict people’s ability 
to voice a variety of viewpoints. 
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Recognizing [ 2] the need to address concerns about offensive and hateful content 
on the Internet, social media administrators have resorted to manual review tech-
niques to find and remove such information. However, this method requires a lot of 
work, takes an extended amount of time, and is ultimately unscalable and unsus-
tainable. As a result, the presence of inappropriate content continues to be a serious 
problem for online platforms, frequently forcing communities to impose restrictions 
on or prohibit user comments entirely. 

In this context [ 3], it has become clear that spotting and removing toxic comments 
is essential to maintaining a secure and encouraging online community. Although 
there is content filtering software, its effectiveness is limited to locating and blocking 
online pages and paragraphs with explicit language. Therefore, it is imperative to 
provide reliable and effective techniques to identify toxic comments [ 4], especially 
in languages with inadequate resources like Assamese. Despite the growing impor-
tance of toxic comment identification, relatively little research has been done in this 
field, especially for Indian languages and Assamese in particular. This research gap 
emphasizes the significance of focused research into toxic comment identification 
in Assamese, with the objective of developing a viable approach that can contribute 
to a safer online environment. The major objective of this research article is to fill 
in the previously mentioned gap by outlining an effective method for finding toxic 
Assamese comments on social media. Deep learning techniques, specifically [ 5] 
long-short-term memory (LSTM) and [ 6] bidirectional LSTM (BiLSTM), are used 
in research because of their success in natural language processing tasks such as sen-
timent analysis and emotion recognition. In this research, we use the power of LSTM 
and BiLSTM models, supplemented with an [ 7] attention mechanism, to capture the 
contextual significance of Assamese comments. Through deep learning techniques, 
this strategy tries to address the issues caused by the language’s intrinsic ambiguity 
and increase text understanding. The goal of the research is to overcome the inherent 
ambiguity of the Assamese language by utilizing the strengths of the LSTM and 
BiLSTM models to capture the contextual meaning of Assamese comments. By uti-
lizing these deep learning approaches, we want to lessen the difficulties involved 
with comprehending and interpreting Assamese text, resulting in a more accurate 
and nuanced analysis of the comment’s contextual importance. 

The development of a manually curated dataset [ 8] that was specially designed for 
the experiment is a significant contribution to this research. This dataset, which was 
gathered from numerous public domains, ensures the data’s relevance and applicabil-
ity, greatly improving the research’s impact and credibility. The overall goal of this 
research article is to close the toxic comment identification gap for Assamese social 
media users by utilizing deep learning techniques and a properly crafted dataset. 

A thorough analysis of the research findings is included in the paper’s systematic 
methodology. It starts with an introduction in Sect. 1 that emphasizes the importance 
of identifying toxic comments in Assamese and the necessity of closing the current 
research gap. Section 2 discusses the toxic comment notion, which is important in the 
context of toxic/non-toxic classification. The literature review in Sect. 3 sheds light on 
the current state of research on the topic. Section 4 describes the technique, empha-
sizing the LSTM and BiLSTM models for optimal context acquisition. Section 5
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examines the model performance for toxic comment detection in depth. Section 6 
results include experimental outcomes and evaluation standards. The conclusion of 
Sect. 7 emphasizes the necessity of toxic comment identification for a safer online 
environment by summarizing major findings and suggesting future research. 

2 Domain Overview 

Hate Speech: Toxic comments and hate speech [ 5] are inextricably linked, and 
knowing what constitutes hate speech is critical in deciding whether a comment is 
toxic or non-toxic. According to the Cambridge Dictionary, hate speech is a pub-
lic speech that expresses hatred or supports violence against individuals or groups 
based on numerous qualities such as race, religion, gender, sexual orientation, nation-
ality, social class, or religious beliefs. As hate speech frequently involves the use of 
disparaging language and seeks to cause damage or discrimination against specific 
individuals or communities, this definition serves as a foundation for recognizing 
and assessing the toxic nature of statements. We can successfully recognize and han-
dle toxic comments on online platforms by knowing the meaning of hate speech, 
fostering a safer and more inclusive environment for users. 

Verbal and written communication plays an important part in our lives, impacting 
numerous areas and serving as frequently used mediums of expression. Words have a 
lot of contextual and emotional weight. As a result, toxic speech occurs when a term 
is accompanied by negative and offensive feelings, such as the use of harsh words 
in a discourse. While criticism is a normal aspect of communication, it is crucial to 
promote constructive criticism as a preferred manner of expressing unhappiness over 
insults. 

3 Related Work 

This section offers a thorough analysis of different research studies on the subject of 
recognizing toxic comments. The application of deep learning methods for efficient 
toxic comment recognition is the key area of focus. The research takes into account 
recent publications over the last 5 years, providing insights into trends, limitations, 
and potential future directions in this field. While the research’s main emphasis is 
on deep learning techniques, it also considers how they may be applied to other 
languages besides Indian, providing insights into innovative methods to use deep 
learning for the detection of toxic comments. Table 1 provides a succinct breakdown 
of the key findings and the methods used for the literature review. 

Dubey et al. [ 5] propose employing LSTM neural networks for text mining to 
identify hostile and abusive remarks with 94.49% precision, 92.79% recall, and 
94.94% classification accuracy.
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Xu et al. [ 6] improve sentiment analysis of online comments with emotion-
enriched TF-IDF weighted word vectors, outperforming RNN, CNN, LSTM, and 
NB with exceptional accuracy using their BiLSTM model. 

An LSTM-based technique for sentiment categorization is introduced by Murthy 
et al. [ 9] to address difficulties in analyzing in-depth user opinions. With enhanced 
training data, the deep learning system LSTM performs well in sentiment analysis. 

Tripathi et al. [ 10] examine the NB, SVM, and LSTM algorithms for consumer 
sentiment analysis, discovering that LSTM excels in whole phrase analysis and 
Bernoulli NB excels in aspect-based classification, implying that larger datasets 
could enhance accuracy. 

AEC-LSTM, a deep neural network model for sentiment classification, is intro-
duced by Huang et al. [ 11]. It combines emotion psychology with topic attention, 
convolutional ELSTM, and an enhanced LSTM cell to succeed in typical sentiment 
tasks. Long et al. [ 12] use BiLSTM networks with Multi-head Attention (MHAT) to 
assess sentiment in Chinese social media. Their method outperforms existing tech-
niques by handling complexity and capturing context with ease. In order to address 
difficulties and ambiguities, Elfaik et al. [ 13] introduce BiLSTM for sentiment anal-
ysis in Arabic text. Studies show that F1 is 92.39% better than current deep learning 
and conventional methods. 

A recurrent attention LSTM is suggested by Zhang et al. [ 14] for objective 
document-level sentiment analysis. With the help of a joint loss function, atten-
tion is focused on important sentimental words. For the IMDB, Yelp, and Amazon 
datasets, the model outperforms cutting-edge techniques. 

Muhammad et al. [ 15] use Word2Vec and LSTM for sentiment analysis of Indone-
sian hotel reviews, attaining an accuracy variance of 8.56% on 2500 reviews. Skip-
gram, Hierarchical Softmax, and 300 dimensions are optimal Word2Vec parameters. 

Gandhi et al. [ 16] use word recognition, Word2Vec, and deep learning models to 
improve Twitter sentiment analysis. On the IMDB dataset, their technique achieves 
87.74% and 88.02% testing accuracy with CNN and LSTM, respectively. 

For the sentiment analysis of tweets, Srivastava et al. [ 17] presented CNN-
BiLSTM and BiLSTM models, all without the need for specialized word embed-
dings. With a success rate of 0.84 and 0.80, respectively, these models outperformed 
standard classifiers in demonstrating the effectiveness of deep neural networks in 
sentiment analysis on social media. For the purpose of analyzing the sentiment of 
code-mixed writings in Dravidian and English, Anusha et al. [ 18] presented a BiL-
STM model. The model performed 13th, 14th, and 14th in the FIRE 2021 task, with 
F1 scores of 0.563, 0.604, and 0.365 for Tamil, Malayalam, and Kannada language 
pairs, respectively. 

Wei et al.  [  19] offer a BiLSTM model with multi-polarity orthogonal attention 
for better implicit sentiment analysis, which captures sentiment variations in word 
orientation effectively. 

For sentiment categorization, Hameed et al. [ 20] provide a computationally effi-
cient single-layered BiLSTM model for real-time sentiment analysis, attaining a high 
accuracy of 90.585% across varied datasets.



A Deep Learning Framework for Assamese Toxic Comment … 489

Table 1 Comparison of various sentiment analysis work done in deep learning methods 

Refs. Language Platform Dataset Methods Results 

[ 5] English Twitter 56,745 LSTM Acc—94.94% 

[ 6] Chinese Review 15,000 BiLSTM F1—92.18% 

[ 8] English TripAdvisor, 
Amazon and 
IMDB 

1m LSTM Acc—85% 

[ 9] English IMBD 50,000 LSTM Acc—92.8% 

[ 10] Nepali Twitter 4035 NB, SVM, 
LSTM 

Acc—79% 

[ 11] Chinese Review 19,465 BiLSTM+Multi 
head+Attention 
mechanism 

F1—95.33% 

[ 12] English IMDB, Yelp 
datasets, 
Amazon 

_ Recurrent 
attention 
LSTM, 
BiLSTM 

Acc—71.4% 

[ 13] Arabic Health services, 
reviews, Twitter 

61,582 BiLSTM F1—92.39% 

[ 14] English IMDB, Yelp 
and Amazon 

– Recurrent 
attention 
LSTM, 
BiLSTM 

Acc—71.4% 

[ 15] Indonesian Hotel reviews 2500 LSTM Acc—85.96% 

[ 16] Engish IMBD 50,000 CNN , LSTM Acc—88.02% 

[ 17] English Twitter _ CNN, BiLSTM Acc—84% 

[ 18] Dravidian 
language 

YouTube 71,309 BiLSTM F1—0.56% 

[ 19] Chinese SMP2019 _ BiLSTM _ 

[ 20] _ Review 70,275 BiLSTM Acc—90.585% 

[ 21] English – – BERT, 
DistilBERT, 
BiLSTM, TNC 

ACC-85.13% 

[ 22] English Public dataset 81,122 BERT , 
BiLSTM 

F1—96.23% 

[ 23] Serbian YouTube, 
Newspaper 
portals 

118,876 BiLSTM Precision-
97.00% 

Lin et al. [ 21] present a hybrid technique for Indonesian sentiment analysis that 
uses BERT, DistilBERT, BiLSTM, and TCN to achieve above 85% accuracy by 
mixing contextual and semantic data.
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Fig. 1 LSTM unit 

Saleh et al. [ 22] improve hate speech detection accuracy by using domain-specific 
word embeddings and deep learning models like BiLSTM, getting up to a 96.23% 
F1-score. 

Stankovi et al. [ 23] created a BiLSTM deep neural network for detecting hate 
speech in sports on social media with great precision (96 and 97%). 

4 System Design 

The LSTM architecture is made up of memory blocks that are similar to computer 
memory chips. Recurrently coupled memory cells and three gates—input, output, 
and forget—are included in these blocks. Figure 1 shows [ 24] the structure of the 
LSTM unit. In a series, these gates determine what information is retained, deleted, 
and revealed. Memory cells are refreshed by integrating past information with the 
outputs of the input and forget gates, as demonstrated in Fig. 1. 

4.1 LSTM 

The processed data created by applying an output gate to the updated memory cell is 
represented by the hidden state. Training entails fine-tuning the learned parameters 
in order to increase LSTM performance. 

These gates control the information flow for the current time step. The cell [ 24] 
is defined in formulas (1), (2) and (3) as follows:  

Formula: 
.it = σ

(
wi

[
ht−1, xt

] + bi
)

(1)
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Fig. 2 BiLSTM unit 

. ft = σ
(
wi

[
ht−1, xt

] + b f
)

(2) 

.ot = σ
(
wi

[
ht−1, xt

] + bo
)

(3) 

To select the input gate . it , apply the sigmoid function to the weighted sum of 
the current input .xt at the current time step, biases . bi , and the prior LSTM output 
.ht − 1 at the previous step in time t-1. This design also allows for the usage of other 
gates, such as the forget and output gates. The LSTM is composed of two successive 
layers, each with 128 units. However, a bidirectional LSTM—another term for a 
bidirectional encoder—can also be created by stacking two LSTMs. Bidirectional 
LSTM generates a number of hidden outputs, which are discussed in more detail 
below. 

4.2 BiLSTM 

The Bidirectional Long Short-Term-Memory(BiLSTM) is an RNN that processes 
input data in both directions, making it useful for tasks such as sentiment analysis 
and text categorization. It blends forward and backward layers, which improves 
context understanding and task comprehension. The architectural layout of BiLSTM 
is depicted [ 25] in Fig.  2. 

Here, BiLSTM is used to increase dataset generalization and the influence of 
fitting network properties. Equations (4), (5) and (6) give the calculation formula 
and illustrate the basic concept of Fig. 2. 

.
−→
ht = σ

(
W[xh]xt + W[h][h]

−−→
ht−1 + b[h]

)
(4)
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.
←−
ht = σ

(
W[xh]xt + W[h][h]

←−−
ht−1 + b[h]

)
(5) 

.Ht = W[xh]
−→
ht + W[hy]

−→
h + by (6) 

Formulas (4), (5) and (6) depict the BiLSTM [ 25] expression, which stands for the 
activation function. The hidden layer’s input is denoted by the symbol . ht , and the 
output is created by updating both the forward and backward structures (.→ ht and 
.← ht ), respectively. These formulas represent the information transformation and 
flow operations used by the BiLSTM to enable the bidirectional processing of the 
input sequence. 

4.3 Data Preprocessing 

Dataset Due to the lack of an appropriate dataset, we manually gathered a dataset 
of 20,000 comments from several public domains, including Facebook, YouTube, 
and news portals. 17,500 of these comments are labeled as non-toxic, while 2500 are 
labeled as toxic. This distribution shows that 87.5% of the comments are non-toxic, 
whereas 12.5% are toxic. 

Data preprocessing We manually collected Assamese language data from social 
media networks to ensure the reliability and quality of the data used in our experiment. 
However, we noticed issues with data quality and representativeness. To address 
these concerns, we carried out the necessary preparation procedures, such as data 
cleansing, filtering, and normalization. We gave binary classification tags to the data 
and combined them into a single CSV file encoded in Assamese script and UTF-16 LE 
format. In addition, to improve the content, we used techniques such as eliminating 
URLs, special characters, “@ symbols,” stop words, stemming, and lemmatization. 
These preprocessing efforts increased the accuracy and effectiveness of our analytical 
and modeling processes dramatically. 

Data Embedding In text analysis and the processing of natural languages (NLP), 
word embedding is developing into a helpful technique. It represents words with 
numerical vectors in order to find significant patterns and contextual relationships. 
AI models can grow more accurate and efficient by understanding the syntactic 
and semantic links between words and minimizing the dimensionality of text input. 
We must select both the vocabulary size and the vector dimensions for the layer 
that embeds to map individual words to fixed-size 100-dimensional vectors. The 
inherent length of an input sequence defines its maximum length. The embedding 
layer’s output is then further processed by dense layers, dropout layers, and neural 
network layers, all of which increase the overall performance of the AI model.
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Fig. 3 Confusion matrix LSTM + Attention mechanism model 

5 Implementation of the Models 

This section evaluates the performance of various models used to detect toxic 
Assamese comments. We examine the strengths, shortcomings, and overall use-
fulness of the LSTM and BiLSTM models for their accuracy in toxic comment 
detection. 

LSTM with Attention Mechanism 
The LSTM model for binary classification first attains 81.97% accuracy, 86.5% F1 
score, 79.0% recall, and 95.3% precision by means of tokenization, padding, and 
splitting. By adding the attention mechanism, accuracy is improved to 85.22%. This 
technique addresses the equal treatment of sequence components by allocating atten-
tion selectively. The model targets negative comments with 64 hidden units and 0.2 
dropout regularization. The confusion matrix of the LSTM with the attention mech-
anism is shown in Fig. 3. The following outcomes were obtained from the model’s 
evaluation using a dataset that had 4000 comments: There were 443 false negatives, 
148 false positives, 852 genuine negatives, and 2557 true positives. Reducing the 
number of false positives and false negatives is important to improve the sentiment 
prediction accuracy of the model, especially when it comes to identifying toxic state-
ments. This enhancement calls for additional research and improvement. 

BiLSTM with Attention Mechanism The BiLSTM model detected toxic comments 
with a noteworthy accuracy of 86.87%. It made use of a BiLSTM layer with 64 hidden 
units, a dense layer with sigmoid activation, and 0.2 dropout regularization. Training 
used the Adam optimizer for 20 iterations with a batch size of 32 and an embedding
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Fig. 4 Confusion matrix LSTM + Attention mechanism model 

layer based on tokenized data. The presence of an attention mechanism increased the 
accuracy of the refined BiLSTM model to 86.9% or 0.1%. This improvement can be 
attributed to the attention mechanism’s capacity to rank critical input segments. The 
model is composed of three layers: bidirectional LSTM, embedding, and attention 
mechanism. The context vector formed from the LSTM outputs is shaped in part 
by the attention scores. The confusion matrix in Fig. 4 illustrates the functioning of 
the BiLSTM with attention mechanism. When this model was tested on a dataset of 
4000 comments, it found 2606 true positives, 869 true negatives, 131 false positives, 
and 394 false negatives. Sentiment prediction accuracy will rise with a decrease in 
false positives and negatives. 

6 Results and Discussion 

The research compared the efficiency of two deep learning models LSTM and BiL-
STM with attention mechanisms in detecting toxic comments. The BiLSTM with 
attention mechanisms model scored an amazing 86.9% accuracy, 87.50% precision, 
98.00% recall, and 92.45% F1 score. The LSTM model achieved 81.97% accuracy, 
95.3% precision, 79.0% recall, and an F1 score of 86.5%. Table 2 gives an in-depth 
analysis of the outcomes of the suggested models. The addition of the attention mech-
anism increased LSTM accuracy to 85.22%, precision to 95.57%, recall to 85.26%, 
and F1 to 89.67%. The suggested BiLSTM attention mechanisms model outper-
formed the baseline model, reaching 86.9% accuracy versus the baseline’s 86.87%.
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Table 2 Comparing performance of the proposed models 

Methods (%) Accuracy (%) Precision (%) Recall (%) F1 (%) 

LSTM 81.97 95.30 79.00 86.50 

LSTM + Attention 
mechanism 

85.22 95.57 85.26 89.67 

BiLSTM 86.87 87.58 98.00 92.45 

BiLSTM + Attention 
mechanism 

86.90 87.50 98.00 92.45 

Table 3 Contrasting the proposed model’s performance with existing LSTM and BiLSTM models 

Refs. Author Language Methods Results (%) 

[ 10] Milan Tripathi Nepali LSTM 79.00 

[ 15] Muhammad et. al. Indonesian LSTM 85.96 

Proposed approach Assamese LSTM + Attention 
mechanism 

85.22 

[ 18] Anusha et. al Dravidian BiLSTM 56.00 

Proposed approach Assamese BiLSTM + Attention 
mechanism 

86.90 

Table 3 compares the innovative BiLSTM + Attention mechanism model to the tra-
ditional LSTM and BiLSTM models, as well as other existing ones. The evaluation 
has been carried out within the framework of the SOV language structure and two 
deep learning models LSTM and BiLSTM. Although the model’s performance varies 
depending on language structure, the LSTM model outperforms previous research in 
sentiment analysis for languages with subject-object-verb (SOV) structure, obtain-
ing an accuracy of 85.22%. In comparison, the BiLSTM model shows even more 
promising findings, with an outstanding accuracy of 86.90% in recognizing toxic 
comments in Assamese. By effectively distinguishing between true positives and 
negatives, the BiLSTM model’s prediction performance is enhanced by the addition 
of an attention mechanism. Although there is room for development, it showed excel-
lent generalization and 86.9% accuracy. It might function even better if data quality 
and quantity are increased. The approach may be able to identify toxic comments, 
suggesting further research directions for its development. 

7 Conclusion 

In conclusion, this research concentrated on finding potentially toxic Assamese com-
ments on social media. Deep learning approaches such as LSTM and BiLSTM use 
attention mechanisms to improve their performance. The BiLSTM method with the
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attention mechanism performed better than average in detecting toxic content. The 
importance of this research depends on the immediate requirement to recognize and 
delete inappropriate comments in order to promote a polite and safe social media 
environment, as such content may have detrimental effects. A problem was that there 
was not a suitable digital dataset available in Assamese. A dataset of 20,000 sen-
tences that were manually collected and annotated from various Internet sources was 
used to address the issue. The accuracy of toxic comment detection is expected to 
significantly increase with the quantity of the dataset. In order to improve detection 
skills in this particular environment, future research should concentrate on larger 
datasets and investigate different deep learning models. 
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Security in VANETs with Insider Attack 
Resistance and Signature Aggregation 

Vijaya Lode, Kekhelo Lasushe, and Anil Pinapati 

Abstract Vehicular Ad-hoc Networks (VANETs) are a type of network in which 
vehicles communicate with one another and exchange information so as to provide 
quality-of-life improvements to the vehicle users as well as the people belonging 
to the area. In VANET, vehicles share information such as the current status of the 
vehicle, the status of the traffic or the status of the road conditions to the other vehicles. 
All this information requires the network to be highly secure. Therefore various 
schemes have been proposed to secure the network. However, they suffer when a 
receiver has to verify multiple incoming message signatures. To reduce the verifying 
time and size of the signature The proposed scheme provides an efficient pairing-
free aggregate signature, it will verify multiple messages by combining multiple 
signatures into a single signature called aggregate signature, and it is also resistant 
to insider attacks without using the tamper-proof device. 

Keywords Vehicular ad-hoc networks (vanets) · Elliptic curve cryptography 
(ecc) · Aggregate signature 

1 Introduction 

With the advancement in wireless technology and electronics becoming cheaper, the 
possibility of connected vehicles and intelligent transportation systems has expanded. 
These new technologies have provided many benefits [ 1]. However, these same tech-
nologies have also introduced new vulnerabilities to the security system that did not 
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exist before, including privacy breaches and personal information thefts [ 2], which 
may result in the misuse of false information for personal benefits [ 3]. For all these 
reasons, it is important to devise a security scheme for the vehicles participating in 
Vehicular Ad-hoc Networks (VANETs) and also to reduce the time taken to verify 
multiple messages. This can be done with the help of signature aggregation. Signature 
aggregation is the process of combining multiple signatures into a single signature, 
and the final aggregated signature is taken for verification and security is tested with 
different attack resistances. 

1.1 VANET Architecture 

In VANETs, there are three important components namely trusted authority (TA), 
roadside unit (RSU) and onboard unit (OBU). 

The TA is the top tier among these components, and it is responsible for managing 
the entire network. The role of RSU is to host an application that connects with other 
networking devices. These RSUs are connected to one another and finally connected 
to the TA by a wired network. The OBU is equipped with the vehicles, and it is 
responsible for collecting information about the vehicle such as traffic, speed, fuel, 
etc. [ 1]. They are briefly described as follows: 

(1) Trusted Authority: The Trusted Authority (TA) manages the entire system by 
including the registration of OBUs and RSUs. Also, the TA is responsible for 
ensuring the security of the system. This can be done by authenticating the 
vehicles to avoid any harm to the other vehicles. The TA utilizes a large memory 
size and a high amount of power and it has the ability to reveal the OBU’s 
identities in case of any malicious behaviors. 

(2) Roadside Unit: RSUs are middle-level nodes fixed on nearby roads. RSUs are 
computing devices, and they provide local connectivity to the vehicles in the 
area. 

(3) Onboard Unit: OBUs are lowest-level GPS-based tracking devices mounted on 
vehicles that allow the vehicles to share information with the other OBUs and the 
RSUs. The main function of the OBU is to connect with the RSU and the other 
OBUs through wireless links. The OBUs take input power from the batteries of 
the vehicle. 

1.2 VANET Characteristics 

Compared to MANETs, VANETs have unique characteristics. These characteristics 
are discussed below: 

(1) High Mobility: VANETs are very mobile compared to other ad-hoc networks 
as the vehicles keep on moving in random directions and change their location
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constantly. This makes it difficult to estimate the topology of the network. Due 
to this high mobility, the communication time between the nodes in VANETs is 
very short. 

(2) Dynamic Network Topology: The topology of VANET is rapidly changing and 
not constant because of the high mobility of the vehicles. 

(3) Wireless Communication: The way the nodes are connected and the way they 
communicate are all achieved through a wireless medium. 

(4) Driver Safety: VANETs can improve the safety of drivers, and the quality of life, 
enhance the comforts of the passengers and also improve the flow of traffic. 

(5) Network Strength: The strength of the network in VANETs depends on the flow 
of traffic on the street. The strength is low in the case when there are fewer 
vehicles on the road and high when there are traffic jams. 

(6) Large Network: The networks are larger in highways and entry and exit points 
of a city. 

(7) Volatility: The volatility in VANETs is because of the high mobility of the vehi-
cles. 

1.3 VANET Security 

Compared to other IoT systems, the most important feature of VANETs is high 
mobility. This high mobility causes group membership to change at a higher rate 
than the other IoT systems [ 4]. In addition, the wireless connection and the group 
membership are easily accessible to the public so participants in a VANETs are 
considered untrusted. 

(1) Integrity: Message Integrity is essential for securing the message exchange sys-
tem. The system must be able to detect and prevent malicious messages both 
intended or accidental. Message integrity also ensures that the message has not 
been modified in the process of transfer between the nodes. 

(2) Authentication: Integrity alone is not sufficient for ensuring security in VANET. 
It is also essential to ensure that only verified or authorized users are able to 
participate in generating messages in the system. To achieve message authenti-
cation, message signatures are used to sign messages. Members with non-valid 
signatures are not authorized. 

(3) Tracing: The term tracing means matching a message to the message sender. 
With tracing it is also possible to reveal the identity of the sender. This term 
where the identity of the sender may be revealed whenever necessary is termed 
as conditional privacy. 

(4) Privacy: In VANET, privacy means protecting the identity of the users/drivers. 
This real-world identity can be registration information which can be used to 
identify the user.



502 V. Lode et al.

(5) Non-Repudiation: By non-repudiation, a vehicle that sent a particular message 
cannot hide or deny the fact that it sent the message. This is essential to identify 
the misbehaving vehicles and stop them from interfering with the network. 

(6) Revocation: Revocation is used to remove access to malicious vehicles. This 
ensures that the revoked vehicles can no longer prove their group membership 
with whatever information they possess. 

(7) Insider Attack Resistance: VANET is a dynamic membership system, any vehicle 
can move in and out anytime. This allows an attacker to freely join the system 
by forging or stealing an identity certificate. Considering this, it is worth looking 
into these risks of insider attacks [ 8]. 

(8) Man-in-the-middle-Attack: An attacker successfully establishes the connection 
with the communicating parties and takes the control of entire communication, 
and the communicating parties will think that they are talking to each other 
through a secure channel. 

2 Related Works 

In most VANET schemes, vehicles are grouped together based on their area. A vehi-
cle joins a group by requesting group membership from one of the upper levels. 
After being authenticated, the vehicle is granted a signature key which is used to 
sign messages so as to communicate with other vehicles. These keys can be group 
keys or symmetric and asymmetric keys. In VANET broadcasting messages is usu-
ally desirable; however, there are some schemes that don’t support it. One-to-one 
symmetric keys are usually used in these schemes [ 5– 7]. In a one-to-one symmetric 
key scheme, the vehicles in the same group share a unique key with each other. How-
ever, this scheme is impractical as this will require a large number of keys. Some 
other schemes are proposed where RSU handle all communications, but this is not 
desirable as this will insert an extra hop of communication [ 8]. 

Most of the VANETs require message broadcasting, due to this almost all the 
scheme uses group keys or group signatures. In all these schemes, a single symmetric 
key is shared among all the group members to communicate with each other [ 9– 11]. 
However, the problem with these schemes is that they are vulnerable to insider attacks. 

In [ 11] Vijayakumar et al. proposed a scheme based on elliptic curve pairings 
which provides message integrity, and authenticity of the sender by using identities, 
non-repudiation and tracing. However, the TA knows all secret values, so the com-
promised TA will falsify signatures to launch an insider attack and also it is using 
complex pairing operations. 

In 2021 Funderburg et al. [ 12] proposed a scheme without pairing that is resistant 
to insider attacks, i.e., the attacks not only by other vehicles but also in situations 
when the TA is compromised and the information is vulnerable to the attackers. In this 
scheme, each vehicle signature key certification is generated by the TA, but with this 
signature key certification, the TA still will not be able to generate a valid message 
signature as it requires the vehicle’s private key. The scheme also provides tracing and
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non-repudiation. While this is an acceptably great scheme, it is not efficient enough 
when handling enormous incoming messages as the receiver needs to validate all the 
messages one by one. The scheme proposed by Han et al. [ 13] provides signature 
aggregation, i.e., signatures are aggregated so it is more efficient for the receiver 
to validate multiple messages. However, this scheme mostly considers the RSUs to 
manage the aggregation thus inserting an extra hop of communication. 
In our proposed scheme we used signature aggregation to validate multiple signatures 
in a single verification and our scheme was meeting important security requirements 
like privacy, authentication, nonrepudiation resistance to insider attacks, and man-
in-the-middle attacks. 

3 Proposed System 

The typical TA-RSU-OBU hierarchy is used in the proposed scheme. The RSUs are 
communication relay nodes, the TA will authenticate the OBUs, and the OBUs will 
communicate by sharing information with RSUs and other OBUs. The process of 
the proposed scheme is shown in Fig. 1 [ 13]. 

3.1 Initialization 

All the parameters which are used in this paper are listed in the following Table 1. 
For a vehicle to join the system, firstly the vehicle owners contact the appropriate 

government authority and obtain a signed vehicle registration certificate. Then the 
vehicle joins the system. The vehicle registration certificate contains the vehicle 

Fig. 1 Process of the 
proposed scheme
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Table 1 Initialization 

Symbol Definition 

G Elliptic curve generator point 

.α Private key of group 

.Gpub Public key of group 

.β Private key of OBU i 

.Vpub Signature/public key of OBU i 

.σVpub , X Signature key certification of OBU i 

M Message 

t Timestamp 

.σM , Y Message signature parameters 

H Hash function that maps ecc point to. Z∗
p

owner’s identity. The vehicles in the system are grouped together based on their 
geographic area. 

For each group, the TA will generate a private/public key pair as: 

. α ∈ Z
∗
p

. Gpub = α ∗ G

For each group, the public parameters are G, .Gpub, and H where H is a secure hash 
function that maps to .Z

∗
p. 

3.2 Vehicle Joins a Group 

Whenever a vehicle wants to enter a new group, it generates a public/private key pair 
as: 

. β ∈ Z
∗
p

Vpub = β ∗ G

Then, in order to join a group, the vehicle sends a request to the TA. The TA will 
verify the identity of the vehicle, and if it is valid, the TA will map the vehicle’s 
public key to its registration information that is stored by the TA to allow tracing 
if required in the future. But, to prevent a vehicle from changing its public key and 
thwarting the tracing, the TA chooses a random number.a ∈ Z

∗
p and sign as follows: 

.X = a ∗ G
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. σVpub = α + a ∗ H(Vpub||X)

Finally, vehicle i receives .σVpub and X from TA. 

3.3 Vehicle Sends a Message 

In order to send a message, a vehicle signs the message using the signature key 
certification as well as its private key. This signature is verified by the receiver and 
therefore only messages with valid signatures are accepted. To sign a particular 
message, a vehicle chooses a random number .b ∈ Z

∗
p and generates a timestamp t. 

Then the signature is generated as shown: 

. Y = b ∗ G

. σM = σVpub + β + b ∗ H(M ||t ||Y )

After the signature is generated, vehicle i will broadcast message M. Along with 
the message some other parameters are also broadcasted. These are .σM , .Vpub, X, Y 
and t. 

3.4 Receiver Validates the Message 

Firstly, the receiver checks the timestamp and compares it with .tnow − t > treplay to 
avoid replay attacks. If .tnow − t > treplay , the receiver will assume the message as 
a replay attack and discard the message. If .tnow − t < treplay , the receiver proceeds 
the message for verification as shown: 

. σM ∗ G = Gpub + X ∗ H(Vpub||X) + Vpub + Y ∗ H(M ||t ||Y )

The proof of the equation is given as shown: 

.σM ∗ G

= (σVpub + β + b ∗ H(M ||t ||Y )) ∗ G

= ((α + a ∗ H(Vpub||X)) + β + b ∗ H(M ||t ||Y )) ∗ G

= (α ∗ G + a ∗ G ∗ H(Vpub||X) + β ∗ G + b ∗ G ∗ H(M ||t ||Y ))

= Gpub + X ∗ H(Vpub||X) + Vpub + Y ∗ H(M ||t ||Y )
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3.5 Revocation 

When malicious vehicles are detected, they are revoked by the TA. For this, a new 
group key is chosen by the TA and the signature key certifications of all the vehicles 
except the malicious vehicles are regenerated. The signature validation from these 
revoked vehicles will fail as shown: 
Firstly, the vehicle generates a signature .σ '

M using its old signature key certification 
and its signature key: 

. σ '
M ∗ G = (σ '

Vpub
+ β ' + b ∗ (H(M ||t ||Y )) ∗ G

When the receiver receives the message, it validates the signature using the new 
group key: 

. σ '
M ∗ G = Gpub + X ' ∗ H(Vpub

'||X ') + Vpub
' + Y ∗ H(M ||t ||Y )

But, 

. σ '
M ∗ G

= ((α' + a' ∗ H(Vpub
'||X ')) + β ' + b ∗ H(M ||t ||Y )) ∗ G

= (α' ∗ G + a' ∗ G ∗ H(Vpub
'||X ') + β ' ∗ G + b ∗ G ∗ H(M ||t ||Y ))

= Gpub
' + X ' ∗ H(Vpub

'||X ') + Vpub + Y ∗ H(M ||t ||Y )

Therefore for revoked vehicles, the validation will fail as the new group key. Gpub

is not equal to the old group key .Gpub’ 

. Gpub
' + X ' ∗ H(Vpub

'||X ') + Vpub + B ∗ H(M ||t ||Y )

. /= Gpub + X ' ∗ H(Vpub
'||X ') + Vpub + B ∗ H(M ||t ||Y )

3.6 Signature Aggregation 

When a vehicle receives multiple messages {.Mi , .σMi , .Vpubi , . ti , .Xi , . Yi}, i . ∈ (1,2,3, .., 
n), from different vehicles (.V1, V2, .., Vn), the receiver takes all the signatures (.σM1, 
.σM2, ... , .σMn) and sum them up to get 

.σM =
nΣ

i=1

σMi



Security in VANETs with Insider Attack Resistance and Signature Aggregation 507

The validity of the signatures is verified by the receiver as shown in the equation: 

. σM ∗ G

=
nΣ

i=1

Gpub +
nΣ

i=1

(X ∗ H(Vpubi ||X)) +
nΣ

i=1

Vpubi +
nΣ

i=1

(Yi ∗ H(Mi ||ti ||Yi ))

The proof of the equation is given as shown: 

. σM ∗ G

=
nΣ

i=1

σMi ∗ G

=
nΣ

i=1

(σVpubi
+ βi + bi ∗ H(Mi ||ti ||Yi )) ∗ G

=
nΣ

i=1

Gpub +
nΣ

i=1

(X ∗ H(Vpubi ||X)) +
nΣ

i=1

Vpubi +
nΣ

i=1

(Yi ∗ H(Mi ||ti ||Yi ))

When there are invalid signatures in the batch, the aggregate signatures are verified 
by using a binary search technique. The signatures are divided into two parts. These 
two parts are reaggregated and verified. If either one of the two parts fails again, 
then identical operations performed on the invalid batch repeatedly. This process is 
repeated until there is only one signature left. 

4 Results 

The security features satisfied by the proposed method are discussed below along 
with the performance of the scheme. 

4.1 Scheme Security 

Integrity Message integrity is ensured in the proposed scheme as the hash of the 
message is included in the hash used in the signature. If there was a manipulation 
in the message, H(M. 

'||t. ||Y ) will not be equal to H(M. ||t. ||Y ) therefore the validation 
of the final signature will fail. Furthermore, a timestamp is included in the hash to 
prevent replay attacks. 

Authentication The proposed method makes sure that vehicles that have not been 
verified by TA are not been able to deliver messages. This is accomplished by making
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sure that the vehicle cannot generate its own signature and that the only TA can 
provide a legitimate signature. Obtaining. α from.Gpub is a difficult task as it cannot be 
extracted without solving the Elliptic Curve Discrete Logarithm Problem (ECDLP), 
.Gpub = α∗ G. The signature validation for a forged signature key by a malicious 
vehicle will fail as shown: 

. σ '
M ∗ G = (σ '

Vpub
+ β + b ∗ H(M ||t ||Y )) ∗ G

where by substituting: 

. σ '
M ∗ G

= ((α' + a' ∗ H(Vpub||X ')) + β + b ∗ H(M ||t ||Y )) ∗ G

= (α' ∗ G + a' ∗ G ∗ H(Vpub||X ') + β ∗ G + b ∗ G ∗ H(M ||t ||Y ))

= Gpub
' + X ' ∗ H(Vpub||X ') + Vpub + Y ∗ H(M ||t ||Y )

Here, .Gpub
' from the forged signature is not equal to the group key and therefore 

validation fails. 

. Gpub
' + X ' ∗ H(Vpub||X ') + Vpub + Y ∗ H(M ||t ||Y )

. /= Gpub + X ' ∗ H(Vpub||X ') + Vpub + Y ∗ H(M ||t ||Y )

Privacy Privacy is ensured in the proposed scheme by hiding their real-world iden-
tities from the outside world. The signature keys are used to identify a vehicle and 
there is no relation between a vehicle’s signature key and its registration information 
as the signature keys are generated by a random number chosen by the vehicle. 

Tracing In the proposed scheme, tracing is possible as the mapping of the vehicle’s 
signatures to their registration information is stored in the TA. For this, the TA can 
trace the real-world identities of the vehicles suspected of malicious behaviors. 

Non-Repudiation The proposed scheme ensures that a vehicle cannot use a forged 
signature key certification that is generated by the TA. Also, a vehicle cannot steal 
the signature key of other vehicles. The messages are sent along with .σM , .Vpub, X, 
Y and t. Only the message signer knows the values of .σVpub , . β, and b. Besides the 
value of . β and b cannot be calculated without solving ECDLP. Also.σVpub cannot be 
generated from.σM . So, the signature validation for a vehicle that tries to generate a 
signature using a stolen .Vpub with guessed values of .σVpub and . β will fail as shown:
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. σ '
M ∗ G

= (σ '
Vpub

+ β ' + b' ∗ H(M ||t ||Y ')) ∗ G

= σ '
Vpub

∗ G + β ' ∗ G + b' ∗ G ∗ H(M ||t ||Y ')

= (α' + a' ∗ H(Vpub||X)) ∗ G + Vpub
' + Y ' ∗ H(M ||t ||Y ')

= Gpub
' + X ' ∗ H(Vpub||X) + Vpub

' + Y ' ∗ H(M ||t ||Y ')

And it can be seen that 

. Gpub
' + X ' ∗ H(Vpub||X) + Vpub

' + Y ' ∗ H(M ||t ||Y ')

. /= Gpub + X ∗ H(Vpub||X) + Vpub + Y ' ∗ H(M ||t ||Y ')

Insider Attack Resistance Insider attacks include the attacks by the theft of cru-
cial material possessed by the TA. The TA is considered fully trustworthy in many 
schemes and possesses all the private keys of the vehicles in the system. As a result 
these schemes being highly vulnerable to attacks when the TA is compromised. In 
the proposed scheme, the TA cannot use the vehicle’s signature key certification 
to generate a valid message signature as it requires the vehicle’s private key. This 
restricts the masquerading attacks even with the assistance of the TA. If a malicious 
vehicle tries to generate a signature by compromising TA, the signature validation 
will fail as shown: 

σ '
M = σVpub + β ' + b ∗ H (M ||t ||Y ) 

The proof of failure for the signature validation is shown: 

. σ '
M ∗ G

= (σVpub + β ' + b ∗ H(M ||t ||Y )) ∗ G

= ((α + a ∗ H(Vpub||X)) + β ' + b ∗ H(M ||t ||Y )) ∗ G

= (α ∗ G + a ∗ G ∗ H(Vpub||X) + β ' ∗ G + b ∗ G ∗ H(M ||t ||Y ))

= [Gpub + X ∗ H(Vpub||X) + Vpub
' + Y ∗ H(M ||t ||Y )

Validation will fail because .Vpub
' /= Vpub. 

Man in the Middle Attack The proposed scheme ensures that there is no possibility 
that any other vehicle outside the group can not prove its identity as an authorized 
member of the group. The scheme can resist man-in-the-middle attacks. 
The proof for signature verification will fail as follows.
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Fig. 2 Time comparison 
between scheme with 
signature aggregation and 
scheme without signature 
aggregation 

. σ '
M ∗ G

= (σVpub + β ' + b' ∗ H(M '||t '||Y ') ∗ G

= Gpub
' + X ' ∗ H(Vpub

'||X ') + Vpub
' + Y ' ∗ H(M '||t '||Y ')

And it can be seen that 

. σ '
M ∗ G

/= Gpub + X ∗ H(Vpub
'||X) + Vpub

' + Y ' ∗ H(M '||t '||Y ')

4.2 Scheme Performance 

The timings were measured on an Intel Core i3-7020U processor at 2.30 GHz with 
4.0 GB of RAM using the Windows 10 operating system. The comparison between 
the performance of the proposed with signature aggregation and the scheme without 
signature aggregation is shown in Fig. 2. 

As can be seen, the change in performance varies by a huge amount as we increase 
the number of signatures. The graph shows the comparison between the two schemes 
(with and without signature aggregation) up to ten signatures. When there are ten 
signatures, the time taken by the scheme without signature aggregation is almost 
twice the amount of time taken by the scheme with signature aggregation.



Security in VANETs with Insider Attack Resistance and Signature Aggregation 511

5 Conclusion and Future Scope 

In this paper, an efficient certificate-less aggregate signature was proposed based on 
Elliptic Curve Cryptography for Vehicular Ad-hoc Networks without pairings. The 
proposed scheme reduces the signature verification time and improves the efficiency 
when multiple signatures are received at the receiver end. This new scheme is ana-
lyzed for various security parameters and shows that it satisfies all the security and 
privacy requirements of the VANET. For future work, more security features can be 
tested along with various attacks in VANETs. 
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Comparative Study of LevelDB 
and BadgerDB Databases on the Basis 
of Features and Read/Write Operations 

Pragya Vaishnav , Linesh Raja , and Aniket Bhange 

Abstract Due to advent of huge complex datasets, key-value databases have 
achieved great demand for accessing data quickly and efficiently in comparison with 
relational databases. There are several key-value databases available, e.g., Level DB, 
Badger DB, MongoDB, etc. The data stores as a key—value pair that is so these 
databases perform all the operations on the dataset rapidly. In this paper the author’s 
purpose is to focus on two most famous key-value databases: Badger DB and Level 
DB and analyze the performance of both the databases. For this analysis the author 
created 10 different datasets for every read/write operation. This analysis study is 
based on the results carried out by instantiate, read, and write operations on these 
databases and therefore resulting how level DB is more efficient than Badger DB 
during read and write operations. 

Keywords LevelDB · BadgerDB · LSM (log-structured merge tree) ·
Performance analysis 

1 Introduction 

In today’s world data is important for everyone and for organization it is essential to 
handle the large amount of data. Basic requirement of the organization is storing and 
accessing the massive amount of data rapidly. There are many kinds of databases 
available, such as.
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1.1 Centralized Database 

Centralized database system uses to store data. Users can fetch the saved data from 
various locations by using different applications.

● Centralized database size is huge, so the response time for retrieving the data is 
increased.

● It is tough to modify such a large database system.
● In case the server get failed, we will lose all the data that can be a big loss. 

1.2 Distributed Database 

In the distributed systems, organization’s data is distributed between various database 
systems. All these database systems are connected through communication channels. 
Through these channels end-users can retrieve the data efficiently.

● Security and cost are an issue in the distributed system.
● Designing of distributed database is more complex compared with another 

database. 

1.3 Relational Database 

The data is stores in the form of rows (tuple) and columns (attributes) in the relational 
database, and combinedly in forms a table (relation). It is based on relational model.

● It demands large amount of physical memory due to rows and columns.
● Relational database performance depends on the size of tables. If number of tables 

increase, then it will take more response time to run the queries. 

1.4 Cloud Database 

The data is stored virtually and executed on the cloud computing platform in the cloud 
database. To access the database, various cloud computing services are available such 
as: SaaS, PaaS, IaaS, etc. 

1.5 Object-Oriented Databases 

In the database system for storing the data this database uses the object-based data 
model approach. The data is stored and represented as objects.
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1.6 Hierarchical Databases 

Hierarchical databases store the data in the form of parent–children relationship 
nodes. Data is arranged in a tree structure format. 

1.7 Network Databases 

It implements the network data model. Data is represented as nodes which associate 
through the links. 

1.8 NoSQL Database 

In this database the data is stored in a wide range. Unlike relational database that 
stores the data in tabular form, it stores data in various forms. NoSQL database is 
divided into the four types:

● Key-value storage: Every single item is stored as a key (or attribute name) and 
holds its value in this database together.

● Document-Oriented Database: The data is stored in JSON-like document.
● Graph Databases: This database stores large size of data in a graph structure.
● Wide-Column Stores: It stores data in large columns not in rows. 

NoSQL is referred as “Not Only SQL” in the database family. It falls under 
the category of unstructured databases which include key-value databases, column 
family databases, and document databases [1]. Due to relational databases’ inability 
to handle the vast amounts of data being transmitted over the Internet and to keep 
up with emerging technologies like cloud computing, big data, etc., the need for 
NoSQL surged. Nowadays the primary requirement of database is handling storage 
and access of large amount of data efficiently and speedily [2]. The LSM tree is 
the heart of several key-value storage systems with high write throughput, such as 
DynamoDB/Cassandra, BudgerDB, and LevelDB. The main reason behind it is that 
LSM implements high write throughput, and every write request is performed only 
“in-memory.” 

2 Key-Value Database 

The term key-value database is the data storage system that keeps data as a collection 
of unique identifiers. This data pairing is referred as a “key-value pair.” The unique 
identifier is the “key” points to its associate value, and a value can be a data being
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identified or pointer of that data. For read and write operation storing key-value can be 
very fast and very flexible [3]. As data is valuable asset in modern world therefore, 
we can achieve more data without using traditional structures. And, in key-value 
storage “null” is not necessary as a place holder for optional value, thus they require 
less storage and frequently grow virtually and linearly with the number of nodes [4]. 

2.1 Badger DB 

BadgerDB is an embedded, persistent, and fast key-value (KV) database written in 
Go. It is the underlying database for Dgraph, a fast, distributed graph database [5]. 
It implements delta encoding to cut down the keys size, and the size of the LSMs 
also. It stores a fingerprint of the key to save the space instead of key itself store, 
during read operation [6]. Table 1 presents how unique key identifies the fingerprint 
of a key and saves the information, but it uses less space. 

During accessing data, Badger DB acquires locks on directories, for that multiple 
processes cannot open the same database at the same time. In case transaction is 
read-write, the transaction identifies whether there is a conflict or return or error if 
there is one. 

Key-Only Iteration

● Badger stores keys in a lexicographically sorted manner. It exports transaction 
API, which can set, get, and delete keys. We can iterate over the keys in both 
forward and reverse order, using iterators [7].

● Figure 1 represents BadgerDB can store a lot of keys into a single SSTable what-
ever the size of values can be, because only small values or value pointers are 
stored in LSM tree [8]. Therefore, LSM tree is much smaller than the total amount 
of data, so we can easily load the tables in RAM (via options.LoadToRAM, 
or options.MemoryMap).

This fast RAM access to the LSM tree allows Badger to provide an option to 
iterate over the keys very speedily (PrefetchValues = false), and receive a 
bunch of unique information about the values without fetching them, such as: value 
identification bits, size of the value, expiry time, and so on [9].

Table 1 Key-value storage 
Key Value 

K1 AAA, 010, XYZ 

K2 PQR, PPP 

K3 999, &AB 

K4 979, ABC, HHH 

K5 $123, R5 
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Fig. 1 Architecture of BadgerDB

In Dgraph, Item.EstimatedSize() is used to calculate the size of certain 
ranges of data without ever touching the values. 

2.2 LevelDB 

LevelDB is an open-source key-value storage built by Google. It implements an 
ordered mapping from string keys to string values. The log-structured merge tree 
(LSM) is the core storage architecture of LevelDB that is a write-optimized B-tree 
variant. It supports for large sequential writes rather than to small random writes 
[10]. LevelDB stores keys and values in arbitrary byte arrays [11]. It implements 
batching writes, forward and backward iteration, and compression of the data. 

LevelDB permits only one process to open at a time. To stop concurrent access 
the operation system implements the locking scheme. LevelDB can be accessed by 
multiple thread within one process [12]. 

Figure 2 presents LevelDB immutable data are stored on the disk which is shared 
by different cluster nodes. There are more than seven levels at most two in-memory 
tables.
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Fig. 2 Compaction procedure in LevelDB 

Features

● Key-values are arbitrary byte arrays.
● Using key  data is stored in sorted order.
● Callers are able to offer a unique comparison method to change the sort order.
● The main operations are Put(key,value), Get(key), Delete(key).
● Multiple modifications can be done in one atomic batch.
● To get a consistent view of data, users can create a transient snapshot.
● Forward and backward iteration is supported over the data.
● Data is automatically compressed using the Snappy compression library, but Zstd 

compression is also supported.
● External activity (file system operations, etc.) is relayed via a virtual interface so 

users can customize the operating system interactions. 

Figure 3 represents that there are a total of six levels with the higher level L0 having 
the latest data and the lower levels L6 storing the old data. Levels exponentially grow 
in size as we go from higher to lower and obsolete data is removed in a process called 
compaction.
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Fig. 3 LevelDB architecture, SSTable layout, and compaction procedure in LevelDB 

3 Comparisons of BadgerDB and LevelDB 

3.1 Comparison on the Basis of Features 

3.1.1 Performance Benefits 

BadgerDB provides better performance than LevelDB, both in terms of 
reads and writes. In writes each table in LSM tree can hold a lot more keys, so 
there are fewer compactions. In reads, the LSM tree in Badger is shallower, so fewer 
levels have to be queried [13]. Table 2 presents how both the DBs are similar and 
different to each other.

3.1.2 Design 

Design of BadgerDB is inherently more complex than LevelDB, not only because 
Badger has to deal with an LSM tree, but it also has to maintain a value log [14].
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Table 2 Comparison of BadgerDB and LevelDB based on features 

Feature BadgerDB LevelDB 

Design LSM tree with value log LSM tree with value log 

High read throughput Yes Yes 

High write throughput Yes Yes 

Designed for SSDs Yes (with latest research) Yes 

Embeddable Yes Yes 

Sorted KV access Yes Yes 

Pure Go (no Cgo) Yes No 

Transactions Yes, ACID, concurrent with SSI Yes (but non-ACID) 

Snapshots Yes Yes 

TTL support Yes Yes 

3D access (key-value version) [16] Yes No

There’s the added complexity of maintaining a value log, doing live value log garbage 
collection, and moving valid key-value pointers around—all while keeping the LSM 
tree constraints valid (newer versions at the top, older below) [15]. 

3.2 Comparison Based on Read and Write Operation 

Result of Read Operation 

See Table 3 

Table 3 Representing read operation timing of BadgerDB and LevelDB 

Dataset size LevelDB timing for read operation (ns) BadgerDB timing for read operation 
(µs) 

11 1.584 173.333 

8 416 6 

15 375 1.584 

16 375 2.792 

5 459 1.125 

22 458 1.625 

12 417 2.875 

17 375 1.625 

30 333 1.083 

25 292 2.959 

35 333 1
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Table 4 Representing write operation timing of BadgerDB and LevelDB 

Dataset size LevelDB timing for write operation (µs) BadgerDB timing for write operation 
(µs) 

11 39.5 50.542 

8 6.208 7.875 

15 4.125 6.542 

16 4.084 4.542 

5 3.917 5.209 

22 3.875 6.959 

12 3.583 5.458 

17 7.666 5.041 

30 2.875 4.708 

25 2.792 4.875 

35 2.833 104.25 

Result of Write Operation 

See Table 4 

4 Result Analysis 

The author performed read and write operation on both the databases: BadgerDB 
and LevelDB to check the performance. These operations have been executed in 
the Golang on the Linux operating system. LevelDB is taking time to perform read 
operation in nanoseconds, so the author converts the nanoseconds in microseconds 
and then analysis is done. Tables 3 and 4 represent the timing of read and writing 
operation on both the databases in microseconds and nanoseconds. We can see timing 
of LevelDB is taking very less time to perform read and write operation. Therefore, 
the result is that LevelDB is far faster when compared with BadgerDB. Charts 1 and 
2 is representing the read and write operation timings in microseconds of BadgerDB 
and LevelDB. 

Read Operation 

See Chart 1.

Write Operation 

See Chart 2.
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Chart 2 Representing write operation timing differences in microseconds 

5 Conclusion 

BadgerDB and LevelDB both are LSM tree-based database, which store the data in 
the key-value format. Therefore, both the databases are capable to perform the reading 
and writing operation so quickly for huge amount of data. The author compared both 
the databases: BadgerDB and LevelDB on the basis of features and reading and 
writing operations. After comparing the author received that LevelDB is much faster 
and more efficient to perform the read and write operations for large amount of data. 
The result analysis has been done in Golang on Linux operating system. 
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An Improved Snow Ablation Optimizer 
for Stabilizing the Artificial Neural 
Network 

Pedda Nagyalla Maddaiah and Pournami Pulinthanathu Narayanan 

Abstract Artificial neural networks give more promising and accurate results than 
other methods for prediction, classification, and segmentation engineering problems. 
The accuracy of the artificial neural network is affected by the training algorithm used. 
Gradient-based optimization algorithms are traditional methods to train artificial 
neural networks. They find an accurate solution to the problem. However, they are 
sensitive to initial values. It makes them unstable for finding better accuracy results. 
Moreover, training time becomes higher. To overcome these problems, we proposed 
an improved snow ablation optimizer (ISAO) algorithm and used it to find the pre-
trained weights and biases for initializing the artificial neural network’s weights and 
biases. Its performance was tested on the MNIST data set and compared with SGDM-
BP, SAO, and GOA algorithms. The improved ISAO algorithm achieved better results 
than compared algorithms regarding cross-entropy, testing, and training accuracy. 

Keywords Numerical optimization · Metaheuristic · Artificial neural network ·
Snow ablation optimizer 

1 Introduction 

An artificial neural network (ANN) is more powerful than traditional methods to 
solve the problems of prediction, segmentation, and classification problems due to 
its promising results. The ANN easily adapts to the problems of disciplines. One of 
the major problems of the ANN is the training of it. The ANN training takes massive 
time due to sensitivity to initial weights and biases and the training algorithm trapping 
into local minima. To train the ANN, the classical or gradient-based optimization 
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algorithms with back propagation (BP) are popularly used [ 25]. The gradient-based 
optimization algorithms suffer the following sensitivity to initial values, and at local 
minima, the gradient vanishes. As a result, the training of the ANN is sensitive to 
initial weights and biases, and accuracy becomes low, training time becomes high, 
and makes ANN model unstable at accuracy. There are two ways in the literature to 
solve above mentioned problems as follows. 

• Initialize the ANN’s weights and biases by pre-trained weights and biases found 
using a metaheuristic algorithm. 

• Train the ANN using a metaheuristic algorithm instead of a gradient-based algo-
rithm such as SGD, SGDM, or ADAM with back propagation (BP). 

Different metaheuristic algorithms have been suggested to initialize the weights 
and biases of ANN to avoid the sensitivity to the initial weights and biases. Chen 
et al. [ 11] to reduce the sensitivity on initial weights, falling into local minima, and 
slow training of backpropagation (BP), the cuckoo search (CS) algorithm proposed 
to initializing weights and bias of neural network. Ghanem and Jantan [ 14] proposed 
a hybrid algorithm by combining the monarch butterfly optimization (MBO) and 
artificial bee colony algorithm (ABC) for ANN’s weights and biases initialization. 
The trained ANN detects the intrusion of the network. Wang et al. [ 24] to improve 
the pressure measurement accuracy, an improved cuckoo search (CS) algorithm was 
used to initialize the BP-neural network’s weights and biases. Phatai et al. [ 22] 
proposed a cultural algorithm for initializing weights and biases of ANN that predicts 
the Thailand stock exchange (SET) movement. Tanhaeean et al. [ 23] proposed the 
boxing match algorithm for initializing the BPNN weights and biases to increase 
the model’s accuracy. Its performance was tested using two function approximations 
and a forecasting engineering problem. 

Diverse metaheuristic algorithms have been suggested to optimize the train or 
ANN’s weights and biases to avoid the sensitivity to the initial weights and biases 
and trapping into local minima. Bairathi and Gopalani [ 8] proposed a salp swarm 
algorithm (SSA) metaheuristic algorithm for updating the feed-forward neural net-
work (FNN) weights and biases. Jalali et al. [ 16] proposed a butterfly optimiza-
tion algorithm (BOA) for optimizing the ANN’s weights and biases to avoid the 
local minima. Milosevic et al. [ 20] proposed a hybrid bat algorithm to optimize the 
ANN’s weights and biases. Agarwal et al. [ 3] proposed a hybrid Harris hawk whale 
optimization algorithm to train the ANN. Ang et al. [ 7] proposed a variant of the 
teaching-learning-based optimization (TLBO) algorithm for training the ANN to 
solve the various benchmark problems. Bansal et al.[ 10] proposed a greedy genetic 
algorithm for optimizing the weights and biases of multilayer perceptron (MLP). 
Bangyal et al. [ 9] proposed an improved PSO algorithm to update the weights and 
biases of the feed-forward neural network (FNN) for data classification. Abu Doush 
et al. [ 2] proposed a variant of coronavirus herd immunity optimizer for training the 
MLP to classify the data. Khan et al. [ 18] proposed an improved reptile search algo-
rithm (IRSA) by incorporating the levy flight and sine operator from the sine cosine 
algorithm to overcome the local minima problem of the reptile search algorithm.
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Levy flight with a small step size increases the ability of local search. The sine oper-
ator increases the search process diversity to overcome the problem of local minima. 
The IRSA algorithm optimized the multilayer perceptron and RBF neural network 
parameters for regression and classification problems. Liu et al. [ 19] proposed an 
improved black widow optimization algorithm for RBF neural network parameters 
training for classification and regression problems. The black widow optimization 
algorithm uses the nonlinear time-varying factor to enhance the diversification and 
intensification. Kaya et al. [ 17] proposed a hybrid metaheuristic algorithm to optimize 
the weights of DNN to solve gradient-based algorithms’ problem of local minima. 
The PSO algorithm and the human mental search algorithm were used for the hybrid 
algorithm. The trained DNN was used for predicting sepsis. Ozsoydan et al. [ 15] 
proposed an improved arithmetic optimization algorithm by incorporating the local 
escaping and highly disruptive polynomial mutation operators to train ANN under 
dynamic environment conditions. The proposed techniques help to overcome the 
local minima problem of AOA. Abu-Doush et al. [ 1] proposed archive-based Har-
ris hawks optimizer for optimizing the MLP neural network’s weights and biases. 
The proposed technique saves the current best solutions to utilize in the next itera-
tion. It increases the exploitation of the search process. Ajith and Jolly [ 5] proposed 
an African Vulture Updated Honey Badger Optimization (AVUHBO) algorithm for 
optimizing the weights and biases of proposed hybrid neural networks. It increases 
the accuracy of the proposed model to detect an object in an image captured by a 
drone. Alweshah et al. [ 6] proposed the MBA-SA method to optimize weights and 
biases of BPNN for software fault prediction. The MBA-SA algorithm comprises 
the mine blast algorithm and simulated annealing to explore and exploit the search 
space. 

ANN’s weights and biases initialization with pre-trained weights and biases of 
the metaheuristic algorithm helps to avoid the initial weights and biases sensitivity. 
It increases the accuracy and stability of the ANN model. In this paper, we propose 
an improved snow ablation optimizer (ISAO) for initializing the ANN’s weights and 
biases. Snow ablation optimizer is a recent metaheuristic algorithm. It is motivated by 
the natural snow evaporation process. It has the excellent ability to converge global 
minima for real engineering optimization problems. The snow ablation optimizer has 
improved by considering a difference calculated between the best solution and Elite 
information while exploring the search space. It resists the individuals that come near 
to Elite information. It helps to avoid the local minima and increases the convergence 
speed. 

The remainder of the paper is as follows. The snow ablation optimizer (SAO) is 
provided in Sect. 2, and Sect. 3 presents an improved snow ablation optimizer (ISAO). 
Section 4 discusses the method of training ANN with the ISAO algorithm. Results 
and discussion are provided in Sect. 5. Conclusions and future work are provided in 
Sect. 6.
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2 Snow Ablation Optimizer (SAO) 

The snow ablation optimizer (SAO) algorithm introduced by Lingyun Deng and 
Sanyang Liu [ 13] inspired by the ablation process of snow in nature. The snow 
ablation process involves two transform stages snow to liquid water and liquid water 
to stream by evaporation. At the same time, snow also can become steam. In physics, 
snow-to-liquid-water transformation is called the melting process, and liquid water to 
stream transform called sublimation. The equivalent behavior mathematical models 
of melting and sublimation process developed as exploitation and exploration of 
the algorithm. Moreover, the dual-population technique was also introduced. In the 
dual population, the current population has to be randomly split into two subgroups 
for .Nb iterations. The exploitation and exploration of the algorithm are given in the 
following Eq. (1). 

.Zi (t + 1) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Elite(t) + BMi (t) ⊗ (θ1 ∗ (G(t) − Zi (t))
+(1 − θ1) ∗ (Z̄(t) − Zi (t))), i ∈ indexa,

M ∗ G(t) + BMi (t) ⊗ (θ2 ∗ (G(t) − Zi (t))
+(1 − θ2) ∗ (Z̄(t) − Zi (t))), i ∈ indexb

(1) 

where.⊗ is elementwise multiplication operation.. t is the iteration, and.Elite(t) is 
the first, second, third, and mean information of the first .N/2 sorted ordered popu-
lation. .Eli te information randomly selected from the first, second, third, and mean 
of .N/2 sorted population. .BMi (t) is the random number from the Gaussian distri-
bution, and Brownian motion indicates liquid water to steam process. Equation (2) 
finds the .BMi (t). .G(t) is the best solution so far and .Zi (t) is the current individual 
solution. .Z̄(t) is the Mean of the .N population according to the Eq. (3). .N is pop-
ulation size. .M is the number that denotes the rating of melting of snow according 
to the Eq. (4). .indexa and .indexb are the first and second group population indexes, 
respectively. The equation that belongs to .indexa is the exploration equation, and 
the equation that belongs to .indexb is the exploitation equation. An Algorithm 1 
shows the dual-population mechanism of the algorithm. An Algorithm 2 shows the 
algorithm of SAO. 

. fBM(x; 0, 1) = 1√
2π

∗ exp(− x2

2
) (2) 

.Z̄(t) = 1

N
∗

N∑

i=1

Zi (t) (3) 

.M = (0.35 + 0.25 ∗ e
t

tmax
−1

e − 1
) ∗ T (t), T (t) = e

−t
tmax (4)
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Algorithm 1: Dual-population mechanism 
Initialize t = 0, N , tmax, Na = N/2, Nb = N /2 
while t ≤ tmax do 

if Na < N then 
Na = Na + 1 
Nb = Nb − 1 

end 
t = t + 1 

end 

Algorithm 2: Snow Ablation Optimizer (SAO) 
Begin 
Initialize t = 0, N , tmax , Na = N /2, Nb = N /2 
Initialize population Zi , i = 1 to  N  
Find fitness value of Zi , i = 1 to  N  
Find the best solution G(t) 
Find the Eli te(t) 
while t ≤ tmax do 

Find the melting parameter M from the equation 4 
Split the population into two groups by randomly selecting the individual as pa and Pb 
for Each individual do 

Update population individual position by equation 1. 
end 
Find fitness value of Zi , i = 1 to  N  
Find the best solution G(t) 
Update the Eli te(t) 
t = t + 1 

end 
End 
Result: Return Best Solution 

3 Improved Snow Ablation Optimizer (ISAO) 

The snow ablation optimizer (SAO) algorithm has improved by considering the 
difference between.Eli te information and the best solution. The found difference is 
added to the exploration equation that updates the position of the individuals. This 
difference helps to avoid the individuals that come very close to the .Eli te position. 
It avoids trapping into local minima and increases the convergence speed. The Eq. 
(5) describes the new exploration equation for the update rule of individuals. 

.Zi (t + 1) =
⎧
⎨

⎩

Elite(t) + rand ∗ (G(t) − Elite(t))
+BMi (t) ⊗ (θ1 ∗ (G(t) − Zi (t))

+(1 − θ1) ∗ (Z̄(t) − Zi (t))), i ∈ indexa
(5) 

.rand ∈ [0 1] is a random number. In the existing SAO algorithm, the.Eli te informa-
tion contains the first solution (i.e., best solution), second solution, third solution,
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and average solution of the first .N/2 ranked solutions. The .Eli te information has 
to be chosen randomly from four solutions at each iteration. It helps to avoid local 
minima. However, as long as it reaches to max iterations, there is no need to consider 
the fourth solution average of the first .N/2 ranked solutions. It makes the search 
region wider at the end of the iterations. The search region has to narrow down as it 
reaches to max iterations. It helps the algorithm to converge the best solution. The 
proposed Eq. (5) can be used according to the Eq. (6). 

.

Elite(t) = {XFirst, XSecond, XThird, XAverage}
Elite(K ) = {XFirst, XSecond, XThird}

Zi (t + 1) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Elite(t) + rand ∗ (G(t) − Elite(t))
+BMi (t) ⊗ (θ1 ∗ (G(t) − Zi (t))

+(1 − θ1) ∗ (Z̄(t) − Zi (t))), i ∈ indexa, t < tmax ∗ 0.85
Elite(K ) + rand ∗ (G(t) − Elite(K ))

+BMi (t) ⊗ (θ1 ∗ (G(t) − Zi (t))
+(1 − θ1) ∗ (Z̄(t) − Zi (t))), i ∈ indexa, t > tmax ∗ 0.85

(6) 

where .{XFirst , XSecond , XThird , XAverage} are first, second, third, and average 
solutions of the first .N/2 ranked population. . t is iteration number, .tmax is total num-
ber of iterations. .Eli te(K ) has to be chosen randomly from the first three solutions 
.{XFirst , XSecond , XThird}. Algorithm3 shows the algorithm of the proposed ISAO 
algorithm. 

4 ISAO for ANN 

Traditional ANN training algorithms are sensitive to initial values of weights and 
biases. It leads the model to unstable accuracy and high training time. The proposed 
ISAO algorithm stabilizes the accuracy of the ANN model by initializing the proper 
values of weights and biases. In order to train ANN with ISAO, we need to define 
the loss function, problem, and encoding. 

4.1 Problem Formulation 

ANN’s training is an optimization problem. It must find optimum weights and biases 
to minimize the loss or error between actual and predicted values. It is mathematically 
defined as follows Eq. (7). 

.
Argmin f (W, b, X)

W, b ∈ R
D (7)
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where. f , . X , and.D are objective function, input feature vector, and dimension of 
the search space, respectively. .W, b are weights and biases, respectively. 

4.2 Loss Function 

The loss or objective function is essential to build a better ANN model as it directs the 
weight and biases update to become optimum. This paper uses a categorical cross-
entropy loss function to measure the error between actual and predicted values. The 
loss function is mathematically defined as follows Eq. (8). 

.

Categorical cross-entropy:

f (W, b, X) = − 1
N

N∑

i=1

K∑

j=1
yi j log ŷi j + η ||W || (8) 

where .ŷi j is ANN predicted value and .yi j is true value. .K and.N are the number 
of classes and samples, respectively. The Eq. (9) finds the .ŷi j . .||W || is .2nd norm of 
.W and . η is regularization coefficient. 

Algorithm 3: Improved Snow Ablation Optimizer (ISAO) 
Begin 
Initialize t = 0, N , tmax , Na = N /2, Nb = N /2 
Initialize population Zi , i = 1 to  N  
Find fitness value of Zi , i = 1 to  N  
Find the best solution G(t) 
Find the Eli te(t) 
while t ≤ tmax do 

Find the melting parameter M from the equation 4 
Split the population into two groups by randomly selecting the individual as pa and Pb 
Find indexes indexa of Pa and indexb of Pb 
for Each individual of indexa do 

Update population individual position by equation 6 
end 
for Each individual of indexb do 

Update population individual position by equation 1 
end 
Find fitness value of Zi , i = 1 to  N  
Find the best solution G(t) 
Update the Eli te(t) 
Update the Eli te(K ) 
t = t + 1 

end 
End 
Result: Return Best Solution
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. ŷ
(l)
j = 1

1+exp(−(
∑n

i=1 W
(l)
i j X (l−1)

i +b(l)
j ))

(9) 

where.ŷ j is predicted output at.lth layer. j th neuron,.Wi j is weight connection between 
.i th neuron of .(l − 1)th layer and . j th neuron of .lth layer. .b j is bias at . j th neuron of 
.lth layer. .Xi is output feature at .i th neuron of .(l − 1)th layer. 

4.3 Encoding Strategy 

To train an ANN, an individual of the population must be encoded such that the 
decoding of the individual is easy. There are three ways to encode the individual 
vector, matrix, and binary representations according to [ 21, 26]. In this paper, we 
represented the population individual as a vector. We fixed the number of layers and 
neurons, so it is easy to decode as weights and biases of layers from the vector. 

5 Results and Discussion 

To examine the proposed ISAO algorithm’s performance in training ANN, we 
selected the MNIST data set[ 12] and Stochastic Gradient Descent with Momentum 
based Back Propagation algorithm (SGDM-BP) [ 25], Gazelle Optimization Algo-
rithm(GOA) [ 4], and snow ablation optimizer (SAO) algorithms [ 13] are selected to 
compare the ISAO algorithm’s performance. 

The MNIST data set is a ten-class classification problem. From the MNIST data 
set, we selected 70 samples randomly for each class to train ANN. Another 30 samples 
were selected for each class to test a trained ANN model. The structure of ANN is 
784-150-10. It means 784 neurons at the input layer. One hundred fifty neurons at the 
first hidden layer. Ten neurons at the output layer. The experimental setup is Ubuntu 
16.04 LTS, 64-bit operating system, 3.8GiB RAM, .3rd generation, 3.20 GHZ, Intel 
core i5 processor. In the Matlab R2021b version, all algorithms were implemented 
and tested. 

Firstly, we have trained ANN with metaheuristic algorithms ISAO, SAO, and 
GOA with 20 population sizes and 80 iterations for obtaining the optimum weights 
and biases. The initial population was selected randomly between . −1 and 1. Sec-
ondly, the training of the traditional ANN has resumed after the initialization of 
weights and biases by the obtained optimum weights and biases from the metaheuris-
tic algorithms. Four hundred fifty epochs were used to resume the training of ANN 
with the SGDM-BP training algorithm. This experiment was repeated 15 times on 
each metaheuristic algorithm, and the traditional training algorithm SGDM-BP also 
ran 15 times to train ANN without weights and biases initialization by pre-trained. 
The cross-entropy and accuracy were used to measure the algorithm’s performance. 
Convergence curves are used to show the algorithm’s convergence behavior. Table 1 
describes the performance of the compared algorithms. Figure 1 shows the conver-
gence behaviors of the algorithms while training the ANN to get the initial optimum 
weights and biases.
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Table 1 Algorithms’ ANN training performance comparison on MNIST data set 
Methods Cross-entropy Accuracy. training

Min. Mean Max. Std. Min. Mean Max. 

.SGDM − BP 1.6006 1.7209 1.9812 0.1079 22.1429 65.9048 86.2857 

.GOA − ANN 1.5405 1.5803 1.6672 0.0324 34.5714 85.6476 93 

.SAO − ANN 1.5447 1.5539 1.5736 0.0082 90 91.9143 93.2857 

.I SAO − ANN 1.5244 1.5396 1.5526 0.0083 91.5714 93.4952 95.1429 

Methods Accuracy. testing
Min. Mean Max. 

.SGDM − BP 18 62.3111 79 

.GOA − ANN 32 79.1778 86.3333 

.SAO − ANN 82.6667 84.0889 85.6667 

.I SAO − ANN 80.6667 84.3556 86.6667 

From Fig. 1, the convergence curves clearly show that the proposed ISAO algo-
rithm minimizes ANN’s prediction error or training error better than other meta-
heuristic algorithms. The training error has gradually decreased with the increase of 
iterations by the ISAO training algorithm. The compared algorithms SAO and GOA 
are trapped in local minima regions, got poor local minima values, and ended with 
poor local minima values. In contrast, after the 10th iteration, the improved algorithm 
ISAO started to explore other regions to find a global minimum, got better minimum 
values toward the iterations, and ended with better local minima. Because the newly 

Fig. 1 Metaheuristic 
algorithms’ convergence 
curves while training ANN 
on the MNIST dataset
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added difference helps to explore new regions around Elite information, it avoids the 
individuals that are trapped in local minima. At the end of the max iteration, SAO 
and GOA algorithms training errors were flattened and decreased little. At the same 
time, the proposed ISAO algorithm’s training error gradually decreased with itera-
tion. Because at the end iterations, it is concentrated more on the promising region 
only by not considering the 4th Elite information. 

In Table 1, the bold values show the training algorithm’s better performance. 
It is clear that the proposed ISAO-ANN model got better cross-entropy, training 
accuracy, and testing accuracy values than SGDM-BP, GOA-ANN, and SAO-ANN 
models in min. mean, and max. cases. At the same time, SAO-ANN got higher 
testing accuracy than all compared models in the min. case. However, the ISAO-
ANN model got higher average testing accuracy than all compared models. It shows 
the improvement of the ISAO algorithm over SAO, GAO, and SGDM algorithms. The 
traditional SGDM-based BP algorithm trained ANN with 22.1429%, 18% minimum 
training and testing accuracies, and 86.2857%, 79% maximum training and testing 
accuracies. It shows that the ANN model is unstable with the traditional SGDM-
BP training algorithm and trapped in local minima. On the other hand, the ANN 
model with the improved ISAO and BP training algorithms got promising training 
accuracy and testing accuracy compared to other training algorithms. The ISAO-
ANN model has, in the min. case, 91.5714%, 80.6667%, and in the max. case, 
95.1429%, 86.6667% training, and testing accuracies. The ISAO-ANN model is 
more stable with the improved ISAO training algorithm. The ISAO-ANN is more 
accurate and stable than other ANN models trained by other algorithms. These results 
ensure that the proposed ISAO algorithm stabilizes the ANN by initializing the pre-
trained weights and biases. 

6 Conclusion 

We proposed an improved ISAO algorithm to initialize the ANN’s weights and 
biases to overcome the sensitivity towards the initial ANN’s weights and biases. 
The SAO algorithm has improved by adding the difference between the best solution 
and Elite information while updating the individual positions. An improved ISAO 
algorithm performance was tested on the MNIST data set. Moreover, the ISAO 
algorithm’s performance was compared with SGDM-BP, SAO, and GOA algorithms. 
It has achieved better results than SGDM-BP, SAO, and GOA algorithms regarding 
cross-entropy, training, and testing accuracy. The proposed ISAO-ANN model got 
higher stabilization than other models. 

In the future, it can be hybridized with another metaheuristic algorithm and applied 
to solve real engineering optimization problems.
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