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Preface

This volume contains the cyber security research papers from the Sixth International
Conference on Frontiers in Cyber Security (FCS 2023). The event was organized by the
University of Electronic Science and Technology of China. This series, which started in
2018, brings together individuals in different research fields in cyber security to exchange
ideas. These proceedings provide significant information on cutting-edge research and
current topics in specific fields of cyber security.

As network technology has rapidly developed in recent years, an increasing number
of cyber security threats have emerged. A variety of cyber-attack behaviors expose every
common user to risks, including privacy leakage, property loss, etc. As a result, achiev-
ing cyber security has attracted unprecedented attention worldwide. The development
of cyber security requires extensive communication. FCS, with its enduring theme of
“Frontiers in Cyber Security”, aims to disseminate the latest international breakthroughs
in cyber security, emphasizing new trends and revolutionary technologies. In this vol-
ume, researchers have proposed and discussed their research achievements in areas such
as privacy protection, cryptography, blockchain technology, machine learning security,
information hiding, AI security, etc.

The FCS conference has been held six times since its inception in 2018. In these six
events, FCS has enabled the sharing of innovative techniques and fostered multifaceted
discussions in cyber security. Hundreds of researchers have shared and exchanged ideas
with each other at the FCS conferences, which has promoted the development of cyber
security. In 2023, FCS was held in Chengdu, China, and organized by the University
of Electronic Science and Technology of China, which is one of the most important
research institutes in China. FCS 2023 received 89 papers and finally accepted 44 papers.
Reviewers were assigned 6 papers on average and each paper received 3.1 reviews. The
type of peer review was double-blind in order to promote transparency and fairness.
The conference received great attention from all over the world, with participants from
different countries such as China, Japan, Norway, etc.

According to the accepted papers, the five topics of FCS 2023 were classified by re-
viewers as follows: Blockchain and Distributed Systems, Network Security and Privacy
Protection, Cryptography and Encryption Techniques, Machine Learning and Security,
and Internet of Things and System Security.

The proceedings editors wish to express their deepest gratitude to the dedicated Pro-
gramCommitteemembers, reviewers, and all contributors for upholding the conference’s
academic quality. We also sincerely thank Springer for their trust and for publishing the
proceedings of FCS 2023.

October 2023 Haomiao Yang
Rongxing Lu
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Secure Cross-Chain Transaction for Medical
Data Sharing in Blockchain-Based Internet

of Medical Things

Bohao Jiang , Chaoyang Li(B) , Yu Tang , and Xiangjun Xin

College of Software Engineering, Zhengzhou University of Light Industry, Zhengzhou 450001,
China

lichaoyang@zzuli.edu.cn

Abstract. It is challenging to solve the phenomenon of “information and value
island” caused by cross-chain operation in blockchain-based medical Internet of
things; in this paper, a multi-link fusion model based on a relay chain is proposed.
By constructing a relay alliance chain governed by multiple parties to manage the
cross-chain network, the use of blockchain technology addresses issues related to
data sharing and business collaboration between multiple institutional blockchain
systems. The cross-chain systembased on relaymode provides interactive services
for heterogeneous blockchain systems. The security and stability of cross-chain
transactions are guaranteed through cross-chain gateways and cross-chain interac-
tion protocols. The basic types of cross-chain interaction are summarized, and the
implementation process of cross-chain interaction based on intelligent contracts
is formulated. Finally, multiple sets of experiments were conducted to verify the
feasibility of the cross-chain the scheme and the performance indicators of the
cross-chain system were evaluated. The cross-chain mechanism of blockchain
based on a relay chain can provide secure and efficient cross-chain services; this
approach is suitable for most current cross-chain scenarios.

Keywords: BIoMT · Cross-chain transactions · Cross-chain gateway

1 Introduction

The gradual transformation towards digitalization and informatization of medical ser-
vices is underway, driven by the development of medical informatization. As an impor-
tant data asset, medical data is constantly being analyzed and mined, which greatly
promotes research and progress in the medical field. Information exchange and sharing
between different organizations can make medical data play a higher value. There-
fore, the demand for cross-regional and cross-institutional medical information sharing
is increasing [1]. The blockchain-based Internet of medical things (BIoMT) not only
aggregates scattered medical data generated by many smart devices but also combines
blockchain to ensure that data and operation records cannot be tampered with, which
solves the problem that traditional medical networking data cannot be shared across
regions and institutions, and is easy to be tampered and leaked during sharing.

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 3–18, 2024.
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At present, more and more blockchain applications have appeared in more and more
application scenarios, but technical challenges such as structure system, consensus algo-
rithm, how to protect user privacy, smart contracts, system underlying performance,
transaction throughput, and cross-chain transactions between different systems are still
restricting the development of the industry and related fields [2]. Due to the differences
in design concepts and smart contracts adopted by different blockchain projects, many
heterogeneous blockchains have emerged, which directly leads to a large number of
blockchains becoming new information islands. In an institutional chain setting, cross-
chain technology can bridge the gap between different blockchain networks, enable data
circulation and value transfer, and ultimately overcome information isolation [3, 4].

In the blockchain 3.0 stage, many researchers have proposed blockchain-based med-
ical data privacy security schemes. Among them, literature [5] proposed a multi-level
medical blockchain architecture, which was composed of a public chain and an alliance
chain. The public chain is maintained by all medical institutions and mainly undertakes
the interaction tasks between users and the system. At the same time, different types of
medical institutions from different alliance chains combine attribute-based encryption
technology to ensure medical data privacy. However, this scheme stores the data com-
pletely within the blockchain, which brings huge storage pressure to the institution. Zhu
et al. [6] suggested a model and mechanism for sharing medical data securely based
on blockchain technology. This mechanism uses an encryption algorithm to encrypt
medical data and protect the privacy of hidden data. At the same time, patients can set
access control policies to achieve secure data sharing so as to prevent unauthorized,
illegal entities from obtaining the patient’s medical data. Lu et al. [7] suggested This
paper proposes amethod to control data access control through blockchain to ensure data
security, address the challenge of data sharing, and enhance sharing efficiency. On this
basis, blockchain 3.0 ushered in technological innovation. However, using multi-chain
transaction techniques between consortium and private blockchains requires dealing
with trust and authentication issues between different institutional blockchain systems.
Due to the differences between different blockchain networks (such as consensus algo-
rithms or block structures), the main barriers to cross-chain port technology focus on
secure auditing of cross-chain network access chains and ensuring the security of trans-
actions between institutional blockchains and other blockchains involved in cross-chain
transmission [8]. Is the current cross-link port technology facing a major challenge?

Basedon the researchdiscussed earlier, Evidently the proposed schememainly solves
the problem of user identity management through a single blockchain [9]. Moreover, the
existing smart contract platform does not necessarily meet the needs of the application
and lacks flexibility and customization. Comparatively, there has been no research on
specific schemes for cross-chain user identity management. The paper suggests a cross-
chain identity authenticationmodel that relies on the relay chain. Themodel uses the relay
chain to establish a cross-chain user identity model to solve the problem of transaction
information management under multiple blockchains. By constructing a public chain,
the model uses the message passing protocol to establish a connection with the relevant
organization chain in the multi-chain model. Theoretical analysis and security analysis
show that the scheme has better security and transaction processing efficiency.
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2 Multi-chain Fusion Model

The model framework is shown in Fig. 1, which targets the problems of trust transfer,
cross-chain access, and privacy protection when users interact with cross-chain in multi-
chain scenarios. The data sharing of medical data existing on different chains is realized,
it guaranteed the privacy of shared data meanwhile changes the shortcomings of “in-
formation island” of blockchain. In this paper, a multi-chain fusion model is proposed,
which includes a private chain that stores patients’ personal medical data, a public chain
that stores the research results of medical institutions, drug research and development
data, etc., and a public chain ledger that stores medical operations and monitoring data
of regulatory agencies.

Fig. 1. Diagram of the multi-chain fusion model

2.1 Cross-Chain Technology

Among the many problems faced by blockchain, the interoperability between
blockchains greatly limits the application space of blockchain. Whether it is a pub-
lic chain or an alliance chain, cross-chain technology is the key to realising the Internet
of value, and it is the bridge for the outward expansion and connection of blockchain.
The mainstream cross-chain technologies include Notary schemes, Sidechains/relays,
Hash-locking, andDistributed private key control. Cross-chain interaction can be divided
into homogeneous chain cross-chain and heterogeneous chain cross-chain according to
the different underlying technology platforms of the blockchain. The security mecha-
nism, consensus algorithm, network topology, and block generation verification logic
are consistent between homogeneous chains, and the cross-chain interaction between
them is relatively simple. However, the cross-chain interaction of heterogeneous chains
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is relatively complex. For example, Bitcoin uses the PoW algorithm and Fabric uses
the traditional deterministic consensus algorithm, whose block composition and deter-
ministic guarantee mechanism are very different, and the direct cross-chain interaction
mechanism is not easy to design. Cross-chain interaction between heterogeneous chains
generally requires third-party auxiliary services to assist cross-chain interaction.

To achieve security and trust, cross-chain mechanisms and procedures must have
some requirements, the most important of which is the atomicity of cross-chain trans-
actions. For normal on-chain transactions, transactions need to be atomical-they need to
be rolled back if they fail. The same is true for cross-chain transactions, where failure
requires rolling back transactions involving two or more chains of the transaction.

At present, themost famous cross-chain projects in the public blockchain areCosmos
and Polkadot, both of which adopt a multi-chain and multi-layer architecture based on a
relay chain.WeCross uses relay chain+ hash time lock+ two-phase commit technology,
and BitXHub uses relay chain + cross-chain gateway technology. It can be seen that
side chain/relay chain technology will be the main force of cross-chain technology in
the future.

2.2 Relay Chain

Relay chain is a notary node based on blockchain technology. It can be used as a bridge
between multiple different blockchains to realize cross-chain communication and data
exchange, and solve the problemof interoperability between different blockchains. Relay
chain is usually implemented based on smart contract, which has the characteristics of
decentralization, transparency and security.

Relay components and relay nodes in the relay chain are devices or components
used to transmit transaction information and block data in the blockchain network. The
relay component is a device used to encrypt and sign the transaction information. Its
role is to package the transaction information and transmit it to the relay node. The
relay node plays the role of a relay station in the blockchain network. It will receive the
transaction information from the relay component and forward it to other relay nodes or
miner nodes, and will also receive the transaction information forwarded by other relay
nodes or miner nodes and forward it. Through the forwarding of relay nodes, transaction
information and block data can be propagated and synchronized in the entire blockchain
network, thus ensuring the stable operation of the blockchain network. The role of these
relay components and relay nodes is very important, because they can help to strengthen
the security and reliability of the blockchain network, while also extending the coverage
of the blockchain network and improving its efficiency and performance.

2.3 Multi-chain Description

The multi-chain structure comprises different categories of blockchains. These include
the relay chain, user chain, and mechanism chain. The relay chain has been briefly
described above. In this model, patients collect medical data through smart medical
devices on the user chain, such as using a smartwatch to monitor heart rate in real-
time, a thermometer to measure real-time body temperature, and all aspects of body
health measured by home smart medical devices, which will be saved and uploaded
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to the patient’s private chain in real-time. The corresponding other medical institutions
can share the medical data of all parties through the alliance chain. The consortium
blockchain of institutions includes medical institutions, insurance, banks, research insti-
tutions, government regulators and other blockchain institutions. Suppose that in the
multi-chain fusion model, patient A needs to go to medical institution 1 for a physical
examination. At this time, patient A needs to authorize institutional chain 1 to view the
medical data shared by private user chain 1 through the relay chain so as to form this
complete cross-chain data sharing.

2.4 Multi-chain Fusion Mechanism

According to the backbone chain The multi-chain fusion transaction model that utilizes
the relay chain adopts a cross-chain model architecture. The multi-chain fusion model
consists mainly of multiple private chains and public chain-ledgers. It includes the total
chain, user chain and mechanism chain. As a relay chain, the main chain acts as a bridge
between different blockchain networks and enables communication and interoperability
between them and provides a security mechanism for transferring assets and data across
chains. [10]. The responsibility for achieving access betweendifferent chains lieswith the
authentication of the system and the user. That’s mainly used for medical data sharing
between medical institutions (hospitals, insurance, government, patients) on different
blockchains and complete records of operation records and data updates generated by
different blockchain institutions. In thismodel, the patient can become a single institution
on the blockchain and upload personal medical data to the private chain through smart
medical devices, and the patient himself can authorize the custody of his data. Blockchain
medical institutions include medical institutions, insurance, banks, scientific research
institutions, and government regulators [11, 12].

3 Cross-Chain Transactions Process

The transaction flow is shown in the Fig. 2, which mainly contains cross-chain trans-
actions, cross-chain identity authentication, consensus, gateway, interaction protocol
standard.

3.1 Cross-Chain Transactions

The model presented in this paper based on blockchain adopts the relay chain cross-
chain model architecture, then uses the relay chain as a trusted third party. Transaction
execution: if institutional chain A wants to conduct cross-chain interaction with insti-
tutional chain B, when a user initiates a transaction request, the identity between the
chains needs to be authenticated. Cross-chain requests are initiated between different
blockchains and forwarded through cross-chain gateway and relay chain [13–15].

Different blockchains are different in encryption algorithms and block structures of
their underlying platforms, somessages between different blockchains cannot communi-
cate directly. Based on the gateway can convert the event data format thrown by different
application chains into a unified structure. The protocol specifies the initiator chain, the
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Fig. 2. The process of cross-chain transactions.

receiver chain, and the transaction mode, verification strategy, signature and much other
information about the relevant cross-chain events. InterBlockchain Transfer Protocol
(IBTP) facilitates communication and interaction between the mechanism chain and the
relay chain as well as between different application chains in the multi-chain model. The
transaction request of the application chain is converted to the IBTP structure through
the gateway and submitted to the relay chain, and the relay chain performs the legitimacy
verification and reliable routing of the cross-chain transaction through the IBTP con-
tent. IBTP messages are transmitted in P2P mode, and the main content of the message
is encrypted with the public key of the other party to ensure that the message content
is not stolen by the third party. At the same time, the call content is encrypted by the
symmetric key negotiated between the cross-chain gateways and then sent to the relay
chain to ensure the privacy of the transmitted call [16–18].

In the cross-chain system, when the business contract of the institutional chain a
needs to perform relevant operations, it is realized by calling its management contract,
also known as the Broker contract, through the contract. The request is caught by the
Plugin that applies the chain, which then submits the request to the gateway. The network
manager encapsulates the request IBTP and submits it to the relay chain. After verifying
the validity of the request of agency chain A, the relay chain submits it to the destination
gateway. The destination gateway eventually submits the request to the management
contract (Broker) of institutional chain B. The management contract (Broker) then calls
the request to the cross-chain business contract. The user Bob on the cross-chain business
contract receives the relevant medical data provided by Alice on the institutional chain
A. Figure 2 illustrates the specific process.

3.2 Cross-Chain Identity Authentication

The multi-chain fusion model mainly includes multiple private chains and public chain
ledgers. There consists of three chains: the total chain, the user chain, and themechanism
chain. As a relay chain, themaster chain’s role is tomanage and distribute unified identity
credentials for users in the access cross-chain system and provide a trust delivery service
mechanism for transactions. In the system, the responsibility of interaction access and
identity verification of users is handled by the system itself. It is mainly used for medical
data sharing among medical institutions (hospitals, insurance, government, patients)
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on different blockchains and complete records of operation records and data updates
generated by institutions on different chains [19, 20]. In this model, a patient can become
a single institution on a blockchain, uploading personal medical data to a private chain
through smart medical devices, and the patient himself can authorize the custody of
his data. Medical institutions on blockchain include medical institutions, insurance,
banking, research institutions, government regulatory agencies, etc. After the cross-
chain identity of these organizations on the blockchain is registered, they can apply for
access to the system.When the users who have registered in the system need to add their
identity information on other blockchains, they can update their identity and realize the
association of identity information on multiple blockchains.

In the system, if an organization on a cross-chain system wants to interact with a
user’s medical data across the chain, the corresponding organization chain m needs to
first send the request information with a digital signature to the user’s private chain n
through the cross-chain system, and the user’s private chain n checks whether the digital
signature is valid. If it is invalid, the zero-knowledge identity authentication process will
be interrupted. If it is valid, authentication begins. After N times of zero-knowledge
proof, if the verification is successful, the user’s identity is proven to be credible, and
the user is allowed to access his personal medical data.

3.3 Cross-Chain Consensus

The consensus algorithmof the relay chain is an indispensable and important component.
The consensus algorithm is used to ensure the unity of the relay chain system, where
the consistency includes the consistency of the transaction order, the consistency of the
ledger, and the consistency of the node state. Due to the different cross-chain scenarios,
the relay chain provides a pluggable plug-in mechanism for consensus algorithms to
facilitate access to different kinds of consensus algorithms. For cross-chain scenarios,
the tricky problem is that the adaptation of different kinds of consensus algorithm access
is different. For the purpose of simplify the adaptation problem of different consensus
algorithms, we adopt a plug-in mechanism, the role of the consensus algorithm is to
package the transactions and the confirmation of blocks, and all the parts that operate on
the consensus algorithm are encapsulated into the consensus algorithm plug-in, and a
suitable plug-in interface is determined according to the requirements of the interaction
between the relay chain and the consensus algorithm.

Taking the Raft consensus algorithm visited in this paper as an example, the
transaction processing process through the consensus module is as follows:

Prepare interface: After receiving a transaction from a gRPC or Restful service,
inject the received transaction into the transaction pool and sort it, then broadcast the
transaction to the other nodes in the cluster. If the transaction exists before entering the
transaction pool, the Prepare phase discards the transaction and does not broadcast it.
Step interface: contains consensus block part. The Step interface receives four types of
message structures: Consensus message type: and consensus message sent by Raft, the
content of which mainly includes consensus log information, log index, current tenure
information, etc. Broadcast transaction type: A transaction message that is broadcast
by another node and accepted by the node will store the transaction in the transaction
pool. Obtain transaction type: other nodes send request messages to obtain transactions.
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If a node finds that some transactions do not exist in the transaction pool during the
block generation phase, it will send a request message to the whole network to obtain
lost transactions asynchronously. When the node receives the message and finds that the
transaction is in the transaction pool or in the block’s historical data, it sends the trans-
action to the node that lost the transaction. Response transaction type: Corresponding to
the acquisition transaction type, the node that lost the transaction obtains the transaction
sent by other nodes and deposits the transaction into the transaction pool for the block.
Commit interface: Returns a channel containing the block structure information after the
consensus is completed. ReportState interface: This is where the consensus algorithm
plugin can do some finishing work for blocks.

3.4 Cross-Chain Gateway

In a typical transaction process, a cross-chain transaction is initiated with A as the
initiator and B as the receiver, and the receipt is returned to application chain A after the
execution on application chain B is completed. This is shown in Fig. 3.

Fig.3. Based on the relay chain transaction graph

1) Listening for transactions

The transaction is initiated by the user and invokes the contract deployed on applica-
tion chain A. If the contract receives a transaction request, it will send a cross-chain event
in a specific format. The corresponding application chain plug-in will poll or subscribe
to the cross-chain event, collect the Proof information (such as endorsement information
in Fabric) on application chain A for the cross-chain event, and send it to the gateway
listening module along with the IBTP packet. The monitor module does basic checks for
cross-chain transactions, and the passed transactions can be submitted to the distribution
module. When a problem occurs in a cross-chain transaction, the rollback operation is
performed.

2) Distribution transaction
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Once the monitoring module submits the transaction and the system receives it,
the distribution module needs to be responsible for the specific transfer object of the
transaction because the gateway supports different cross-chain modes. In relay mode,
the distribution module sends transactions through the direct and relay chain’s proxy
modules. In the direct connection mode, it is possible to connect to the gateway of other
application chains through the P2P network and send the corresponding transaction.
The transactions in the relay chain mode participate in the consensus and are packaged
into the block. Therefore, the relay chain light node module must synchronize and
update the block header information. The synchronization module synchronizes all the
transactions related to the relay chain block and its cross-chain gateway. For transactions
synchronized by relay chain, it is also necessary to cooperate with light nodes to perform
SPV verification of transactions to ensure the effectiveness of transactions.

3.5 Cross-Chain Interaction Protocol Standard

The general protocol IBTP specifies the initiator chain, receiver chain, and cross-chain
transaction mode, verification strategy, signature andmuch other information of relevant
cross-chain events and supports the interactive operation between the application chain
and relay chain, application chain and application chain. Its structure is shown in the
following table. Themessage of the application chain is converted into an IBTP structure
through the gateway and submitted to the relay chain, and the relay chain performs the
legitimacy verification and reliable routing of the cross-chain transaction through the
IBTP content. Based on the IBTP, the gateway can convert the event data format thrown
by different application chains into a unified structure. This is shown in Fig. 4.

Fig. 4. Example transaction diagram of the IBTP structure

The cross-chain transfer protocol mainly focuses on the IBTP data structure, and
the flow of the data structure between cross-chain transactions is based on several key
features of the IBTP protocol: cross-chain service, cross-chain message proof and trust
tree. Security performance analysis.
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The paper suggests a multi-chain fusion model that relies on the relay chain, the
network security of data transmission in the process of cross-chain transaction is ensured
through the monitoring and acquisition operation of cross-chain gateways. The IBTP
protocol enables secure transactions by facilitating interaction not only between the
application chain and relay chain, but also among different application chains. This
helps guarantee the security of transactions.

3.6 Security Analysis

This section provides security analysis for several common attack types in cross-chain
network systems. For example, replay attack, internal and external data source attack,
mutual authentication, man-in-the-middle attack, Sybil attack, generation attack, single
point of failure, etc.

1) Man-in-the-middle attack: The communication data of the two sides of the commu-
nication is symmetrically encrypted by the session key, which solves the problem
of private data leakage. Even if the data is hijacked, the attacker cannot decrypt the
ciphertext to obtain valid information.

2) Replay attack: By intercepting and resending information, an adversary can deceive
the system. In the proposed scheme, there are timestamps and sequence numbers
as the basis of message freshness at different stages, such as cross-domain authen-
tication and cross-chain transactions. Replay attacks can be easily identified if the
systemfinds previously used randomnumbers or timeout timestamps in themessage.

3) Sybil attack: In Sybil attack, the attacker relies on a single node with multiple iden-
tities to control the majority of nodes in the system to gain a voting advantage. The
relay chain consensus algorithm uses the key division algorithm to perform anony-
mous voting on the identity, and only if 2/3 nodes are in agreement, the corresponding
key can be generated, which can effectively prevent Sybil attacks

(1) Data confidentiality

Data security and privacy. Firstly, different mechanism chains are independent of
each other. Secondly, it connected different blockchains separately, and relay chains and
the private data in the channel ensured that different medical institutions had their own
exclusive privacy channel. Finally, finer-grained permission control can be achieved
through three different levels of endorsement policies in the smart contract: contract
level, private data level and key level, and access control based on certificate attributes.
Through these three levels, permission policies can be flexibly set according to relevant
cross-chain transactions and data privacy security can be effectively guaranteed.

(2) Cross-chain network security

The security of the cross-chain network relies on three components: the applica-
tion chain, the relay alliance chain, and the intermediate transmission channel. The
application chain and relay alliance chain are partially protected by their own security
mechanisms, and the security focuses on the intermediate transmission process between
them. The transaction is a multi-step process to ensure atomicity and consistency, which
involves multiple rounds of verification between the application chain and the relay
consortium chain. The application chain events monitored, obtained and submitted to
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the relay alliance chain by the gateway are transactions that have been confirmed on the
chain are trusted. The application chain can independently verify the events occurring
in the relay alliance chain, eliminating the risk of the perpetrator tampering with the
transaction instructions. Each transaction can only be transmitted in the network after
passing through the cross-chain interaction protocol of the gateway, and the gateway is
exclusive to an organization so that problems can be quickly detected. In summary, the
secure communication between blockchains can be guaranteed.

(3) Cross-chain transactions security

Only when all the subordinate transaction of the transactions are completed the
transaction will be successfully completed on the relay alliance chain and the appli-
cation chain. If there is a problem in a sub-transaction, the corresponding rollback or
cancellation of the transaction operation will be taken to ensure consistency and atom-
icity. The transactions and their subordinate transaction are recorded in a cross-chain
transaction state table, which is managed by the state table alone, and different transac-
tions do not interfere with each other to ensure isolation. As for persistence, blockchain
data is inherently persistent. Only nodes of multiple organizations participating in the
business can jointly endorse operating the mapping account, which ensures the security
of cross-chain assets.

3.7 Performance Analysis

The performance analysis equipment configuration environment in this paper is shown
in Table 1.

Table 1. Server configuration and fabric network configuration.

Guideline configuration

operating system Ubuntu 18. 04. 2 LTS

processor Intel(R) Core(TM) i7-9750H CPU @ 2.60 GHz 2.60 GHz

RAM 16 GB

Hard disk 120 GB

Network bandwidth 10000 M/S

Fabric Version V2.2.0

Consensus algorithm Raft

Block generation mechanism Batch Timeout: 2 s

Max Message Count: 100

Preferred Max Bytes: 2 MB

Absolute Max Bytes: 98 MB

The system uses bitxhub’s super-chain as the relay chain and its corresponding cross-
chain gateway, and uses Hyperledger Fabric alliance chain as the application chain to



14 B. Jiang et al.

build the cross-chain model architecture. Four of the nodes are selected, and the average
response time of cross-chain transaction query and cross-chain transaction execution of
the relay chain is calculated based on the time of receiving the cross-chain transaction
to generate the block. The results are shown in Table 2.

Table 2. Efficiency of cross-chain transaction execution.

Node Average response time/s

Transaction query Cross-chain transactions

Node 1 2.684 3.157

Node 2 2.415 3.563

Node 3 2.457 4.941

Node 4 2.522 3.612

Apache JMeter is used as an automatic test and result report evaluation tool, and 300
cross-chain transaction execution response times in a certain period of time are tested
by this tool. The test results are shown in Fig. 5.
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Fig.5. Efficiency of cross-chain transaction execution

The experiment in this section uses a server to build a Fabric network with 5 Orderer
nodes AND 4 peer nodes (2 organizations, 2 nodes per organization) for testing, and
the endorsement strategy is AND (‘Org1.peer’, ‘Org2.peer’). The testing contract used
in Fig. 6 is the officially provided marble case. Figure 5 illustrates that there is little
performance difference between using private datawithin a channel and not using private
data.

A total of 7 servers are used in the test in this section, of which three servers are used
to build the relay alliance chain, two servers are used as the cross-chain gateway, and
the other two servers are used to create two application chains, namely the Ethereum
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test network and the fabric alliance chain network, to simulate the real cross-chain
scenario. There are three organizations in the relay alliance chain; one server deploys
one organization, amongwhich the sorting organization has five nodes, and the Ethereum
organization and the fabric organization have four nodes each. The performance of four
cross-chain contracts is tested. The transaction confirmation time of the application chain
itself is not considered in the experiment, and the transaction is directly sent to the relay
chain through the plug-in in the gateway. The investigation is set as follows: each group
of tests sends transactions to the network for 1 min at a specific trade sending rate, and
the number of clients is set to 10; that is, ten clients send transactions simultaneously.
Figure 7 and Fig. 8 shows the throughput and latency of the read operation and write
operation of asset exchange contract under different transaction sending rates. At first,
the throughput of the write operation increases as the transaction sending rate increases,
reaches the highest at 960TPS when the sending rate is 1000TPS, and then slightly
decreases. At first, the average delay time decreases with the increase in the sending
rate. When the sending rate exceeds 800TPS, the delay increases rapidly because when
the transaction sending rate is higher than a certain level, there will be a backlog of
outstanding transactions. The higher the sending rate is, the more backlog there will
be, leading to an increase in the delay of transaction processing. The throughput of the
read operation is the same as the sending rate, the maximum is maintained at about
3000TPS, and the delay is always held at 0.1s. The performance of the asset transfer,
information payment and information exchange contracts is almost the same as that of
the asset exchange contract and will not be shown separately.
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4 Conclusion

The paper introduces a multi-chain fusion model that utilizes a relay chain construction,
which constructs a relay alliance chain to operate the entire cross-chain network in the
way of chain governance. By using a gateway, interaction protocol, RAFT consensus
algorithm, endorsementmechanism, channel allocation strategy, blockweight allocation
scheme and other technologies and schemes, the rules and ways of application chains
participating in cross-chain interaction are formulated, which provide a safe and reliable
technology platform for the interoperation between application chains. The gateway and
the common protocol IBPT is utilized to enhance the security and privacy of cross-chain
transactions. Finally, experiments and analysis show that the proposed multi-link fusion
model has good performance and a high level of security.
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Abstract. As the Internet of vehicles (IoV) technology develops, it pro-
motes the intelligent interaction among vehicles, road side instrument,
and the environment. Nevertheless, it also brings vehicle information
security challenges. In recent years, vehicle data sharing is suffering to
Algorithm Substitution Attacks (ASA), which means backdoor adver-
saries can carry out filtering attacks through data sharing. Therefore,
this paper designs a blockchain-based proxy re-encryption scheme with
a cryptographic reverse firewall (BIBPR-CRF) for IoV. In our proposal,
the CRF can promise the internal safety of vehicle units. More specifi-
cally, it can prevent ASA attacks while ensuring chosen plaintext attack
(CPA)-security. Meanwhile, the proxy re-encryption (PRE) algorithm
can provide the confidential sharing and secure operation of data. More-
over, we use a consortium blockchain service center (CBSC) to store the
first ciphertext and re-encrypt it with smart contracts on the blockchain,
which can avoid single point of failure and achieve higher efficiency
compared to proxy servers. Finally, we evaluate the performance of our
scheme in terms of communication cost, computational cost, and energy
consumption. Compared with the other three schemes, our proposal has
the highest efficiency and is the most suitable for the IoV application.

Keywords: Internet of Vehicles · Proxy re-encryption ·
Blockchain-based · Security · Cryptographic reverse firewall

1 Introduction

IoV has been continuously developing in the era of big data. This technology
allows vehicle sensors and roadside units to collect, analyze, and store data in
real time. This capability enables vehicles to communicate with each other and
service providers in a self-organized manner [1]. Meanwhile, IoV routing proto-
cols are essential in monitoring connections to achieve high-quality communica-
tion between vehicles [2]. Ahmed Elkhalil et al. [3] proposed a method that takes
advantage of RSUs attached to the Internet, which offers various data types to
Vehicular Ad hoc Networks (VANET) users. In their paper, RSU, vehicle nodes,
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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https://doi.org/10.1007/978-981-99-9331-4_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9331-4_2&domain=pdf
https://doi.org/10.1007/978-981-99-9331-4_2


20 C. Jin et al.

and consortium blockchain service center are considered the underlying the archi-
tecture of IoV. The CBSC is responsible for storing, managing, verifying, and
processing data collected by vehicle unit nodes and transmitted by sink nodes.

IoV utilizes wireless communication sensors installed in the vehicle to store
local sensitive information through an onboard unit (OBU). Roadside Units
(RSU) are wireless communication devices positioned in large numbers on both
sides of roads and used as service providers for vehicles. The primary function
of RSU is to collect ciphertexts sent by vehicles and transmit them to the CBSC
for storage. Similarly, RSU sends user application information messages to the
CBSC for identity verification and searching information. The Dedicated Short-
Range Communications protocol (DSRC) is applied in Vehicular Ad hoc Net-
works (VANET) to communicate between vehicles and RSUs. Wireless sensor
technology provides the vehicle’s location, driving information status, and safety
measures [4]. However, the rapid growth in Wireless Sensor Networks (WSNs)
poses a significant challenge to the security of IoV. Thus, IoV must focus on
processing significant amounts of data efficiently and protecting it from internal
and external attacks that threaten data confidentiality, integrity, and privacy.

Blockchain is a way of storing and sharing data across different parties using
encryption and verification methods [5]. It can achieve immutability because
each block is linked to the previous one and has a unique code (hash) based on
the SHA-256 algorithm. Blockchain has many applications in various fields, such
as IoT, grid computing, IoV, medical systems, electronic voting, and WSN [6,7].
In blockchain, everyone keeps a copy of the same data and agrees on how to
update it according to some rules. And it uses blocks as data units that cannot
be changed or corrupted easily. The blocks are arranged in a chain-like structure
using cryptography. A node (party) is chosen to record the transactions using a
method called Proof of Stake (PoS). The other nodes also participate in storing,
verifying, and maintaining the most recent block data. Once the data is con-
firmed, it can only be accessed by authorized parties. Therefore, blockchain has
features such as openness, programmability, consistent data storage, and resis-
tance to tampering and denial, which can be used to manage public information
of vehicles in VANETs [8].

Cryptographic algorithms are supposed to work in a certain way, but some-
times they may be tampered with or compromised by an enemy. For instance,
an insider attacker can launch an exfiltration attack, which means stealing secret
information from any algorithm that has been hacked. This kind of attack was
used by the NSA to access a lot of sensitive data from people by putting back-
doors in cryptographic protocols, as revealed by the Snowden incident [9]. Other
severe flaws in cryptographic modules have also shown that people’s privacy is at
risk. For example,Bellare et al. [10] studied a specific type of exfiltration attack
called algorithm substitution attack (ASA), where an attacker can spy on users
by changing an encryption scheme. They showed that this can be done with
a standard scheme used on the Internet. One possible solution is to use cryp-
tographic reverse firewalls (CRF), which were proposed by Mironov et al. [11]
in 2015. CRF is a system for modifying messages from external networks sent
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or received by users. Therefore, even if an attacker intercepts a message from
the backdoor, they cannot know the actual content of the message. However,
we have designed a BIBRE-CRF scheme that allows someone to delegate their
decryption permissions to others. We would like to know if we can combine CRF
and PRE to protect data from leakage attacks. In this article, we explored this
issue and provided a positive answer.

1.1 Related Work

PRE was proposed by Blaze et al. [12] In the PRE scheme, the data owner
encrypts plaintext information into ciphertext and sends it to the proxy server.
The proxy server re-encrypts the first ciphertext with the re-encrypt Key. The
re-encrypted ciphertexts can be decrypted by data owner as well as recipient. In
2006, Matthew Green et al. [13] proposed an identity-based PRE. In this scheme,
they proposed a scheme where a semi trusted proxy converts Alice’s ciphertext
into Bob’s ciphertext without seeing the underlying plaintext. This approach
solves the identity based PRE problem, where the data owner only need to know
the identity of the recipient. It can also avoid certificate management issues in
PKI environments. In 2021, Manikandan et al. [14] applied PRE algorithm to IoV
and processed complex and subtle data by encoding information. The proposed
approach solves the Double Decomposition Problem (DDP) using semi nearing,
it can also solve the enormous difficulties encountered in searching for chaotic
information, providing improved security with lesser computational overheads.
To address security issues during communication, Green et al. [13] presented
two identity-based PRE (IBPRE) schemes in the random oracle model. One is a
unidirectional CPA-secure multihop PRE scheme, in which the ciphertext length
increases linearly with the number of recipients. The second is a unidirectional
CCA-secure single-hop PRE scheme, which utilizes signature technology. Then,
Aloni et al. [15] proposed an article, “What about Bob? The Inadequacy of
CPA Security for Proxy Re-encryption”. They proposed an honest re-encryption
attack (HRA), which is a strengthening of CPA security better captures the
goals of PRE. Inspired by Aloni’s scheme, Willy et al. [16] proved HRA-secure
PRE in the standard model. They advanced the studies on HRA-secure PRE
for the (Attribute-based) PRE setting. Their scheme formalized the definition of
HRA-secure Key-Policy ABPRE and proposed a construction which is quantum-
safe and secure in the standard model. However, many PRE schemes, especially
IBPRE and ABPRE schemes, are not suitable for resource-constrained sensor
devices in WBAN because the length of the ciphertext or re-encryption key is
too long, and the computational cost is too high.

Fan et al. [17] designed a model in which the encrypted data is uploaded
to the cloud, and access policies on the data are stored on the blockchain as
transactions. And in 2019, Ahsan et al. [6] also proposed a blockchain-based PRE
scheme for IoT data sharing. They established runtime dynamic smart contracts
between the sensor and the data user without the involvement of a trusted third
party. It also uses an efficient proxy re-encryption scheme that allows data to be
visible only to the owner and the person present in the smart contract. Singh
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and Kim [18] presented a blockchain-based model for sharing data in vehicular
networks and also enable secure communication among vehicles. However, the
use of public blockchain does not work well in peer-to-peer (P2P) data sharing
among vehicles due to the high cost involved in establishing a public blockchain
in resource-constrained vehicles.

Considering that the proxy server may be malicious during data transmis-
sion and storage, it can forge information and transmit it to authorized parties.
We can conclude that none of the above solutions can resist backdoor attacks.
In 2015, a new concept named CRF was introduced by Mironov [11]. Even if
a computer is compromised, the CRF can guarantee the security of the associ-
ated cryptographic scheme. And it can also prevent the leakage of confidential
information from a compromised computer. Subsequently, Zhou et al. [19] pro-
posed a certificateless public key encryption with CRF which is proved to achieve
indistinguishable against chosen plaintext attack. And then, in 2022, they first
proposed a new IBPRE scheme for cloud-assisted wireless body area networks
[20]. This solution can avoid certificate management issues in PKI and also resist
filtering attacks like ASA. Compared with above methods, the CRF is stackable.
Users can set multiple CRFs, and their secret message’s security can be guaran-
teed as long as at least one of the CRFs works correctly. Therefore, CRF is more
universal and practical. This is the main reason why we chose the CRF to resist
ASA in IBPRE.

1.2 Motivation and Contribution

In order to resist the backdoor attack of the IoV information sharing service
and prevent the single point of failure problem of the cloud server, we construct
a blockchain-based proxy re-encryption scheme with CRF. In this scheme, we
use smart contracts on the blockchain to replace proxy servers for re-encryption
computing, thus improving information security and computing efficiency. Com-
pared with the existing IBPRE schemes, our scheme can meet the following
characteristics simultaneously.

– We combine an efficient proxy re-encryption algorithm with blockchain tech-
nology to ensure the confidentiality, correctness, and unforgeability of IoV
without relying on any trusted entities. In addition, the data is stored as
ciphertexts on CBSC, so the security of the data, and user privacy will not
be compromised.

– We use smart contracts on the blockchain for proxy re-encryption operations
without questioning whether participants have changed information due to
personal interests. At the same time, compared with the proxy server in the
traditional way, this way of using smart contracts can avoid a single point of
failure, improve security and also be very efficient.

– By extending the conventional IBPRE framework, we introduce the idea of the
re-randomization in CRFs so that a re-encryption key that be re-randomized
by a CRF does not match the ciphertexts stored in cloud servers. This process
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is unrecognizable to entities other than the CRF. Therefore, the original re-
encryption key and the updated re-encryption key are indistinguishable for
attackers.

– It is able to resist exfiltration attacks (e.g. ASA) from backdoors, and exfilt-
ration-resistant is provided. Currently, there is no solution for resisting the
ASA. Through analyzing other resist-ASA methods, we found that the CRF is
more versatile and practical because CRFs are stackable. The actual operation
of CRFs is agnostic to the other entities. Meanwhile, ASA can be resisted if
one CRF is not compromised. Exfiltration-resistant means if an adversary
obtains the secret random number selected by a user, it will not be able to
know the user’s private messages.

– The proposed scheme has been proven to have strong security. Compared
with similar schemes, our scheme has higher computation performance and
lower communication overhead.

1.3 Organization

The Bilinear pairing, blockchain, samrt contract and CRF are introduced in
Sect. 2. Our scheme is shown in Sect. 3. And we describe the analysis of the
scheme in Sect. 4. We give the performance in Sect. 5. Finally, the conclusions
are given in Sect. 6.

2 Preliminaries

In this section, we briefly introduce bilinear pairing, blockchain, smart contract,
and properties of CRF.

2.1 Bilinear Pairing

Let G1 and G2 be two multiplication groups. Prime q is their order, and g is the
generator of G1. We can say ê : G1 × G1 → G2 is a bilinear pairing if it meets
the following properties:

1. Bilinearity: For ∀(g1, g2) ∈ G1, ∀(a, b) ∈ Z∗
q , ê(ga

1 , gb
2) = ê(g1, g2)ab must be

true.
2. Non-degeneracy: For ∃(g1, g2) ∈ G1 and 1G2 be the identity element of G2,

there have ê(g1, g2) �= 1G2 .
3. Computability: For ∀(g1, g2) ∈ G1, there is an effective algorithm to compute

ê(g1, g2).

2.2 Blockchain and Smart Contract

Blockchain is a kind of chain data structure that combines data blocks with
time sequences [21]. A smart contract was a concept proposed by Nick Szabo
[22], which is almost the same age as the internet. He defines a smart contract
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as a set of commitments defined in digital form, including agreements in which
contract participants can execute these commitments automatically [23]. In this
article, we refer to smart contracts as chaincodes, which are programs that are
deployed and run on the blockchain network. The chaincode presets some con-
ditions and rules to trigger the execution of the chaincode under certain events
and conditions. The goal of it is to generate ledger data on the blockchain, which
means that all operations on the blockchain data are completed by the chaincode.
Moreover, security policies will be automatically invoked through chaincodes.

2.3 Cryptographic Reverse Firewall (CRF)

Let W be a CRF. P = (receive, next, output) be a party, we can say W is a CRF
for P if it meets the following properties. Here, r is an initial public parameter,
m is the transmitted message.

W ◦ P := (receiveW◦P (σ,W(m))),
nextW◦P (σ) = W(nextP (σ)),
outputW◦P (σ) = outputP (σ).

A qualified CRF needs to satisty the following properties:

– Maintain functionality. If the user’s computer works correctly, the CRF will
not break the functionality of the cryptographic algorithms.

– Preserve security. No matter how the user’s computer is disturbed by an
attacker, the use of the CRF will remain as secure as the correct execution
of cryptographic algorithms.

– Resist the exfiltration. No matter how to run the user’s computer, the CRF
will prevent the computer from leaking confidential information.

Functionality-Maintaining CRFs. Let W be a CRF. Meanwhile P is a party,
P is a scheme, F is a function. We can say W maintains F for P in P if Wk ◦P
maintain F for P in P for any polynomially bounded k ≥ 1. When P , P, F are
clear, we can say W maintains functionality. Here, W ◦ P = W ◦ (Wk−1 ◦ P ).

Weak Security-Preserving CRFs. S for P in P against F-maintaining adver-
saries if P(P ⇒ W◦P ∗) satisfies S. When P , P, F , and S are clear, W maintains
weak security. Here, P ∗ is the functionality-maintaining adversarial Implemen-
tation and PW◦P ∗ means using W ◦ P ∗ to replace P .

Weak Exfiltration-Resistant CRFs. Let W be a CRF. Meanwhile P is a
party, P is a scheme, F is a function, S be a security requirement. We can say
W is weak exfiltration-resistant for P1 against P2 in P if there is no probabilistic
polynomial time adversary A can break the game LEAK (P, P1, P2,W, λ). Here,
λ is the security parameter, and P2 is a F-maintaining adversary.
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3 Our Scheme

3.1 BIBPR-CRF

A BIBPR-CRF scheme consists of ten algorithms: Setup, WPKG · Setup,
KeyGen, WPKG · KeyGen, Enc, WDO · ENC, ReKeyGen, WDO · ReKeyGen,
ReEnc, and Dec.

– Setup: Given a security parameter k, this algorithm outputs a system public
parameter par and a master secret key s.

– WPKG · Setup: PKG’s CRF generates a random number algorithm. Given
par′, this algorithm outputs a new system public parameter par′ under a
random nunber.

– KeyGen: Given a user’s ID, this algorithm outputs a user’s public key QU

and a private key SKU (here U ∈ {DO,DR}).
– WPKG · KeyGen: WPKG runs the algorithm to re-random user’s private key

and outputs a randomized user’s private key SK ′
U .

– Enc: Given a message M , par′ and ID, this algorithm can output a ciphertext
CDO.

– WDO · ENC: It is a randomized encryption algorithm operated by the data
owner’s CRF WDO. Given par′ and CDO, this algorithm outputs a random-
ized ciphertext C ′

DO.
– ReKeyGen: Given a data receipt DR, this algorithm outputs a re-encryption

key rkIDDO→IDDR
under par′, the data receipt’s public key PKDR and the

randomized data owner’s private key SKDO.
– WDO · ReKeyGen: WDO runs the algorithm to re-random the re-encryption

key rkIDDO→IDDR
and outputs a randomized rk′

IDDO→IDDR
.

– ReEnc: Given par′, C ′
DO and rk′

IDDO→IDDR
. This algorithm outputs a re-

encrypted ciphertext CDR.
– Dec: For ciphertexts encrypted only by the data owner, and re-encrypted

ciphertexts encrypted jointly by the data owner and the smart contract on
CBSC. There are two decryption steps:
Non Re-encryptied ciphertext: Given par′ and C ′

DO, this algorithm outputs
the corresponding plaintext under a random number and SKDO.
Re-encrypted ciphertext: Given par′ and CDR, this algorithm outputs the
corresponding plaintext under the randomized receipt’s private key SK ′

DR.

This section mainly introduces our proposed scheme that one CRF WPKG

is deployed on a PKG’s side and the other CRF is on a data owner’s side. To
provide CRFs for the PKG, we use the malleability of keys. The most important
step is the operation on the PKG’s public key Ppub and users’ private key SKU

(U ∈ {DO,DR}). Here, DO and DR represent a data owner and a data recipient,
respectively.

To provide CRFs for the data owner, our idea is to use the key’s malleability
in WDO. ReKeyGen and encryption’s re-randomization in WDO · ENC. These
two processes can be seen as the re-randomization process of re-encrypted key
and ciphertext. Here, par′ is the necessary system parameter.
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A BIBPR-CRF scheme is described as follows, which includes ten algorithm
(Figs. 1 and 2).

Table 1. Explanation of symbols

Symbol Description Symbol Description
G1 An addition group G2 A multiplicative group
k A security parameter s A master private key of PKG
P A generator of G1 and G2 Ppub A master public key of PKG
q The prime order of G1 and G2 U U ∈ {DO, DR}
Hi A one-way hash function (i = 1, 2) SKU U’s private key
QU U’s public key WPKG PKG’s reverse firewall
WDO DO’s reverse firewall α WPKG’s random number
β WDO’s random number r DO’s random number
rkIDDO→IDDR

Re-encrypt Key CDO Ciphertext
rk′

IDDO→IDDR
Re-randomized re-encrypt Key C′

DO Re-randomized ciphertext
CDR Re-encrypt ciphertext M Plaintext
ê(P, P ) Bilinear pairing operation

Fig. 1. A BIBPR-CRF scheme with a PKG’s CRF

Fig. 2. A BIBPR-CRF scheme with a Data Owner’s CRF

Setup: There is a security parameter k, PKG selects an additive group G1 on the
elliptic curve and a multiplicative group G2, q is the order of the group and q is a
prime number, and P is the generator of the group G1 and G2. Define three secure
password hash functions H1 : {0, 1}∗ → G1, H2 : G2 × {0, 1}∗ → G1. PKG
selects the system master key s ∈ Z∗

q and calculates the corresponding master
public key Ppub = sP . PKG sends system parameters par = {G,P, Ppub,H1,H2}
to WPKG and keeps the master key s;
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WPKG · Setup: WPKG selects a random α to calculate P ′
pub = sαP and sends

par′ = {G,P, P ′
pub,H1,H2} to all vehicle users;

KeyGen: Given a VU’s IDU ∈ {0, 1}∗, PKG calculates its private key SKU =
sQU , here QU = H1(IDU ). Then PKG sends private key to its CRF WPKG;

WPKG · KeyGen: When PKG’s CRF receives SKU , it selects a random α and
calculate SK ′

U = sαQU , and sends it to user in a secure way;

Enc: Given a message M , par′, and QDO. DO selects a random r ∈ Z∗
q , generates

CDO = {C1, C2} = {rP,M ·ê(P ′
pub, QDO)r}. Then DO sends this ciphertext CDO

to WDO;

WDO ·Enc: When WDO receives CDO. It selects β ∈ Z∗
q and generates a random-

ized ciphertext: C ′
DO = {C ′

1, C
′
2} = {βP +C1, C2 · ê(P ′

pub, βQDO)}. Whereafter,
WDO sends C ′

DO to CBSC and saves it as meta-data;

ReKeyGen: Given a par′, β and PKDR. DO authorizes the legal rights of
user DR by generating the proxy re-encryption key of DR: rkIDDO→IDDR

=
H2(ê(SK ′

DO, QDO), IDDO, IDDR) − SK ′
DO. After that, DO sends it to WDO;

WDO · ReKeyGen: WDO receives rkIDDO→IDDR
and further computes it to

rk′
IDDO→IDDR

= H2(ê(SK ′
DO, QDO), IDDO, IDDR) − SK ′

DO − βQDO, then
sends it to CBSC.

ReEnc: After the smart constract on CBSC receives rk′
IDDO→IDDR

and C ′
DO, it

will re-encrypt the ciphertext to

CDR = {C
′′
1 , C

′′
2 }

= {(r + β)P,M · ê((r + β)P, (αs + β)QDO) · ê((r + β)P,H2(ê(SK ′
DO, QDO),

IDDO, IDDR) − SK ′
DO − βQDO)}

= {(r + β)P,M · ê((r + β)P,H2(ê(SK ′
DO, QDO), IDDO, IDDR))}

that can be decrypted by SKDR.
Then the smart constract sends the re-randomized ciphertext to DR.

Dec: For C
′′
DO which can only be decrypted by the dataowner and CDR which

can only be decrypted by DR, there are two algorithms as follows:
Non re-encrypted ciphertext: When the data owner wants to decrypt the

ciphertext, CDO is first sent by smart contract to WDO. Then, WDO reverses
WDO · Enc by computing C

′′
DO = {D1,D2} = {C ′

1, C
′
2 · ê(C ′

1,−βQDO)} = {(r +
β)P,M · ê((r + β)P, αsQDO)}. Then, WDO sends it to DO. DO can encrypt the
ciphertext:

M = D2/ê(D1, SK ′
DR)

Re-encrypted ciphertext: When the recipient wants to decrypt the ciphertext,
CDR is sent by smart contract to DR, Then, DR can encrypt the ciphertext:
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M = C
′′
2 /ê(C

′′
1 ,H2(ê(QDO, SK ′

DR), IDDO, IDDR))

For the function of WPKG in our scheme, it guarantees the confidentiality of
a public parameter s and users’ private key SKU after PKG is compromised.

– It can maintain functionality. When the master secret key s is leaked, the
adversary can forge the public parameter and obtain a user’s private key by
its identity. In our scheme, we use α to randomize s and SKU for avoiding
this situation. For the function of the WDO in our scheme, we summarize the
following parts.

– It can resist information exfiltration. Backdoor attacks can lead to infor-
mation exfiltration. For example, when the random number r used for encryp-
tion is leaked, the adversary can use r to get the plaintext. However, the leak-
age of random numbers will lead to the leakage of user’s secret information,
which will not happen in our scheme. Because WDO uses a random number
β to randomize the ciphertext. Even if the adversary gets r, it cannot use
it to obtain the user’s private messages. Therefore, the CRF protects users’
information confidentiality.

– It can resist the forgery of the transmitted message by a mali-
cious adversary. A malicious adversary can forge the data owner and gen-
erates a spam M∗ by computing C∗

DO = Enc(par, PKDO,M∗); C∗
DR =

ReEnc(par, rkIDDO→IDDR
, C∗

DO), and sends CDR to DR for misleading
him. However, the malicious adversary forges fake ciphertexts that can be
decrypted by DR, which will not happen in our scheme. Because the secret
number β is used to randomize a re-encryption key. And our Re-encryption
algorithm is performed through smart contracts. Therefore, the ciphertext
CDR corresponding to rkIDDO→IDDR

cannot be deduced only from PKDO.

4 Analysis of the Scheme

In this section, we will explain the security analysis of our scheme.

Theorem 1. The CRFs for the PKG and data owner in our scheme maintain
functionality, preserves weak security, and resists weak exfiltration. Resists weak
exfiltration means when faced with an adversary who launches the ASA that
does not affect normal functioning, our scheme can be resistant to information
leakage.

Definition 1 (CPA security for BIBPR-CRF). We say that a BIBPR-CRF
scheme is (ε, t, qsk, qen, qrk)-CPA secure if no polynomially bounded adversary A
has a non-negligible advantage against the challenger C in the Game
. Game
LEAK is a BIBPR-CRF ASA game, which means the adversary can replace any
algorithm other than the algorithm parts of CRF operation, and then launch the
attack on the system.
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Definition 2 (Weak exfiltration-resistant for CRF). We say that a BIBPR-CRF
protocol is weak (ε, t, qsk, qre, qrk)-exfiltration-resistant secure if no polynomially
bounded adversary A has a non-negligible advantage against the challenger C in
the Game LEAK.

Proof. Due to the limited length of conference articles, the detailed security
analysis can be found in the complete version, or you can contact the corre-
sponding author.

5 Performance

In this section, we choose three CPA-secure PRE schemes that are IBP [20],
P2B [24] and IPV2 [25], then compare the communication cost, computation
cost, and energy consumption with them. First, for the communication cost,
we use RK represent the re-encryption key, CDO represents the ciphertext that
only be decrypted by data owner, CDR represents the ciphertext that only be
decrypted by data receiver, |G1|, |G2|, and |Zq| represents the bits of an element
in a cyclic addition group |G1|, a multiplicative group |G2| and |Zq|, respectively.
n in P2B represents the number of sub-keys. For the computation cost, we use
M to represent the point multiplication in G1, use E to represent the exponenti-
ation of G2, and P represents pairing computation. Considering that these three
computations take up most of the operation time, so that we can ignore other
operations. As can be seen from Table 1, P2B is special in these schemes because
it contains a variable n. The communication cost and computation cost of P2B
will increase linearly with the increase of n. However, Sumana [24] pointed out
that it needs not to set n be a very large number. In general, n = 10 will achieve
the purpose of the leakage resilient. Even if n = 10, the communication cost and
computation cost of P2B are much higher than other schemes. To maximize the
advantage of P2B, we set n = 1 here.

We compare IBP, P2B and IPV2 with our scheme and give a quantita-
tive analysis for them. In the same system environment, we use the equipment:
ATmega128 8-bit processor, clocked at 7.3728MHz, 4 KB RAM, and 128 KB
ROM. From scheme [26], we can get the computational time of various kinds of
computations: the pairing operation takes 1.9 s, the exponentiation operation in
G2 takes 0.9 s, and a point multiplication operation takes 0.81 s using the super-
singular curve y2+y = x3+x with an embedding degree 4 and implementing ηT

pairing: E(F2271)×E(F2271) → F24·271 , which is equivalent to the 80-bit security
level. Therefore, in different phases, the communication and computational time
of IBP, P2B, IPV2 and our scheme is shown in Table 2.

Assuming that the MICA2 has a power level of 3.0V, the current draw during
transmitting mode, active mode, and receiving mode is 27 mA, 8.0 mA, and 10.0
mA, respectively, with a data rate of 12.4 kbps. Therefore, in different phases,
the computation time and total cost of IBP, P2B, IPV2 and our scheme is shown
in Table 3.

For the communication cost, we use a curve over the the binary field F2271

with G1 of 252 bits prime order. The size of an element in group G1 is 542
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Table 2. .

Performance Comparison

Scheme IBP [20] P2B [24] IPV2 [25] Our
RekeyGen 5M+5E+2P (n+ 5)M−1 +M 4M+7E+P M+P
Enc 5M+6E+3P 5M-1 2M+6E+P 6M+3P
ReEnc M+P M+P 3M+E+8P M+P
Dec 2M+2P 3M+3P 6M+6E+8P M+2P
RK 2|G1|+ |G2| 2|G1|+ |G2|+ |Zq| 5|G1|+ |G2|+ |Zq| |G2|
CDO |G1|+ |G2| |G2| 4|G1|+ |G2|+ |Zq| |G2|
CDR 2|G1|+ 2|G2| |G2| 5|G1|+ 2|G2|+ 2|Zq| |G2|

bits and can be reduced to 34 bytes by standard compression technique [27].
Similarly, the size of an element in group G2 is 1084 bits and can be reduced
to 136 bytes, the size of Z∗

p can be reduced to 32 bytes. Therefore, in terms
of communication cost overhead during the ReKeyGen phase, IBP, P2B, IPV2,
and our solutions are: 2|G1| + |G2| = 2 ∗ 34 + 136 bytes = 204 bytes, |Z∗

p | +
2|G1| + |G2| = 32 + 2 ∗ 34 + 136 bytes = 236 bytes, |Z∗

p | + 5|G1| + |G2| =
32 + 5 ∗ 34 + 136 bytes = 338 bytes, |G2| = 136 bytes, respectively. In terms of
communication cost overhead during the CDO phase, IBP, P2B, IPV2, and our
solutions are: |G1|+ |G2| = 34+136 bytes = 170 bytes, |G2| = 136 bytes, |Z∗

p |+
4|G1|+ |G2| = 32+4∗34+136 bytes = 304 bytes, |G2| = 136 bytes, respectively.
And in terms of communication cost overhead during the CDR phase, IBP, P2B,
IPV2, and our solutions are: 2|G1| + 2|G2| = 2 ∗ 34 + 2 ∗ 136 bytes = 340 bytes,
|G2| = 136 bytes, 2|Z∗

p |+5|G1|+2|G2| = 2∗32+5∗34+2∗136 bytes = 506 bytes,
|G2| = 136 bytes, respectively. In order to provide a clearer understanding of
communication consumption, we can see the results as shown in Fig. 3.

Table 3. Computational time & Computation cost

Computational time (s) Computation cost(mJ)

Scheme RekeyGen Enc ReEnc Dec total
IBP [20] 12.35 15.15 2.71 5.42 887.64
P2B [24] 5.67 4.86 2.71 8.13 561.66
IPV2 [25] 11.44 8.92 18.53 25.46 1697.16
Our 2.71 10.56 2.71 4.61 521.82

For energy consumption, according to the evaluation approach in [26], we
know the sensor node consumes 3 ∗ 27 ∗ 8/12400 = 0.052 mJ to transmit one
byte of data. Therefore, the communication energy consumption in processing
of IBP , P2B, IPV2 and our scheme is (204 + 170 + 340) ∗ 0.052 = 37.128 mJ ,
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Fig. 3. Communication consumption. Fig. 4. Computational cost.

(136 + 136 + 236) ∗ 0.052 = 26.416 mJ , (506 + 304 + 338) ∗ 0.052 = 59.696 mJ ,
and (136+136+136)∗0.052 = 21.216 mJ . Based on the computational cost and
the communication cost, the total energy consumption of these four schemes is
37.128+887.64 = 924.768 mJ , 26.416+561.66 = 588.076 mJ , 59.696+1697.16 =
1756.856 mJ , and 21.216 + 521.82 = 543.036 mJ , respectively. Figure 4 and
Fig. 5 provide the sensor’s computational cost and total energy consumption.
Comparing the three schemes, our scheme has the lowest computational time
and energy consumption.

Fig. 5. Total energy consumption.

6 Conclusion

This paper proposes a new scheme to secure communication on IoV by using a
BIBPR-CRF scheme. It is an excellent choice to protect wireless sensor networks
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from internal attacks. Our solution can improve computational efficiency and
secure communication from VU to CBSC. Using proxy re-encryption to reduce
computational time, enhance computational efficiency, and communication secu-
rity. In this scheme, the vehicle node serves as the sender of the information and
sends the encrypted information to the CBSC for storage. At the same time,
smart contracts on the blockchain are called to replace the proxy party for re-
encryption operations. This method can avoid the single point of failure of the
cloud server and further improve the efficiency of our scheme. Compared with
the existing schemes IBP, P2B, and IPV2, the calculation time of this scheme is
42%, 4%, and 68%, respectively.
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Abstract. The Decentralized Anonymous Payment System (DAP)
is considered to be one of the most successful and widely adopted
blockchain applications. In spite of the high level of anonymity and secu-
rity offered by these payment systems (DAP), their potential use for illicit
activities can pose a threat to national security due to the inability to
identify those involved or stop transactions. In this paper, we introduce
Secure and Compliant Cryptocurrency Transactions in a Decentralized
Anonymous Regulated System (SCCT-DARS), which aims to assure ful-
fillment of government regulations and supervision whereas preserving
the confidentiality of transactions and the identities of transaction par-
ticipants. The primary aspect of the suggested proposal is the utiliza-
tion of the RSA accumulator in conjunction with the Schnorr protocol.
This combination enables compliance with government regulations and
provides a revocation mechanism in the event of regulation violations.
Furthermore, to ensure transaction privacy and anonymity, our proposed
system utilizes a combination of ring signatures, stealth addresses, and
Pedersen commitments. Regarding security, our proposed protocol con-
forms to the existing state-of-the-art security requirements and achieves
complete anonymity. In addition, the performance analysis demonstrates
that our suggested protocol is still applicable and effective despite achiev-
ing complete anonymity.

Keywords: Decentralized Anonymous Payment Systems (DAP) ·
Government Regulations · Supervision · Anonymity · Privacy

1 Introduction

Blockchain, a decentralized and distributed public ledger, has recently gained
substantial attention due to its immutability, openness, and transparency fea-
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tures. Among the various applications of blockchain technology, the Decentral-
ized Anonymous Payment System (DAP), commonly referred to as a cryptocur-
rency, emerges as a promising solution in the field of secure online payments.
Monero [1] is one such DAP system that provides a high degree of anonymity and
security by concealing the sender, receiver, and transaction amount. However,
payment systems with a high-security level also have limitations. The extensive
level of anonymity and security offered by such payment systems can pose a
threat to the national security of countries due to the possibility of using it in
illegal activities without the ability to identify those involved or stop their trans-
actions [2]. Majumder et al. [3] stated that international terrorist organizations,
such as the Islamic State, have used cryptocurrency to fund their operations.
To combat the financing of terrorism, money laundering, and tax evasion, gov-
ernments must verify the identity of cryptocurrency users as part of regulatory
compliance [4]. Accordingly, Yanbing et al. [5] suggested a compromise app-
roach aimed at striking a balance between delivering a strong level of security
and the ability to enforce regulations that protect countries and prevent system
misuse. In line with this suggestion, Chao et al. Introduced DCAP [6], a com-
promise solution that meets both security and regulatory needs while preserving
user anonymity. However, this solution also has its own drawbacks, such as the
requirement of a trusted third party (manager) who has the ability to reveal
the identities of the parties involved in the transaction. Moreover, users must
provide the trusted entity with their public key address as well as personal and
business information, which can have catastrophic consequences if the trusted
entity colludes with the validator node or hacker node and shares this sensitive
information about its users.

1.1 Motivation and Contributions

Preserving user privacy and ensuring compliance with government regulations
represent significant challenges, as highlighted in the literature review. Grant-
ing trusted third-party access to the user’s public keys may constitute a major
security breach. In a scenario where a user breaks the regulations or fails to
meet government requirements, the trusted third party needs to know the actual
public key of a user to initiate a revocation process. Furthermore, the trusted
third party can access the sender and receiver’s public keys. Consequently, if
these keys were leaked or if the trusted third party decided to collude with the
validator hacker node and share this information, it could lead to significant
damage. Therefore, addressing these risks and vulnerabilities is critically impor-
tant through developing a secure solution to protect user privacy and support
regulatory compliance in cryptocurrency transactions.
Therefore, addressing these risks and vulnerabilities is critically important
through developing a secure solution to protect user privacy and support regu-
latory compliance in cryptocurrency transactions.
These challenges motivated us to introduce Secure and Compliant Cryptocur-
rency Transactions in a Decentralized Anonymous Regulated (SCCT-DARS)
System, which aims to ensure compliance with government regulations and
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supervision while preserving transaction privacy and transaction participants’
anonymity. Precisely, our proposed SCCT-DARS system accomplishes the dual
goals of enforcing regulations in addition to maintaining privacy and anonymity
as follows:

1. Our SCCT-DARS system relies on a blind public key address to guarantee
user anonymity when the user seeks permission from the certificate authority
(government) to conduct transactions.

2. SCCT-DARS system uses the RSA accumulator to ensure that the user’s
permission to conduct transactions can be revoked in the event of violating
regulations or failure to meet the financial requirements set by the govern-
ment.

3. Our system utilizes a ring signature to protect the transaction sender’s
anonymity.

4. The system implements the stealth addresses to ensure unlinkability property
and maintain the anonymity of the receiver.

5. Applying Pedersen’s commitment to maintaining the privacy of transactions
and ensuring that only the transaction participants can view the transferred
amount.

1.2 Paper Organization

The remainder of the paper is structured as follows: In Sect. 2, we briefly discuss
the related work regarding the security of cryptocurrencies and the regulations
governing them. Section 3 presents a description of the network model, security
standards, and cryptography materials. As a next step, Sect. 4 describes the
detailed construction of our proposed SCCT-DARS system. The security assess-
ment of our proposed system is presented in Sect. 5. The analysis of the proposed
scheme is presented in Sect. 6 of the paper. Finally, we provide a conclusion and
future work in Sect. 7.

2 Related Work

Decentralized payment systems (DPSs) have gained substantial attention in
recent years as an alternative to traditional centralized financial systems. A key
feature of DPSs is their use of blockchain technology, which provides a decen-
tralized and transparent record of transactions. However, due to the open and
transparent nature of the blockchain, early examples of DPSs such as Ethereum
(ETH) [7] and Bitcoin [8] suffer from linkability and a lack of sufficient anonymity
protection [9–11].

If addresses are linked, this can lead to de-anonymization and the revelation
of the transaction participants’ identities, especially when analysis services such
as network-layer de-anonymization are used [12]. One notable solution to address
the linkability problem is mixing services [13]. The main concept of mixing is to
enable several users to construct a single transaction with multiple inputs and
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outputs simultaneously. This prevents a hacker node from linking the transaction
input to its related output, even with the use of analytics services. However,
mixing services have been criticized for the possibility of central trust entities
stealing currencies or leak information about transaction participants. Mixcoin
[14] is a solution that addresses the issue of currency theft and is compatible with
Bitcoin. Duffield et al. introduced Dash [15], a mixing process that enhances
participant anonymity by using multiple mixers instead of relying on a single
mixer. TumbleBit [16] is a solution for payments using an untrusted intermediary
called Tumbler. However, it has drawbacks, including the high financial fees
charged for any mixing operation and the long time it takes to complete the
mixing process.

Therefore, a new generation of cryptocurrencies, called Decentralized Anony-
mous Payment Systems (DAP), has been developed to address the flaws in mixer
mechanisms. Monero [1] and Zerocash [17] are two of the most well-known DAP
systems. They offer strong anonymity and privacy by hiding transaction details
such as the sender, receiver, and transferred amount of the currency.

Despite the undeniable economic benefits of using cryptocurrencies, including
both DPSs and DAPs [18,19], they have been used for illegal activities such as
funding terrorism and money laundering [20,21]. As a result, countries have
begun implementing regulations to organize the use of cryptocurrencies and
prevent their use in criminal activities [22,23].

Several solutions have been proposed to achieve privacy and regulations.
Yanbing et al. [5] suggested monitoring transactions through a central authority.
However, their system allows the auditor to view the entire transaction history of
a coin, which may pose a potential threat to user anonymity. Another solution
applying regulations has been presented in SkyEye [24], where users encrypt
their public information and provide proof to the regulator to show that they
know the corresponding private information. However, the regulator can decrypt
the data and reveal the identities of the participants.

RCash [25] presents an alternative regulatory approach by utilizing zero-
knowledge proofs to set spending limits. However, the regulator is authorized to
decrypt the public keys that serve as identifiers for transaction participants, and
it knows the real-life identities corresponding to each public key address. Chao et
al. developed a conditional anonymity payment system based on smart contracts
to reconcile privacy and regulations [6]. However, one significant limitation of this
approach is the involvement of a trusted party, a manager, who is authorized
to disclose transaction participants’ public keys, which could put users’ privacy
at risk. Furthermore, the visibility and observability of transferred coins by all
users in the blockchain network led to the lack of sufficient confidentiality.
Finally, Table 1 comprehensively compares schemes that ensure compliance
with government regulations and those that provide secure transaction privacy.
Note that �, � , and � denotes full-featured, half-featured, and non-featured
attributes, respectively.
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Table 1. Transaction Privacy vs Compliance with Government Regulations

Scheme Transaction Privacy Supporting Regulation
Sender
Anonymity

Receiver
Anonymity

Transferred
Amount Privacy

Bitcoin [8] � � � �
Zerocash [17] � � � �
Monero [1] � � � �
DAPS [26] � � � �
[5] � � � �
TumbleBit [16] � � � �

3 Preliminaries

Here we present the network model, the security standards, and the cryptography
materials.

3.1 Network Model

In the network model for our proposed system, we have identified three key
entities: Certificate Authority (CA), Participant, and Distributed Ledger Net-
work. Furthermore, there are two types of communication that can be conducted
within the system: On-chain communication and Off-chain communication, refer
to Fig. 1.

Fig. 1. The network model for the Secure and Compliant Cryptocurrency Transactions
in a Decentralized Anonymous Regulated System (SCCT-DARS).
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– Certificate Authority (CA): This is a trusted third party representing the
state, CA ensures that the transaction participants comply with government
regulations. In the first step, the participant supplies CA with their blind
public key address as well as his personal and business information. Upon
verifying that the participant meets the required legal and financial stan-
dards, the CA grants permission, also known as a certificate, confirming the
participant’s authorization to carry out financial transactions within the sys-
tem.

– Participant: This category represents the main parties in the blockchain pay-
ment system responsible for sending or receiving cryptocurrency transactions.
To initiate a transaction, a participant (also known as a user) must obtain
permission, i.e., a certificate from CA to confirm compliance with the coun-
try’s government regulations and financial standards. The certificate serves
as permission for the user to engage in cryptocurrency transactions within
the system.

– Distributed Ledger Network: This entity refers to the decentralized technology
that utilizes blockchain for managing and storing ledger records over multiple
nodes in a decentralized system.

3.2 Security Standards

Based on prior studies [9,11], our proposed SCCT-DARS system aims to achieve
the following security properties:

– Privacy of the sender’s identity and data integrity protection.
– Anti-linkability and the privacy of the receiver’s identity.
– Compliance with government regulations and supporting the revocation of

user permission.
– Transaction privacy.
– Collision prevention.

3.3 Cryptography Materials

1. RSA accumulator: In cryptography, the RSA accumulator is a primitive con-
struct that effectively proves an element belongs to a given set of values
[27–29]. It relies on modular exponentiation under strong RSA assumption.
Formally, it can be defined as follows:
Given a set A = {A1, A2, . . . , An} of random elements, the goal is to prove
their membership in the accumulator.
First, the set A is mapped to 2λ - bit prime number e through a collision-
resistant hash function, i.e., ei = Hprime(Ai) ∀i = {1, . . . , n}, respectively.
Consequently, Z = {e1, e2, . . . , en} represent a set of mapped primes num-
bers.
Next, commits to Z is the RSA accumulator, which can be calculated as

acc(Z) = g
∏

ei∈z ei (mod N).
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2. Schnorr protocol: Schnorr protocol is a zero-knowledge proof of discrete loga-
rithm in a group of known order [30–32]. In formal terms, it can be summed
up as follows:
Let Z∗

N represents an RSA group, where a ∈ ZN , A = ga (mod N), and
Hn:{0, 1}∗ → ZN . The prover aims to convince the verifier that he knows the
discrete logarithm of A base g, i.e., knowing a such that: ga = A.
The protocol consists of two algorithms:
(a) Prove algorithm (PR): The prover conducts the following:

k ∈R ZN , R = gk (mod N), c = Hn(g | A | R) , s = k + c × a.
Sends the proof π ← (c, s, R) to the verifier.

(b) Verification algorithm (VE): Given π = (c, s, R) and A, the verifier con-
ducts the following:
c′ = Hn(g | A | R), checks whether c = c′ and gs = Ac.R (mod N). If
yes, accept. Otherwise, reject.

3. Stealth address: A stealth address is an extension of a Diffie-Hellman proto-
col, where two users or more without prior knowledge of each other generate
a common secret value through the exchange of a public value on a public
network [33,34].
In our system, to achieve unlinkability and anonymity of the receiver’s
address, the sender does not directly transmit the cryptocurrencies to the
receiver’s address. Rather, on behalf of the receiver, the sender creates a tem-
porary one-time public key address and transmits the cryptocurrencies to this
address

Pstealth = Hs(tU)P + V.

While the receiver will be able to compute the one-time public key address
Pstealth as

P ′
stealth = Hs(uT )P + V.

4. Ring signature: A ring signature is a digital cryptographic signature that
enables a user within a group to sign a message without revealing their iden-
tity [35,36]. By verifying the signature, the verifier can be certain that some-
one in the group has signed the message without being able to determine who
specifically signed it. In our work, we utilize the LSAG ring signature [35].

5. Pedersen Commitment: The Pedersen commitment is a cryptographic proto-
col that enables the committer to commit to a secret value without revealing
it [37,38]. At the same time, the verifier can check the validity of the com-
mitment without knowing the secret value. Our system uses the Pedersen
commitment to preserving transaction confidentiality by hiding the number
of coins transferred. In technical terms, the Pedersen commitment can be
described as follows:
Given two generators of a group, points G and P , the committer creates a
commitment to a secret value x ∈ Zl by randomly choosing a blind factor
s ∈ Zl and computing the commitment as C = xG + sP .
If given the equation x1 + x2 = x3, where x1, x2, x3 ∈ Zl, then

Commit(x1) + Commit(x2) = Commit(x3).
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C1 + C2 = C3

Therefore
(x1 + x2)G + (s1 + s2)P = x3G + s3P.

4 Proposed SCCT-DARS System

Our proposed SCCT-DARS system employs the Unspent Transaction Output
(UTXO) model to track currency ownership and ensure the validity of trans-
actions while preserving participants’ privacy by using Pedersen commitment.
The UTXO model also provides an additional level of security against double-
spending attack.
When a new transaction is created, the network verifies it by ensuring that
the total value of the inputs is greater than the outputs and transaction fee.
Mathematically, the validator node verifies

∑
(encrypted input values) =

∑

(encrypted output values).

4.1 The Technical Perspective

In this section, we will discuss the various stages and processes involved in our
proposed digital currency system.

1. PubP ← Setup(1λ): This algorithm takes as input a security λ, and outputs
the public parameters PubP = {(N, g), (P,G, l, q,Hn,Hs,Hm,Hg,Hprime)},
where the modulus N is the product of two unknown prime numbers, g
∈ QRN is the generator of the RSA accumulator, and QRN denotes the
quadratic residual group of the modulus N.
E is an elliptic curve defined by the set of points (x, y) and satisfying a Weier-
straB equation:
{ E : y2 = x3 + ax + b (mod q), where a, b, x, y ∈ Fq}.
The generator P of the cyclic group G has the order l, the prime number
q > l.
The hash functions: Hn:{0, 1}∗ → ZN , Hs:{0, 1}∗ → Fq , Hm:{0, 1}∗ → EC ,
Hg:{P}∗ → F ∗

l × {P}∗, and Hprime:{0, 1}∗ → {e : e ∈ {0, 1}2λ∧ e is prime},
it maps random elements to 2λ-bit primes.

2. Create account stage: In this stage, users are enrolled in the system.
Initially, a user ( say, Carol) is supplied with the public parameters PubP .
Next, Carol selects her private key qc ∈ F

∗
l and calculates her corresponding

public address Qc = qcP.
Carol then creates a blinded version of her public address, Q′

c, by multiplying
her public address with the private key as Q′

c = Qcq.
3. Permission acquisition stage:

(a) Firstly, Carol uses off-chain communication to provide the CA with her
blind public key address Q′

c along with her personal and business informa-
tion. This is done to obtain proof allowing her to conduct a transaction.
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(b) Next, CA reviews Carol’s information and verifies that she is not on a
block list and meets all government requirements. In light of this, she will
be considered legally authorized to carry out the transaction.

(c) Following that, CA maps the blind public key address Q′
c into a prime

number ei through a hash function ei = Hprime(Q′
c).

(d) Next, to add ei into acc(Z), CA calculates the the new accumulator

acc(Z)′ = ( acc(Z) )ei (mod N)

Where acc(Z) represents the original RSA accumulator before adding an
element ei, and acc(Z)′ represents the new RSA accumulator value after
adding element ei to acc(Z).

(e) Subsequently, CA generates the witness
Wei

= (acc(Z)′)1/ei (mod N) to prove that an element ei exists in the
new accumulator acc(Z)′.
Note that, for security reasons ( refer to Sect. 5.5), in our proposed system,
the validator will not be provided with Wei

or ei to demonstrate that ei

exists in acc(Z)′. Instead, the validator will be given a zero-knowledge
proof proving that ei indeed exists in acc(Z)′.

(f) Afterward, to demonstrate in a zero-knowledge manner the knowledge of
ei such that

(Wei
)ei = acc(Z)′ (mod N) hold ,

CA conducts the following three steps :
i. Sample the secret k ∈ ZN and compute the commitment R =

gk (mod N).
ii. Set c = Hn(g | acc(Z)′ | R).
iii. Compute s = k + c

∏
ei∈z ei .

(g) Finally, CA sends the proof π ← (c, s, R) to Carol.
4. Transaction creation stage: During this stage, the transaction’s sender,

Carol, performs the following tasks: generating a receiver’s one-time pub-
lic key address, committing to the transfer amount, creating the signature,
and attaching the necessary information.
(a) Generating a receiver’s one-time public key address: As a security mea-

sure to maintain the anonymity of the receiver, coins are not sent directly
to Frank’s address. Instead, in each transaction, the sender, Carol, creates
a new address Pstealth for the receiver Frank, and then Carol transmits
the coins to this address Pstealth as described below:
Assume that the points U and V denote the receiver’s public key
addresses, i.e., U = uP , V = vP , u and v are the secret keys of U
and B, respectively. Moreover, U and V are public to everyone.
If the sender, Carol, wants to transmit the coins to Frank, then she takes
these actions:
i. Arbitrarily choose t ∈ F

∗
l and compute T = tP .

ii. Generate the one-time public key address Pstealth as

Pstealth = Hs(tU)P + V.
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iii. Then, Carol assigns Pstealth as the stealth address for Frank.
Note that, due to the Diffie-Hellman exchange, the secret value tU =
uT , that is, t(uP ) = u(tP ) can be calculated by both Carol and
Frank.

(b) Committing to the transfer amount: As a security measure and to main-
tain transaction confidentiality, only the sender and receiver should be
able to recognize the transmitted coins. At the same time, the validator
node has to ensure that the sender cannot spend more than they possess,
and it should remain unaware of how many input or output values the
sender has sent or received.
To transmit x1 coins, Carol executes Algorithm 1 (Commitment) and
assigns its output as a message m, i.e., m = C1,2, C3,4, X1,2, X3,4,S1,2,
and S3,4.

Algorithm 1. Commitment
Require: P,H ∈ G, where P,H generate G.
Ensure: Commit to secret values x1, x2, x3, x4 ∈ Zl, where input values x1, x2 equal

output values x3, x4, i.e., x1 + x2 = x3 + x4.
1: Set X1,2 = x1 + x2 and X3,4 = x3 + x4.
2: Randomly choose the blind factors s1, s2, s3, s4 ∈ Zl, where s1 + s2 = s3 + s4 then

set S1,2 = s1 + s2 and S3,4 = s3 + s4.
3: Compute the commitments C1, C2 for the input values x1 and x2 as C1 = x1G +

s1P , C2 = x2G+ s2P .
4: Combine commitments C1, C2 as C1,2 = (x1 + x2)G+ (s1 + s2)P .
5: Compute the commitments C3, C4 for the output values x3 and x4 as C3 = x3G+

s3P , C4 = x4G+ s4P .
6: Combine commitments C3, C4 as C3,4 = (x3 + x4)G+ (s3 + s4)P .
7: Return as output: C1,2, C3,4, X1,2, X3,4, S1,2, and S3,4.

(c) Creating the signature: To the transaction’s commitment message m,
where m = C1,2, C3,4, X1,2, X3,4,S1,2, and S3,4, without revealing which
key among the set of keys has been used for the signature, Carol performs
the following actions:

– Provide a set N = {Q1, Q2, Q3} of the public key addresses of a
potential signer.

– Assuming that Carol’s public/private key pair (Q2 = Qc, q2 = qc) and
her key-image β is given by the formula β = q2Hm(Q2), she proceeds
with the following steps:

– Choose randomly ϕ ∈R Fl then assign:
• L = ϕP .
• R=ϕ Hm(Q2).
• C3≡Hs(m || Lϕ || Rϕ) (mod l).

– For i = π +1, . . . , n, 1, . . . π − 1, choose randomly μ1, μ3 ∈R Fl, then
assign:

• C1 ≡ Hs(m || μ3P + C3Q3 || μ3Hm(Q3) + C3β (mod l).
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• C2 ≡ Hs(m || μ1P + C1Q1 || μ1Hm(Q1) + C1β (mod l).
• Compute rπ = ϕ − Cπxπ (mod l).

– Output the signature σ = (C1, s1, . . . , sn, β).
(d) Attaching: Lastly, Carol attaches the following within the transaction:

i. The message signature pair (m,σ).
ii. The witness

Wei
= acc(Z)1/ei (mod N).

iii. Zero-knowledge proof π ← (c, s, R) to demonstrate that

(Wei
)ei = acc(Z) (mod N) hold.

Then, Carol designates the receiver’s address as

Pstealth = Hs(tU)P + V.

Next, she sends the transaction to the validator node to be verified.
5. Distributed ledger-Adding transactions stage: In this stage, the validator adds

transactions to the distributed ledger. The process includes the subsequent
steps:
(a) Verify the validity of the zero-knowledge proof: To ensure that CA has

authorized Carol to conduct transactions, the validator verifies the valid-
ity of the zero-knowledge proof. Given π ← (c, s, R) and acc(Z)′, the
validator needs to demonstrate that the following equation holds:

(Wei
)ei = acc(Z)′ (mod N)

To do this, the validator performs the following steps:
– Computes c′ = Hn(g | acc(Z)′ | R).
– Checks whether c = c′ and

gs = (acc(Z)′)c.R (mod N). If yes, accept. Otherwise, reject.
(b) Ensure that no double-spending occurs: The validator keeps a list of the

whole key images employed to sign transactions.
Therefore, a validator examines the list to see whether β = q2Hm(Q2)
exists. If β is found on the list, the validator classifies that as a double-
spending try and rejects the transaction.
Otherwise, it continues to the next step.

(c) Verifies that Carol has sufficient coins in her balance: The validator must
ensure that Carol has enough coins to cover her expenses, i.e., she cannot
spend more than she possesses, while also maintaining transaction confi-
dentiality. This validation process is achieved by executing Algorithm 2
(Verification of Sufficient Coins).

(d) Verify the validity of the ring signature SIG: Assume that a mes-
sage m, the message’s signature σ = (C1, s1, . . . , sn, β), and the set
N = {Q1, Q2, Q3} of a potential signer are all provided, the validator
conducts the followings:
As a beginning, compute C ′

i+1

C ′
2 ≡ Hs(m || μ1P + C1Q1 || μ1Hm(Q1) + C1β (mod l).
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Algorithm 2. Verification of Sufficient Coins
Require: C1,2, C3,4, X1,2 = x1 + x2, and X3,4 = x3 + x4.
Ensure: The validity of Carol’s sufficient coins.
1: Compute C′

1,2 = (x1 + x2)G+ (s1 + s2)P .
2: Compute C′

3,4 = (x3 + x4)G+ (s3 + s4)P .
3: if C′

1,2 = C1,2 and C′
3,4 = C3,4

4: Sufficient Coins Verified
5: else
6: Reject Transaction
7: end if then

C ′
3 ≡ Hs(m || μ2P + C ′

2Q2 || μ2Hm(Q2) + C ′
2β (mod l).

C ′
1 ≡ Hs(m || μ3P + C ′

3Q3 || μ3Hm(Q3) + C ′
3β (mod l). Next, verify

whether C ′
1 = C1. If it does, add transactions to the distributed ledger.

If not, discard the transaction.
6. Acquiring coins stage: In the end, at receiving, Frank carries out the succeed-

ing steps:
(a) Calculate the one-time public key address P ′

stealth as

P ′
stealth = Hs(uT )P + V.

As mentioned earlier, due to using the Diffie-Hellman exchange, the secret
value tU = uT , which implies that, t(uP ) = u(tP ). Consequently, we have
Pstealth = P ′

stealth.
(b) Obtain the secret key δ of the one-time public key address P ′

stealth as

δ = Hs(uT ) + v.

(c) Finally, Frank re-sends the coins from the one-time public key address
P ′

stealth to his address by conducting another transaction and signing it
with the secret key δ.

7. Revoke permission: In cases where the user breaks the regulations or fails to
meet government requirements, CA can revoke the user’s permission.
After a while, assuming Carol had broken a regulation, CA can revoke Carol’s
permission as follows:

– First, CA maps the blind signature of Carol’s public key (σ, (r, s)) to a
prime number ei = Hprime(σ | r | s).

– Following that, CA deletes ei from acc(Z) as follows:

acc(Z)′ = ( acc(Z) )e
−1
i mod φ(N) (mod N).

Where acc(Z) represents the original RSA accumulator before deleting
an element ei, and acc(Z)′ represents the new RSA accumulator value
after deleting element ei from acc(Z).

– Next, as explained previously (Sect. 4.1.3.g), Carol received the proof
π ← (c, s, R) from the CA. When she decides to make another new trans-
action, she sends the transaction along with the proof π ← (c, s, R) to
the validator node for verification.
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– Then, the validator verifies the validity of the zero-knowledge proof:
Given π ← (c, s, R) and acc(Z)′, the validator computes

c′ = Hn(g | acc(Z)′ | R)

and finds that
c �= c′

and
gs �= (acc(Z)′)c.R (mod N).

Consequently

(Wei
)ei = acc(Z)′ (mod N) not hold.

Reject the transaction.

5 Security Assessment

Our proposed system meets the security standards as follows:

– Privacy of the sender’s identity and data integrity protection: The ring sig-
nature property provides the verifier with an assurance that a group member
has signed the message while preventing the verifier from discerning the exact
sender’s key used to produce the signature. The difficulty of detecting the
actual signer of the message, referred to as signer ambiguity, stems from the
Decisional Diffie-Hellman Problem (DDHP) [35,39].
Informally, DDHP is described as follows:
Consider the cyclic group G = {P 0, P 1, P 2, . . . , P l−1} of order l with a gen-
erator P , and let a, b, and c be independently and uniformly chosen from the
multiplicative group of integers modulo l. Then distinguishing between the
distributions of (P a, P b, P ab) and (P a, P b, P z) is a complexity task. In other
words, given (P a, P b, P ab) as input, then determining whether ab = z is a
challenge.
Formally, DDHP is defined as follows:
1. Select (x1, x2, x3, x4, x5) from Z∗

l .
2. Compute (a0 = P x1 , b0 = P x2 , c0 = P x3) and compute (a1 = P x4 , b1 =

P x5 , c1 = P x4x5).
3. Choose a random bit b ∈ {0, 1}.
4. Let (a, b, c) ≡ (ab, bb, cb).

We assert that there exists no adversary A ∈ PPT(k) such that

P [A(P a, P b, P c) = b] =
(
1
2

)

+
1

F (k)

where F (k) is a polynomial. In simpler terms, there is no adversary A that can
successfully solve the Decisional Diffie-Hellman Challenge with a probability
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exceeding 1/2 beyond that of random guessing. Therefore, the signer’s identity
remains secure.
Furthermore, one main property of digital signature is integrity. As a result,
any change or tampering with the transaction after it has been signed will
be detectable. Thus, the message’s integrity, i.e., the transaction’s integrity,
is assured.

– Anti-linkability and the privacy of the receiver’s identity: Stealth addresses
[33] can be defined as an enhanced version of the Diffie-Hellman key exchange,
allowing two or more parties to calculate a secret value by exchanging public
values over an insecure channel.
In our scheme, aiming to ensure the privacy of the receiver’s identity, the
sender avoids sending the coin directly to the receiver’s address. Rather than
sending the coin directly to the receiver’s address, the sender generates a
temporary address (referred to as a stealth address Pstealth), also known as
a one-time public key address on behalf of the receiver, and then sends the
coin to this particular address.
Furthermore, to prevent linkability, in each transaction, the sender creates
a different one-time address Pstealth on behalf of the receiver and sends the
funds to this address. This prevents transactions from being linked; even if the
same sender makes multiple payments to the same receiver, they will not be
linked to each other. As outlined in [33,34], stealth addresses cab be defined
as:
Let U and V denote the receiver’s public key addresses, where U = uP ,
V = vP , u and v are the secret keys of U and B, respectively. U and V are
publicly published to all users. The sender selects a private key t, computes
T = tP , and then transmits T to a receiver. Next the sender creates the one-
time public key address Pstealth = Hs(tU)P + V . Due to the Diffie-Hellman
exchange, the secret value tU = uT , that is, t(uP ) = u(tP ), can be calculated
by both parties. In light of that, the receiver will be able to compute the one-
time public key address Pstealth as P ′

stealth = Hs(uT )P + V.
– Compliance with government regulations and supporting the revocation of

user permission: Using the RSA accumulator ensures compliance with gov-
ernment regulations, and user permission can be revoked if regulations are
violated.

– Transaction privacy: Due to the additively homomorphic of the Pedersen
commitment, the verifier can perform the following check:
Given Ci = xiG + siP for (i = 1, 2, . . . , l), then

l∑

i=1

Ci =
l∑

i=1

xiG + siP.

In simpler terms, this permits the validator node to verify that the committed
input and output values are equal without the ability to disclose the exact
values of those inputs or outputs.

– Collision prevention: In our scheme and to prevent collusion between the
Certificate Authority (CA) and attacker node, when a user request permission
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Fig. 2. Comparison of communication cost

from the CA to conduct transactions, they send their blind public key address
Q′

c instead of their actual public key Qc. This is done to prevent the possibility
of cooperation between the CA and attacker nodes in case the CA decides to
leak the user’s public key to the attacker node. Moreover, the validator does
not receive Wei

nor ei to verify the existence of ei in acc(Z)′. Instead, we
provide the validator with a zero-knowledge proof demonstrating the existence
of ei in acc(Z)′.
When the user, Carol, conducts a transaction, witness Wei

and element ei

are embedded into the transaction and become visible to all nodes due to the
openness feature of the blockchain. As the CA stores sensitive information
about every user in its database, such as their names and jobs, there is a
risk that this data may be leaked to the hacker node. Consequently, the
hacker could exploit the leaked information to link between the user and
Wei

, ei. This could be achieved through methods like side-channel analysis
or artificial intelligence techniques, involving examining data patterns and
narrowing down the analysis scope. In the end, these methods may facilitate
de-anonymizing a user. To avoid such a scenario, the validator is provided
with a zero-knowledge proof demonstrating the existence of ei in acc(Z)′.

6 Performance Analysis

In this part, we comprehensively evaluate the proposed SCCT-DARS system
and compare its performance to the DCAP [6] system. The evaluation includes
aspects such as communication cost, security properties, and computation cost
using a set of experimental evaluations. The experimental setup uses the PBC
[40] library and is executed on a machine with an Intel(R) Core(TM) i7-7700
Processor and 8 GB of random-access memory, implemented in C++, and the
underlying computational structure is the elliptic curve y2 = x2 + x (mod p).
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Table 2. Communication Cost Analysis Comparison.

No Stage DCAP Our

1 Stage 1
Initialize | G | 2| G |
Registration 2| G | 2| G |
Update 2| G | -

2 Stage 2
Proof 5| G |+6| Z∗

q | 2| G |+2| Z∗
q |

3 Stage 3
Transact 10| G |+5| Z∗

q |+ v -
One-time key - | G |
Pedersen - 4| G |+4| Z∗

q |
Signature - | G |+4| Z∗

q |
4 Stage 4

Verify 2| G |+ 2| Z∗
q | -

5 Stage 5
Smart Contract 5| G |+ 3| Z∗

q | -

6.1 Communication Cost Analysis

Suppose the size of every element in QRN or G is 128 bytes, and the size of
every element in Zp or Zn is 20 bytes. Let | Zp | and | Zn | stand for the bit
length in Zp, Zn respectively, | QRN | and | G | for the size of point in QRN ,
and G respectively, and - stand for the algorithm not present in the system.
It is important to mention that the value being transferred, denoted as v, has a
maximum value of 232, and can thus be represented using 4 bytes.

The communication cost comparison between our proposed system and the
DCAP [6] is based on five stages, namely: the sending address (stage 1), the per-
mission acquisition stage, where the sender requests proof to enable the transac-
tion (stage 2), the transaction issuance (stage 3), the verifying (stage 4), and the
executing of the smart contract (stage 5). These stages represent the different
steps in the communication process, and the cost associated with each step is
evaluated and compared.
Based on Table 2 and Fig. 2, it is clear that our proposed system has the lowest
communication cost compared to the DCAP [6].

6.2 Computation Cost Analysis

Consider the symbol M representing the multiplication operation, E representing
the exponentiation operation, and - representing the algorithm not present in
the system.



50 I. Elfadul et al.

Table 3. Computation Cost Analysis Comparison.

No Stage DCAP Our

1 Stage 1
Registration 4M 4M
Update 2M -

2 Stage 2
Proof 3M M + 3E

3 Stage 3
Transact 9M -
One-time key - 5M
Pedersen Commitment - 4M
Signature - 7M

4 Stage 4
Verify 13M 9M + 2E

5 Stage 5
Trace M -

Fig. 3. Comparison of computation cost

The comparison between our proposed system and the DCAP [6] is based on
the five stages, namely: creating the address (stage 1), the permission acquisition
stage, where the sender requests proof to enable the transaction (stage 2), the
transaction issuance (stage 3), the verifying (stage 4), and the executing of the
smart contract (stage 5).
As illustrated in Table 3 and Fig. 3, our proposed scheme has minimal perfor-
mance difference compared to the DCAP scheme [6].



SCCT-DARS: Secure and Compliant Cryptocurrency Transactions 51

6.3 Privacy and Security Analysis

This section deeply analyzes the privacy and security issues associated with our
proposed system and DCAP [6]. It evaluates potential vulnerabilities and weak-
nesses in these systems and assesses compliance with relevant privacy regulations
outlined in Security Standards.
Consider F1, F2, F3, F4, F5, F6, F7, F8, F9, and F10 to represent the secu-
rity features of data integrity protection, double-spend resistance, decentralized
networks, compliance with government regulations, concealing the monetary
value of the transaction, anti-linkability, unconditional anonymity, supporting
the blinded public key submission, supporting the revocation of user permission,
and eliminating the possibility of collision, respectively.
As illustrated in Table 4 , our system attains a considerable degree of fundamen-
tal security requirements while also granting the capability to revoke a user’s
authorization to perform transactions if they fail to abide by government regula-
tions or abuse the service. Furthermore, unlike DCAP [6], our system eliminates
the possibility of collusion between the CA and blockchain nodes.
It is important to acknowledge that there is a trade-off between security and
performance in any algorithm design. Increasing the performance and efficiency
of an algorithm may come at the cost of sacrificing or weakening its security
properties; conversely, enhancing security measures may negatively impact the
algorithm’s performance. This is a crucial factor that should be considered when
designing and implementing any system.
However, despite satisfying all of the essential security requirements outlined
in the Security Assessment, our system still maintains reasonable performance
results compared to the DCAP [6], as demonstrated in Tables 2 and 3. This
highlights the careful consideration and balance that was taken into account
during the design and implementation of our system to ensure that both security
and performance were optimized.

Table 4. Security Features Comparison.

F1 F2 F3 F4 F5 F6 F7 F8 F9 F10

DCAP � � � � ✗ ✗ ✗ ✗ � ✗

Our � � � � � � � � � �

7 Conclusion and Future Work

In this paper, we present Secure and Compliant Cryptocurrency Transactions
in a Decentralized Anonymous Regulated System (SCCT-DARS). Our proposed
system in this research seeks to align with government regulations, facilitate
government supervision, and simultaneously protect transaction confidentiality
and participant anonymity.
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To ensure that the user meets the government regulations, we utilized an RSA
accumulator combined with a zero-knowledge proof. We have implemented a
ring signature technique to protect the sender’s anonymity. To ensure trans-
action privacy, we have implemented the Pedersen commitment mechanism. A
stealth address is utilized to ensure unlinkability and preserve the anonymity of
the recipient in a transaction.

As part of our future efforts to improve the security of our system, we intend
to expand the SCCT-DARS scheme and implement range proof to prevent cheat-
ing and fraudulent activities, precisely by preventing the commitment to negative
values. Including range proof ensures that the secret committed value lies within
a positive interval, thus avoiding manipulating the equation of the Peterson com-
mitment.
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Abstract. Blockchain become a trust and secure environment for decen-
tralized applications. The blockchain brings the benefits of tamper-
resistant while also bringing on-chain overhead issues. With the devel-
opment of blockchain smart contracts, securely reduce the on-chain data
storage overhead is a very worthwhile research question. In this research,
the Off-chain Data Storage based on Chameleon hash (ODSC), a unique
framework for distributed system based on chameleon hash, supports
code or stored data upgrades without changing on-chain data is pre-
sented. ODSC uses chameleon hash of data as index to ensure the index
does not change during data modifying process while data can store out-
side of blockchain with authentication. The experimental results show
ODSC has less on-chain storage than comparable frameworks. Addition-
ally, ODSC has a far lower overhead than directly storing data in a smart
contract.

Keywords: blockchain · storage · distributed system · smart
contract · chameleon hash

1 Introduction

The size of blockchain-based decentralized apps can expanding quickly because of
blockchain ledger structure. Every node must store the entire blockchain ledger
data, which there will be a limit to on-chain data can store [1,2]. The data from
decentralized applications is restricting the number of transactions as blockchain
continues to grow. Thus, to build decentralized smart contracts and lower the
price of on-chain data storage, a blockchain-based off-chain storage solution is
needed.

Smart contract storage infrastructures have been proposed, Certledger [3],
Smart Contract-based PKI (SCPKI) [4], and TrustCA [5] provide solutions for
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storing key-value data based on smart contract. However, these proposals are
inefficient in terms of storage and have large headers. These proposals reduce on-
chain storage overhead by storing data into InterPlanetary File System (IPFS)
and then storing the index of data in blockchain. If data in IPFS need to be
modified in these proposals, it is necessary to update new data and obtain a new
index. The approach is practical for keeping Public Key Infrastructure (PKI)
certificates that does not need to be updated for a while. But data often needs
to be updated in apps. For example, domain name administrators must reassign
domain name resolution information in Domain Name System (DNS). This will
result in an additional overhead when updating the data stored in IPFS and
sending transactions to call contracts. Namecoin [6] proposed a solution to build
a new blockchain dedicated to storing and maintaining these key-value data.
Nevertheless, existing blockchains can provide better security [7]. A framework
to build off-chain data storage based on the existing public blockchain is required.

In this paper, propose a unique framework for building distributed applica-
tion is proposed, what called ODSC. ODSC uses chameleon hash as an index to
ensures that the index does not change after modifying data. ODSC reduces on-
chain storage overhead and facilitates the storage of frequently updated data by
storing data in application-based small-scale distributed storage. ODSC can be
implemented based on the existing public blockchain that supports smart con-
tract. The security of ODSC is guaranteed by the unforgeability of the chameleon
hash and the transparency of blockchain. We used Go-lang to develop an ODSC-
based demo program and verified the feasibility of the framework on Ethereum
Sepolia testnet. The on-chain overhead of modifying data is also tiny.

2 Related Work

The Internet infrastructures based on trusted third-party (TTP) implementa-
tions have various problems due to their centralized design [8]. Therefore, in
order to build these infrastructures without TTP, a decentralized architecture
is reqiured. Many proposals have been proposed to build internet infrastructure
based on blockchain.

Some proposals provided blockchain-based PKI implementation architec-
tures. [3–5,9,10] proposed architectures based on smart contract to implement
PKI. CertLedger [3] implemented certificate transparency and revocation trans-
parency based on blockchain. SCPKI [4] built an attribute storage architecture.
The full version stores attribute data in smart contract and the light version
stores data on IPFS. TrustCA [5] implemented certificate transparency based
on smart contract and utilizes IPFS to reduce the overhead of on-chain storage.
IKP [9] designed a blockchain-based PKI enhancement that offers automatic
responses to CA misbehavior and incentives for those who help detect misbe-
havior. It stored PKI-related data in smart contract, and designed detectors
to monitor the logs of the smart contract to detect misbehavior of CAs. [10]
designed blockchain-based PKI management framework for issuing, validating,
and revoking certificates. This framework stores certificate data in smart con-
tracts and constructs a chain of trust between contracts. These proposals use
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on-chain storage, which increases the overhead of on-chain storage. Some of
them also use IPFS to reduce on-chain storage overhead, but it is inconvenient
to modify stored data frequently.

There has also been other proposed blockchain-based storage framework.
Saqib Ali [11] designed a decentralized data storage and access framework for
PingER. It stores the file in P2P network, then packages the relevant information
of the file as a transaction and sends it to blockchain. Shangping Wang uses
Ethereum [12] smart contract to store encrypted parameters of files [13]. The
proposed framework uses smart contract as a TTP, allowing users to decrypt files
in cloud storage within a valid access period. These proposals use blockchain as
a TTP to ensure that data cannot be modified and cannot be used to store
modifiable data.

Namecoin [6], and Ethereum name service (ENS) [14] are blockchain-based
domain name services. Namecoin [6] based on the code of Bitcoin [15] imple-
ments the storage of key-value data within its blockchain transaction database.
Namecoin supports ‘.bit’ address, public keys can be added to a domain to
enable PKI. ENS [14] provides a domain name service based on Ethereum smart
contracts. The resolution information of the domain name is stored in smart
contract, which is on-chain storage. [6] proposed new chain to store data, but
it is vulnerable to attacks. [14] stores data in smart contracts and its storage
overhead on the chain is relatively large. There will be additional overhead when
data has been modified.

3 Preliminaries

3.1 Chameleon Hash Based on Elliptic Curve

Chameleon hash was introduced in [16], which is the basis of ODSC. Elliptic
curves can provide better security with the shorter private key, so we utilize
elliptic curves to construct the chameleon hash function for implementing ODSC.

The chameleon hash is built upon an Abelian group Gp, where p is a large
prime number. The cardinality of Gp should be divisible by a large prime number
q [17] for security. A point O chosen from Gp as the base point. x ∈ [1, q − 1] is
selected as the private key, and y = xO calculated as the public key.

To compute the hash of a message m1, h is used to map the message m1 for a
large integer. When computing the hash value of m1 for the first time, a random
number r1 needs to be selected. Then the chameleon hash value CH(m1, y, r1)
of message m1 can be computed as

CH(m1, y, r1) = h(m1) · O + r1 · y (1)

When modifying the data corresponding to the chameleon hash, assuming
that the new message is m2, a new random number r2 can be obtained through
the collision finding algorithm Find(m1, r1,m2, x) as

Find(m1, r1,m2, x) = (xr1 + h(m1) − h(m2))x−1 (2)
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This is because need to ensure that CH(m1, y, r1) = CH(m2, y, r2), expand
the formula as

h(m1) · O + xr1 · O = h(m2) · O + xr2 · O (3)

Therefore, the calculation formula of the collision algorithm can be derived.
The output hash value will not be changed when updating the data. Only the
holder of the private key x can generate a valid random number r2, so the
chameleon hash is unforgeable.

4 Framework Design

ODSC is used to store off-chain data, and it needs to rely on blockchain to store
the digest of data to ensure credibility and transparency of data. Compared with
other similar frameworks, ODSC can reduce the storage overhead on the chain,
which is conducive to storing data that needs to be changed frequently.

Fig. 1. ODSC overall workflow. It shows the workflow of ODSC, which is divided into
four steps.

There are two different types of nodes in ODSC: (1) Full Node (FN), which
runs the full node program of blockchain and can broadcast transaction. (2)
Monitoring Agent (MAn), which runs the framework, sends transactions to
blockchain and monitors smart contract events through FN .

In addition, we need a smart contract to validate the nodes’ permission.
We will explain the purpose of this smart contract later and propose an ERC
specification1 that is beneficial for implementing ODSC-based applications.
1 https://github.com/Chain-Lab/odsc-demo/blob/main/solidity/odsc-specification.

sol.

https://github.com/Chain-Lab/odsc-demo/blob/main/solidity/odsc-specification.sol
https://github.com/Chain-Lab/odsc-demo/blob/main/solidity/odsc-specification.sol
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MAn can deploy smart contract and manage the authority of the MAn under
the same application. A P2P network is built between MAs using Kademlia [18],
and they all maintain a database to manage off-chain data. After illustrating the
two types of nodes and smart contract in ODSC, the overall workflow of ODSC
is shown in Fig. 1. The workflow has four steps as follows.

4.1 Contract Creation and Data Initialization

As the Step. I shown in Fig. 1. P2P protocol and creation of a smart con-
tract on blockchain require a bootstrap node MA0. MA0 sends a transaction to
blockchain through FN to create and initialize the smart contract. The developer
develop smart contract and then deploys the compiled contract code by default
method of blockchain. The data that the smart contract needs to initialize is
owner, boostrap and genesis.

To limit the operation permission of the contract, MA0 sets the owner
attribute. Only the owner can modify the information in the smart contract.
MA0 fills bootstrap with its own connection information in P2P network. genesis
is the index of genesis data, which is generated after MA0 creates genesis data.
Genesis data gd is created before MA0 initializes the smart contract attributes.
In other scenarios, gd can be set as required. After MA0 creates gd, signature
is generated by using the chameleon hash, and signature can be used for veri-
fication and as an index of the data. MA0 will put gd to the P2P network and
writes it to the smart contract during initialization.

Fig. 2. Create genesis data algorithm

The pseudocode of the algorithm that creates the genesis data is shown in
Fig. 2. For security, version and the latest block hash of blockchain must be set
when the data is created and modified. gd contain a list, which is used to control
data write permissions.

The distributed network running this framework will synchronize data on the
network according to list. The index of gd is obtained through the chameleon
hash, so MA0 can change list in gd without affecting gd.index. Through the
pseudocode of Fig. 2, we can know that the required attributes of genesis data
gd are shown in Table 1.
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Table 1. Genesis Data Initialization Attributes

Attribute Type Description

index string The chameleon output of genesis data
pubKey string Chameleon public key
random stirng Chameleon random number
blockHash string Latest block hash
timestamp int Timestamp when create
version int Data modification version
list []byte Permission list in the application

4.2 Read Attribute and Connect P2P Network

The connection information bootstrap of the genesis node MA0 is stored in the
smart contract. But MA0 may fail for abnormal reasons. According to bootstrap,
a new node can discover other nodes and join the P2P network. The process for
Step. II shown in Fig. 1 for new node MA1 and MA2 to join the P2P network
are as follows.

1. MA1 reads bootstrap from smart contract, then connects to MA0;
2. MA1 discover other nodes in the P2P network through MA0 and built its

routing table. Now other nodes can also discover other nodes through MA1;
3. Another new node MA2 wants to join the P2P network later, MA2 can

connect to MA1 to discover other nodes in the P2P network.

New nodes such as MA1 and MA2 can call smart contract to record their
connection information into the log. This can solve the single point of failure
(SPOF) problem.

4.3 Manipulate Data and Call Contract

The node in an ODSC-based application needs to open a remote procedure call
(RPC) [19] service to receive data operation commands. The RPC service is
only exposed to the local command line interface (CLI) for security. There are
three operations: create data, modify data and revoke data. When the node
performs these three operations, it will emit an event on the smart contract.
There are three types of events corresponding to data operations, which are
created, modified, and revoked. Figure 3 shows the life cycle of data. After
data is created, it undergoes a series of modified and finally is revoked.

Users can insert new data as Step. III in Fig. 1 by sending a message car-
rying the data to a node through RPC service. The node will create new data
according to the pseudocode shown in Fig. 4 after receiving data. The attributes
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Fig. 3. Life cycle of a data

in a piece of data are similar to the attributes in genesis data shwon in Table 1.
The difference is that list is replaced by an attribute named data.

Fig. 4. Create a new data algorithm

If a user needs to modify data, it is necessary to send a message carrying the
data’s index and new data bytes to the RPC interface of a node. After the node
receives index and new data, it will modify data according to the pseudocode
shown in Fig. 5.

According to the life cycle of data shown in Fig. 3, data can be revoked. Users
can revoke data by sending a message carrying the index to the RPC interface
of the node. As Step. III in Fig. 1, after the node receives the message, it will
directly call the smart contract function and emit the revoked event.
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Fig. 5. Modify data algorithm

4.4 Monitor Event and Synchronize Data

When an ODSC-based application runs, it will start a thread to monitor the
events of the specified smart contract. The callback function corresponding to
the event will be executed if an event is emitted. As mentioned above, there are
three events in smart contract that correspond to the life cycle of data: created,
modified, and revoked. Therefore, new nodes can traverse the log to synchronize
data based on these events. New nodes can traverse the event log in the smart
contract in turn to obtain data change records as the Step. IV shown in Fig. 1.

The synchronize workflow for a new node is shown in Fig. 6. New nodes
append the traversed events to the task queue and then perform corresponding
processing according to the type of events. During the synchronize process, new
nodes need to synchronize data according to four conditions as follows.

– The created and modified events contain data’s chameleon hash and a ran-
dom number.

– The revoked event contains the chameleon hash of data, which can be revoked
after verifying that the event was emitted by the creator of data.

– P2P networks only save the latest data. Therefore, when synchronizing data,
mainly focus on the modified event, and use the last modified event to verify
the data.

– If a piece of data has been revoked, the modified event is no longer valid.

Through the synchronize workflow, new nodes can update their data to
latest. index and random of a data are used as parameters for the created event
and modified event. Nodes in the P2P network take out index and random
when monitoring events. The data can be obtained by using index as the key
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Fig. 6. Synchronize workflow

in the P2P network. The data is then deserialized to take out the public key
contained within it. Nodes can use the random number and public key to check
whether the value is valid. The validation workflow is shown in Fig. 7.

Fig. 7. Verify data algorithm

In addition to created and modified event, nodes also need to handle revoked
event. If a revoked event with index as a parameter is monitored, the nodes in
the P2P network will delete the data in their database and will not handle the
event of the index in the future because the data has been revoked. To ensure
that only the owner of the data can operate the data, other nodes will check
whether the modified or revoked event is emitted by the creator of data.
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5 Security Analysis

5.1 Replay Attack

The signed data will not be duplicated because the block hash and version
number fields are updated whenever the data is modified. The block hash and
version number also allow us to determine whether a data modification operation
is legitimate or not. If the original data tuple is (m1, pk, r1, sign1), its owner
modifies it to a new data tuple (m2, pk, r2, sign2). An adversary can try to use
the original data to overwrite the new data to achieve replay attack. However,
m = (value|blockHash|version) in a data tuple. Nodes in the framework can use
blockHash and version to ensure that the data is the latest. The block height
can be compared by querying the block through the block hash, and the version
must be guaranteed to be incremented.

If the adversary uses the previous signature and modifies blockHash, version
or value in a data tuple. This will make the data fail to pass the verification
because

CH(m, pk, r) �= CH(m′, pk, r) (4)

This ensures that ODSC can defend against replay attack.

5.2 Data Security

There are five operations in ODSC: genesis, create, modify, revoke and
synchronize. genesis is a single operation that is used to initialize ODSC, whose
is similar to create. To prove these operations are secure, it is need to define four
methods shown in Table 2. These methods can constitute the five data operations
described above.

Table 2. Methods included in data operations

Method Description

MAnSign Sign data by chameleon hash
MAnResign Re-sign data to keep index not change by chameleon hash
Publish Publish data in P2P network
Emit Emit event in smart contract

As mentioned above, genesis is the operation that can only be performed
once by the genesis node, which corresponds to Step. I of Fig. 1. We assume
that the genesis node is MA0, its private key is sk0, its public key is pk0,
and the permission list contained in genesis data is pl. In initializing ODSC,
MA0 constructs genesis data gd = (pk0, timestamp, version = 0, pl), then
signs gd with chameleon hash to get index and random number by index, r =
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MA0Sign(sk0, gd). MA0 constructs genesis message gm = (gd, index, random).
The operation of MA0 at the time of genesis can be represented as

Publish(index, gm) ∩ Emit(create, index, r) (5)

With the operation, genesis node MA0 writes index and random into smart
contract. MA0 publishes data gm to P2P network with index, then emits created
event in smart contract with parameter index and random. According to the
characteristics of the chameleon hash, only the genesis node MA0 can gener-
ate valid index and random [16]. In addition, smart contract log is public, and
blockchain transactions contain sender’s information. Other nodes can use the
information and smart contract log to verify whether the data on P2P network
has been falsified. Therefore, the unforgeability of chameleon hash and the trans-
parency of blockchain ensure that the genesis message gm is unalterable. The
security in manipulate data and synchronize data is also based on the unforge-
ability of the chameleon hash and the transparency of blockchain.

The security of blokchain and elliptic curves based chameleon hash relies on
the Elliptic Curve Discrete Logarithm Problem (ECDLP) [20]. Furthermore, the
security of ODSC is based on ECDLP, a polynomial-time adversary can breach
ODSC with negligible probability when the secret key length exceed 160 bits. In
summary, the security of ODSC data can be guaranteed.

6 Experiments

6.1 Experimental Environment

We used Go-lang to develop an ODSC-based demo program2. The smart contract
in demo program for testing is deployed on the Ethereum Sepolia testnet3. There
are 15 nodes to test the functionality and performance of the program.

To ensure that the framework was feasible, we ran functional tests on the
program. The program is also conducted performance testing in order to acquire
quantifiable system.

6.2 Function Test

Following the completion of the node network deployment, we used the CLI tool
to sequentially store files of 1kb, 5kb, 20kb, 50kb, 100kb, 200kb, 500kb, 1000kb,
and 2000kb into the network. Because the file over 2000kb exceeds the default
transfer size limit of the RPC interface, no larger files have been tested.

The demo program can create, modify, and revoke data in all tests. It is
consistent with the expectations of ODSC.

2 https://github.com/Chain-Lab/odsc-demo.
3 Smart contract address is 0x42e87ba2470f5ef539037f250e5fd77a9155496a.

https://github.com/Chain-Lab/odsc-demo
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6.3 Performance Test

On-Chain Storage Consumption. Gas table contains the gas cost of differ-
ent operations in Ethereum virtual machine (EVM). To precisely measure the
storage cost of different on-chain storage methods, the cost of gas table has been
modified4 in go-ethereum for measuring, all none storage-related cost of opera-
tions are set to 1. Four types of contracts of different data storing methods are
deployed on the local test node as follows.

1. Direct Storage: Receive encoded data, then store the data in smart contract.
2. On-chain NFT: Receive a Non-Fungible Tokens (NFT) token-id and encoded

data, then store the data into a map of the smart contract. This map is a
uint256 to string map, indicating the data resource corresponding to an NFT.

3. Off-chain NFT: Receive the NFT token-id and IPFS path, store the path
into the map of the smart contract. The path points to the location of the
corresponding image in IPFS.

4. ODSC: Receive the chameleon hash and random number, then emit event
with them as parameters. The chameleon hash corresponds to the index of
file in P2P network.

Table 3. Gas usage in different storage methods (Wei)

Storage File size (kb)
Method 10 25 50

Direct Storage 9227655 13398741 27703185
On-chain NFT 9230848 20290736 42856571
Off-chain NFT 62092 62092 62092
ODSC 1538 1538 1538

After storing data on these smart contracts respectively, we got the experi-
mental results shown in Table 3.

Since the impact of computing operations is excluded from gas table, the
experimental results can reflect the on-chain storage overhead of the storage
method. From the gas usage of direct storage and on-chain NFT, the overhead
of direct on-chain storage can be 6000 times the size of ODSC. Correspondingly,
using off-chain storage has less storage overhead. Because only index information
needs to be stored on-chain, the overhead of off-chain storage is also independent
of file size. It can also be seen that ODSC has lower gas consumption than Off-
chain NFT using IPFS. Through the experiment of on-chain storage overhead,
ODSC can significantly reduce the on-chain storage overhead.

4 https://github.com/Chain-Lab/odsc-demo/blob/main/experiment/gas_table/
protocol_params.go.

https://github.com/Chain-Lab/odsc-demo/blob/main/experiment/gas_table/ protocol_params.go
https://github.com/Chain-Lab/odsc-demo/blob/main/experiment/gas_table/ protocol_params.go
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Comparison. We obtained the gas usage of ODSC and other similar frame-
works when creating, modifying, or revoking data. SCPKI, IKP, BGPCoin are
used for comparison due to they have similar operations to ODSC.

Fig. 8. Gas usage in similar frameworks

1. Contract creation: All blockchain-based frameworks need to deploy smart
contract. Contract creation is the first step in framework initialization.

2. Create data: Insert new data into application. In ODSC-based application,
data is stored in a small-scale P2P network. In other frameworks, data is
stored in IPFS.

3. Modify data: Modify data for a specific index. After modifying data in cor-
responding storage, modify data‘s on-chain index.

4. Revoke data: Remove the corresponding data in application. Delete data of
the corresponding index in storage, and marks the data as being revoked on
blockchain.

Similar processes in SCPKI, IKP, and BGPCoin can be classified into these
four operations for comparison. The comparison of gas usage data is shown in
Fig. 8 to compare the differences in gas usage. The gas usage of contract creation
was scaled down equally (divided by 10) to makes it easier to graph.

In Fig. 8 that ODSC uses less gas compared to other frameworks. The gas
usage for contract creation is 119.3% higher than gas usage in SCPKI, which is
related to the design of smart contract. Nevertheless, ODSC reduces the on-chain
overhead by 31% compared to SCPKI, which consumes less gas. Since ODSC
only needs to update the random number when modifying data, the gas usage in
ODSC is 24.7% less than IKP. The gas usage when ODSC revokes data is 0.04%
higher than SCPKI. This may be related to experimental error, but ODSC still
has low on-chain storage overhead. By testing the gas usage and comparing it
with similar frameworks, ODSC can reduce more on-chain storage overhead.
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With the performance test result, ODSC can modify off-chain stored data in a
convenient and safe manner, reducing on-chain storage overhead. In a production
environment, higher security can be guaranteed if use the Ethereum mainnet.
ODSC uses less gas than similar frameworks compared to the on-chain gas usage.
It ensures that ODSC can reduce the on-chain cost when the gas price is high.
Through performance tests, the on-chain storage overhead of ODSC is fixed,
which is more advantageous when storing larger data. This ensures that ODSC-
based applications can easily upgrade deployed code or stored data.

7 Conclusions

In this paper, we presented ODSC, a unique data storage framework for build
distributed application based on chameleon hash and smart contract. It uses
chameleon hash to ensure that off-chain data can be modified without changing
on-chain index. ODSC can store data and use smart contract as a proxy in sub-
pub mode. Blockchain can record the events of smart contract, which ensures
that the data storage is transparent. Since chameleon hash has trapdoor, this
makes ODSC easier for managers to update application code or stored data.
The security of ODSC is guaranteed by the transparency of the blockchain itself
and the unforgeability of transactions. This makes the data stored on the P2P
network cannot be easily tampered with.

In order to verify the feasibility of ODSC, we used Go-lang to develop an
ODSC-based demo program. After modifying the gas table of go-ethereum to
avoid the gas impact of the operation, the on-chain storage overhead of ODSC
and other smart contracts have been measured. ODSC significantly reduce on-
chain data storage overhead, it has certain advantages over comparable frame-
works. Therefore, ODSC can be used to develop some blockchain-based programs
to store data off-chain with less overhead on-chain.

Nevertheless, ODSC relies on the consensus speed of the blockchain, which
makes it unable to provide better real-time performance on existing public
chains. Therefore, ODSC has limitations, it can only support some applica-
tions with low real-time requirements such as DNS, PKI, BGP, etc. With
future blockchain technology development, ODSC can also be implemented based
on high-performance or IoT blockchain. The improved ODSC and the high-
performance blockchain can provide highly responsive services at that time.
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Abstract. Blockchain-based Internet of medical things (BIoMT)
changes the traditional centralized management form to distributed for
the healthcare systems, which promotes the value of medical data. How-
ever, there brings a new “data island” problem with the emergence of
more and more chains. This paper first introduces a multi-chain fusion
(MCF) model to establish a secure cross-chain transaction mechanism to
solve this new centralized problem. Then, a cross-chain identity authen-
tication (CCIA) protocol has been proposed, which contains two parts
of user identity anonymization and anonymous identity authentication.
Here, the former part helps to achieve identity information hiding in
different chains, and the second part utilizes identity filing to check its
validity. Moreover, the security analysis shows that the CCIA protocol
can protect the privacy system and user. The performance evaluation
show that the MCF model is efficient and practical. Therefore, the MCF
model and CCIA protocol can well support cross-chain transactions to
maximize the value of medical data.

Keywords: BIoMT · Multi-chain fusion · Cross-chain · Identity
authentication

1 Introduction

The wide applications of blockchain technology bring revolutionary changes to
traditional centralized healthcare systems [1], but the emergence of more and
more chains has created a new centralized problem. This prevents patients from
seeing a doctor across the medical institutions with their own electrical medical
records and also limits the value of medical data. Therefore, the cross-chain
transaction is a new direction for the blockchain-based Internet of medical things
(BIoMT) [2].

Nowadays, four main cross-chain schemes are notary mechanisms, such as the
side chain/relay, hash lock, and distributed private key control [3]. Among them,
the side chain/relay mode is more costly and less efficient because it requires
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waiting for the transactions Chain, making sure that no rollback will occur before
confirming [4]. Hash locking ensures atomicity of cross-chain asset exchange,
However, this method can support cross-chain asset exchange, but cannot achieve
assets transfer or other forms of interaction [5]. Distributed private key control
also needs to wait for the source chain transaction, and it isn’t easy to develop.
The notary public mechanism was introduced with a trusted third party acting
as the validator and coordinator of cross-chain transactions, the transaction
initiator is sent to the source chain after a transaction, and the notary verifies
whether the transaction is valid by listening for events on the source chain [6].
After that, the target chain is notified to perform the corresponding operation,
and the notary public group uses a specific consensus algorithm on the event to
reach a consensus.

To achieve cross-chain transactions, it must verify the user’s identity first [7].
Generally, the user’s identity is anonymous showing in the transaction, which
can protect the user’s privacy when his medical data are transmitted to different
chains along with the cross-chain transactions. Hence, the authentication of the
user’s anonymous identity is the essential guarantee of a valid cross-chain med-
ical data exchange. Generally, there are three kinds of authentication methods:
shared keys, biological characteristics, and a public key encryption algorithm
[8]. The shared keys method is to utilize the key pre-shared between the server
and the user for identification [9,10], the biological characteristics method is
depended on a unique person’s features of fingerprints, and iris [11], and the
public key encryption algorithm method is to use the scheme of secure sockets
layer or digital signature to perform identity authentication [12–15]. These three
methods have different advantages, which are widely used in different situations.
In blockchain-based healthcare systems, the public key encryption algorithm can
help strange users verify others’ identities using their public keys. In addition,
there are also some new proposals for medical data privacy-preserving in BIoMT,
such as lightweight secret sharing [16], quantum blockchain [17,18], AI-enabled
authentication scheme [19], key agreement [20], etc. However, insecure crypto-
graphic algorithms take threats to the user’s privacy. Along with the continuous
expansion of cross-institution medical data exchange demand, cross-chain iden-
tity authentication needs a more secure and efficient cryptographic protocol.

This paper focuses on the identity authentication problem in cross-chain
transaction processes and introduces a multi-chain fusion (MCF) model first.
This model can establish a secure cross-chain transaction mechanism to solve the
new “data island” problem. Then, a cross-chain identity authentication (CCIA)
protocol has been proposed. This scheme contains two parts of user identity
anonymization and anonymous identity authentication. Moreover, the security
analysis of CCIA protocol and performance evaluation of MCF model are pre-
sented.

2 Multi-chain Fusion Model

An MCF model based on a relay chain has been presented in this section as shown
in Fig. 1. This model mainly consists of one parent chain (relay chain) and many
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child chains. The processes of cross-chain transactions can be divided into four
parts: transaction generation, identity authentication, transaction verification,
and transaction recordation.

Fig. 1. Multi-chain fusion model.

(1) Transaction Generation. Different from the general signal chain system, this
MCF model utilizes the relay chain to establish cross-chain transactions
among different child chains. This relay chain plays the role of supporting
cross-chain transactions and providing transaction consistency. The general
user in one child chain initiates a new transaction when he wants to perform
medical data exchange. This transaction composes of the basic information
of the sender, receiver, medical data, and timestamp. It also contains the
sender’s identity filing and designated verifier signature. Here, identity fil-
ing is used for identity authentication, and the designated verifier signature
prevents malicious data transmission.

(2) Identity Authentication. Identity authentication is the essential step for
cross-chain transactions. The key generation centers (KGC) in these child
chains compose of a union that takes responsibility for identity generation,
identity authentication, and transaction verification. Every user obtains an
anonymous identity from the KGC by a cross-chain identity authentication
(CCIA) protocol first. When one user initiates a new transaction with the
other user in the other child chain, the receiver performs identity authenti-
cation by the CCIA protocol. He utilizes identity filing to query the identity
authentication to the key generation center in the original chain system. The
manager checks the legality of this identity filing and sends back to results.
Details of these identity authentication processes are given in the following
section.
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(3) Transaction Verification. Like the transaction verification processes in the
general signal chain system, it must go through the steps of the pack, broad-
cast, audit, compare, and confirm. Here, the KGC union performs these
verification processes, and this union also utilizes the consensus protocol of
delegated proof of stake (DPoS) to maintain the MCF model-based system.
When the packed temporary block passes these verification processes, the
cross-chain transactions are verified to be legitimate.

(4) Transaction Recordation. This transaction recordation process contains two
parts: child chain recordation and parent chain recordation. For legal cross-
chain transactions, they should be recorded on the patent chain. Then, they
also should be synchronized to the child chains corresponding to both trans-
action sides. Here, other child chains can choose not to synchronize these
cross-chain transactions that are unrelated to them.

Here, this MCF model mainly focuses on the cross-chain identity privacy-
preserving problem and establishes a secure channel for cross-chain transactions
in the BIoMT. The following cross-chain identity authentication protocol plays
an essential role in identity privacy-preserving among the cross-chain transaction
processes.

3 Cross-Chain Identity Authentication Protocol

For identity privacy protection, this section proposes a cross-chain identity
authentication protocol. This protocol mainly contains user identity anonymiza-
tion and anonymous identity authentication.

3.1 User Identity Anonymization

Alice performs the following three steps to obtain an anonymous identity from
the anonymous server and the simple workflow of user identity anonymization is
shown in Fig. 2. This anonymous server is held by the parent chain, which takes
responsibility for generating and managing anonymous identities.

– Alice random selects an anonymous parameter ri, and sends a anonymous
identity query Q[IDi] = EPK(ri||IDi||Sigski

(ri)||t1) to anonymous server.
Here, PK is the public key of anonymous server, Sigsk−(ri) is the signature
of ri signed by Alice, ski is Alice’s private key, and t1 is the timestamp of
this query;

– The anonymous server establishes an empty list Li to store the anonymous
identity query. After receiving the query on this anonymous parameter, it
needs to check if ri exists in the list first. If yes, it will ask Alice to resend a new
query. If not, the anonymous server calculates ID∗

i = h(IDi∗ri). h(·) is a ran-
dom hash function. Then, it will send R[ID∗

i ] = Epki
(ID∗

i ||SigSK(ID∗
i )||t2)

to Alice, where pki is Alice’s public key, SigSK(ID∗
i ) is the signature of ID∗

i

signed by anonymous server, SK is the private key of anonymous server, and
t2 is the timestamp of this response.
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Fig. 2. User identity anonymization.

– Alice first checks whether t2 > t1 holds or not. If yes, she decrypts R[ID∗
i ]

with ski, and obtains the anonymous identity ID∗
i .

Different medical chains aggregate a medical union as M = M1,M2, ...,Mk.
Then, the anonymous server holds an anonymous identity list LID for Alice, and
it performs the following Algorithm 1 to achieve user identity anonymization in
different medical chains.

Algorithm 1. User identity anonymization
Input: Identity IDi, Medical union M , Anonymous parameter list Li, Anonymous

identity list LID

Output: LID

1: Initiate LID = ∅
2: for Mi ∈ M do
3: User selects a random bit ri as an anonymous parameter
4: if ri then
5: Skip to step 3;
6: else
7: ri ∈ Li

8: ID∗
i = h(IDi ∗ ri)

9: ID∗
i ∈ LID

10: end if
11: end for

3.2 Anonymous Identity Authentication

Once Alice obtains the anonymous identity in the medical chain Mi, she can
see a doctor in this medical institution and authorize the target user Bob to
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view her historical medical data. Here, the simple process of anonymous identity
authentication is shown in Fig. 3, and the detailed descriptions are given below.

Fig. 3. Anonymous identity authentication.

– Alice sends the anonymous filing F [ID∗
i ] = Epkj

(ID∗
i ||Sigski

(ID∗
i )||t3) to

the target user Bob j. Here, pkj is the public key of Bob, Sigski
(ID∗

i ) is the
signature of ID∗

i signed by Alice, and t3 is the timestamp of this anonymous
filing;

– Bob sends V [F ] = EPK(ID∗
i ||Sigskj

(ID∗
i )||t4) to the anonymous server for

anonymous identity authentication . Here, Sigskj
(ID∗

i ) is the signature of
ID∗

i signed by Bob, skj is the private key of Bob, and t4 is the timestamp of
this authentication information;

– The anonymous server check if ID∗
i exists in list LID after receiving the

anonymous identity authentication query. If yes, it outputs vij = 1. If not,
it outputs vij = 0. Then, the anonymous server returns the authentication
results C[vij ] = Epkj

(vij ||SigSK(vij)||t5) to Bob. Here, SigSK(vij) is the
signature of vij signed by the anonymous server, and t5 is the timestamp of
this authentication information;

– Bob decrypts C[vij ] by his private key skj , and checks whether t5 > t4 > t3
holds or not. If yes, he utilizes ID∗

i to store the medical data for Alice when
vij = 1, but does not provide medical service for Alice when vij = 0. If not,
the identity authentication fails.

4 Security Analysis

4.1 User Identity Leakage

When one user goes to another chain in a new medical institution, he first
queries an anonymous identity with a random anonymous parameter ri. The
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anonymous server generates an anonymous identity ID∗
i = h(IDi∗ri), and sends

R[ID∗
i ] = Epki

(ID∗
i ||SigSK(ID∗

i )||t2) back to user with encryption method. It
also establishes a list LID by the Algorithm 1 to store these anonymous identities.
Then, this user utilizes his private key to decrypt and obtain his anonymous
identity in this chain. These anonymous identities are used in different medical
institutions. Even though one anonymous identity is leaked, it does not affect
other anonymous identities in other chains. Therefore, this CCIA protocol can
resist user identity leakage attacks.

4.2 Medical Data Leakage

For medical data, the distributed storage form can well protect their security
with the blockchain ledger. When medical data are transmitted among differ-
ent medical institutions, the proposed MCF model can support secure cross-
chain transactions. Meanwhile, the records of these cross-chain transactions are
recorded in the relay chain and the chains of both transaction parties, which
improves the difficulty of tampering with medical data. Then, the proposed
CCIA protocol provides another security guarantee for medical data as the user
must pass the identity authentication first before he can view the medical data.
Therefore, the proposed MCF model and CCIA protocol can resist user identity
leakage attacks.

4.3 Cross-Chain Transaction Consistency

Based on the CCIA protocol, user identity privacy can be guaranteed among the
cross-chain transaction processes in BIoMT. Meanwhile, the MCF model guar-
antees cross-chain transaction consistency. With the help of DPoS, the KGC
union verifies the legitimacy of cross-chain transactions, and packed these trans-
actions into the relay chain ledger. The cross-chain transactions are encrypted
and recorded in the parent chain and both participants’ child chains. This cross-
chain transaction consistency mechanism guarantees the consistency of trans-
action data across different chains. No matter whether transaction tampering
occurs in a child chain or parent chain, it can guarantee transaction security and
consistency as it is impossible that one adversary can attack both the parent
and child chains.

5 Performance Analysis

This evaluation of the MCF model and CCIA protocol. The performance environ-
ment is on a Windows 11 laptop with Intel(R) Core(TM) i7-9700 CPU 3.0GHz
and 16G RAM.
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5.1 Cross-Chain Transaction Performance

For the MCF model in BIoMT, the transaction throughput and latency have
been performed. The transaction throughput is one of the main items which
shows the performance of this cross-chain algorithm. The throughputs of “Creat-
Account”, “Query”, and “Transaction” are performed, and Fig. 4 shows the results.
Meanwhile, the other item is transaction latency, and the performance results of
the three same aspects are shown in Fig. 5. Here, the “CreatAccount” represents
the generation rate of user registration, “Query” represents query times of cross-
chain transaction origination, and “Transaction” represents the establishment
transaction amounts. These results show that the MCF model can keep stable
with increasing transaction numbers. For the three aspects, the “Query” is exe-
cuted with high throughput by the low transaction latency and the “Transaction”
is executed with low throughput by the high transaction latency.

Fig. 4. Cross-chain transaction throughput.

Then, the comparison between the single-chain and this cross-chain concern-
ing these two items is executed with the same transaction number 1000, and
Fig. 6 and Fig. 7 give the results, respectively. Due to the identity authentication
process, the throughput and latency of these transactions are all inferior to that
in a single-chain. However, these results also show the proposed cross-chain iden-
tity authentication protocol is efficient as the difference between the cross-chain
and single-chain systems is small. Moreover, the cross-chain is the development
tendency of open and shared medical data, and the developments of cross-chain
and identity authentication technologies will promote performance improvement
of cross-chain medical data sharing.

5.2 Identity Authentication Efficiency

Time consumption has been considered for cross-chain identity authentication
protocol performance in BIoMT. Here, three representative protocols have been
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Fig. 5. Cross-chain transaction latency.

Fig. 6. Transaction throughput comparison.

selected for comparison, as the identity authentication with shared keys [9],
with biological characteristics [9], and with a public key encryption algorithm
[12]. Figure 7 gives the comparison results. Here, the protocol in Ref. [9] is based
on the elliptic curve discrete logarithm problem, which has certain advantages
of low time consumption with congruence operation. The protocol in Ref. [11] is
based on the fingerprint template, which also has certain advantages of low time
consumption by the biometric authentication method. The protocol in Ref. [12]
is based on lattice assumption, which costs much time with big keys and complex
matrix operations. But this scheme can provide anti-quantum attack properties
for current information systems in the future universal quantum computer age.
This paper utilizes public key encryption and signature algorithms to achieve
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Fig. 7. Transaction latency comparison.

Fig. 8. Time consumption comparison for identity authentication.

cross-chain identity authentication, which costs the lowest time than similar
protocols and shows a promising application in practice.

6 Conclusion

This paper focuses on the new “data island” problem and introduces an MCF
model for cross-chain medical data-sharing in BIoMT. This model helps to estab-
lish a secure medical data-sharing mechanism and promotes the play of data
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value. Meanwhile, a CCIA protocol has been proposed to strengthen the secu-
rity of user privacy and medical data in cross-chain transactions. This protocol
sets different anonymous identities in different chains for the system user and
provides an anonymous identity authentication method for cross-chain transac-
tions. Then, the security analysis presents that user privacy and medical data
can be well protected, and the performance analysis shows that the proposed
MCF model and CCIA have obvious efficiency and practicability.
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Abstract. In recent years, research on Internet of Vehicles (IoV) has
received widespread attention. However, widespread adoption of this
technology faces various obstacles, such as data forgery. Ensuring authen-
ticity of IoV data is crucial as malicious adversaries can manipulate or
forge information, leading to security issues. Consequently, data trans-
mission in IoV requires robust signatures. Identity-based signature (IBS)
schemes have been proposed as an effective solution. However, traditional
IBS schemes are unable to detect internal attackers, which may result
in data leakage. To overcome this limitation, we append cryptographic
reverse firewall (CRF) on this basis to design a secure and practicable
IBS-CRF scheme which has the advantage of computational and com-
munication cost. It is also proved to achieve existential unforgeability
against chosen-message attacks (EUF-CMA) and resist internal attack-
ers. Moreover, to further enhance security, a consortium blockchain is
introduced, enabling organizations to establish consensus mechanisms
and collectively manage and approve transactions. Eventually, we use
pypbc library to implement it. The experimental results indicate that
this scheme has the least running time. In a word, our blockchain-based
IBS-CRF (BIBS-CRF) scheme is suitable for IoV environment.

Keywords: Cryptographic reverse firewall · Signature · Consortium
blo-ckchain

1 Introduction

Over the past two decades, the emergence of IoV has sparked in society. It inte-
grates two technological visions: vehicle’s networking and vehicle’s intelligence
[1]. It can provide services for large cities or even a whole country, including
road conditions, traffic congestion levels, and vehicular safety services [2]. IoV
allows vehicles to be connected permanently to the Internet, forming an inter-
connected set [3]. Hence, IoV can make timely decisions to achieve smart driving
by analyzing the data gathered from multiple sensors or other vehicles.

Up to now, IoV remains a hot topic of research. It has been applied to various
applications such as intelligent transport and earthquake relief. Meanwhile, it has
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combined with multifarious technical fields such as cloud computing, blockchain,
etc. However, technology is a double-edged sword. As IoV grows better and bet-
ter, more problems are revealed. In the field of intelligent transport, a malicious
adversary can disguise as a “good man” to post false information. Therefore, it
is urgent to ensure the availability and integrity of these information.

Given the state of affairs, an effective and secure signature scheme is neces-
sary in IoV. To cope with the issue “forgery attack”, all data transmitted in IoV
should be signed. However, digital signature still cannot avoid internal attackers
until scholars discover CRF. Recently, many scholars have extended application
fields of CRF. Bossuat et al. [4] proposed a signed secure channel protocol based
on Diffie-Hellman, on the basis of which succeeded in deploying a better per-
formance CRF. Zhou et al. [5] designed a searchable public-key encryption with
CRF for cloud storage. Kang et al. [6] brought CRF to web security space, being
aimed to solve algorithm substitution attack or backdoor attack where web ser-
vice would be subjected. Nevertheless, so far, no one has combined CRF with
blockchain. Our BIBS-CRF scheme significantly reduces the need and depen-
dence on certificate authority (CA) and ensures the non tamperability of data.

1.1 Motivation and Contribution

To resist internal attackers in IoV, we establish a secure and high-efficiency
BIBS-CRF scheme. It is based upon modifications to Barreto’s scheme [7].

The fivefold contributions of this paper are summarized as follows.

1. We construct an IBS scheme. IBS doesn’t rely on cumbersome public key
infrastructure (PKI) to key management and distribution. It can verify the
identity of the signer through other authentication mechanisms without estab-
lishing and maintaining public key certificates.

2. We design two CRFs in the above IBS scheme. They are severally deployed
on private key generator(PKG) and signer vehicles. PKG’s CRF (PCRF)
randomizes groups’ generators, system public key, and vehicle private key in
succession. It performs key malleable operation. Vehicle’s CRF (VCRF) exe-
cutes the same randomization algorithm on vehicle’s private key and partial
signature. Private keys and signatures are well-protected and not compro-
mised.

3. To obtain a more secure and efficient scheme, we combine decentralized and
non-tamperable consortium blockchain technology with signature algorithm.
Updated system public parameters and vehicles’ public keys are on the chain.

4. Compared with traditional schemes, we make a modification considering lim-
ited resources of vehicle units. Instead of relying on vehicle units for veri-
fication, we adopt road side units (RSU) as receivers for verification. This
approach offers significant improvements in computational efficiency during
the information communication process.

5. Our BIBS-CRF scheme can achieve EUF-CMA, maintain weakly security,
and resist weakly exfiltration. Therefore, it possesses a high level of security.
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1.2 Organization

The remainder of the paper is organized as follows. Related work is stated in
Sect. 2. We present some definitions and calculation rules in Sect. 3. Our proposed
BIBS-CRF scheme is described in Sect. 4. We conduct performance analysis in
Sect. 5. Finally, we conclude this paper in Sect. 6.

2 Related Work

Digital signature has a promising development prospect as a significant applica-
tion in the field of cryptography and has been used in more domains. In 1984,
Shamir firstly presented the concept “Identity-Based Cryptograph (IBC)” [8] and
designed an IBS scheme that adopted RSA algorithm. IBC simplifies key man-
agement and decreases the overhead of certificates. Therefore, the construction
of IBS schemes becomes the focal point in modern cryptography. Over the years,
various IBS schemes [9–13] have been successively utilized in many domains, such
as cloud computing and wireless sensor networks.

The Snowden incident served as a warning to people about the significant
threats performed by internal adversaries. Obviously, general digital signature
schemes cannot resist such attacks. After Mironov and Stephens Devidowitz
[14] first proposed CRF in 2015, this issue was clearly addressed. A CRF can
be understood as a third-party set between a user and the outside world. This
technology can ensure that even if the user’s computer is attacked, the messages
sent or received by the user will not be leaked [15].

In 2019, Zhou et al. [16] proposed two CRF protocols for identity-based
encryption (IBE). One is a one-round encryption protocol with CRF used on
the receiver. And the other is a two-loop encryption protocol, in which CRFs
are deployed on both sender and receiver. They proved that these two proto-
cols can resist the exfiltration of secret information. In 2020, Zhou et al. [15]
designed a CRF protocol deployed on receiver and key generating center for cer-
tificateless public key encryption (CL-PKE), which has been proven to achieve
indistinguishability against chosen plaintext attack. Compared with other CL-
PKE schemes, it has the least communication cost. In 2023, to mitigate huge
computational overhead in attribute-based encryption(ABE), Li et al. [17] con-
structed the online/offline multi-authority ABE with CRF scheme. This scheme
not only uses CRF to resist backdoor attacks but also uses online/offline key
generation, online/offline encryption, and outsourcing encryption technology to
optimize computing efficiency.

During the same year, Jiang et al. [18] proposed a subversion-resistant public
key encryption with keyword search(SR-PEKS) scheme based on CRF. In SR-
PEKS, CRF sanitizes outputs of keyword generation derived from the server to
resist subversion attack. Furthermore, it participates in a collaborative random-
generating protocol to generate unbiased randomness for encryption, thus elim-
inating the subliminal channel.
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2.1 Blockchain

Recently, blockchain has been applied in many domains [19–22], ranging from
smart grid, healthcare, Internet of Things (IoT), IoV and so on, due to its
immutability, decentralization and transparency. It is a distributed ledger man-
aged by different entities and uses cryptographic methods to ensure transmission
and access control [23].

In BIBS-CRF scheme, we adopt consortium blockchain. Its primary function
is to establish a decentralized information sharing model among network nodes
(namely RSUs). These RSUs are connected to each other through a peer-to-peer
network. When a vehicle sends a message to the network, a node is chosen to
encapsulate it into a transaction. Once the total number of transactions reaches
a threshold value, these transactions are packaged into a block, which is then
broadcasted to blockchain for consensus verification by other nodes. In the end,
the selected node issues the block on blockchain after sanctioning the verification.

3 Preliminaries

3.1 Bilinear Groups

Definition 1 (Bilinear groups). Let consider groups G1, G2 and GT of the same
prime order p. P , Q are generators of G1 and G2 respectively. We make (G1,
G2, GT ) as bilinear map groups if there exists a bilinear map ê : G1 ×G2 → GT

satisfying the following properties:

1. Bilinearity: ∀(P,Q) ∈ G1 × G2, ∀a, b ∈ Z, ê(aP, bQ) = ê(P,Q)ab.
2. Non-degeneracy: ∀P ∈ G1, Q ∈ G2, ê(P,Q) �= 1GT

for 1GT
represents element

identity in group GT .
3. Computability: ∀(P,Q) ∈ G1 × G2, ê(P,Q) is efficiently computable.
4. There exists an efficient, publicly computable (but not necessarily invertible)

isomorphism ψ : G2 → G1 such that ψ(Q) = P .

3.2 Identity-Based Signature

Definition 2 (Identity-Based Digital Signature). Identity-based signature ensures
reliability of signer’s identity and non-repudiation of signature. It has widespread
applications in various fields, providing enhanced security for digital transac-
tions. A generic identity-based signature scheme consists of four algorithms:
Setup, Extract, Sign, V erify.

Setup: It is completed by PKG. The algorithm inputs a security parameter
k and outputs a master key and system parameter params. This master key is
kept secret.

Extract : It is completed by PKG that makes use of user’s identity IDu to
generate corresponding private key Su. Su will be sent to the user in a secure
channel.
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Sign: It takes (params, IDu, Su, message M) as inputs and outputs a sig-
nature σ.

Verify : It takes (params, IDu, M , σ) as inputs and outputs a correct symbol
“�”(it represents σ is legal for message and identity) or an incorrect symbol“⊥”(it
represents σ is illegal for message and identity).

All the algorithms mentioned above must adhere to conformance require-
ments of an identity-based signature system.

3.3 Cryptographic Reverse Firewall

Definition 3 (Cryptographic Reverse Firewall(CRF)). A CRF is a stateful algo-
rithm denoted as W, which takes its current state and a message as inputs and
produces updated state and message as outputs. For a party P and a reverse
firewall W, we define W ◦ P as the “composed” party, where W is applied to the
incoming and outgoing messages of P . When the composed party participates
in a protocol, the state of W is initialized with the public parameters. If W is
composed of a party P , we call it a reverse firewall for P . There is no specific
formula for the concept of reverse firewall, as it is a comprehensive security mea-
sure that involves multiple techniques and strategies. The implementation of a
reverse firewall can vary depending on the organization’s needs and the network
environment.

Definition 4 (Functionality-maintaining). For any reverse firewall W and any
party P , let W1 ◦ P = W ◦ P , and for k ≥ 2, let Wk ◦ P = W ◦ (W(k−1) ◦ P ).
For a protocol P that satisfies some functionality requirements F , we say that
a reverse firewall W maintains F for P in P if Wk ◦ P maintains F for P in P
for any polynomial bounded k ≥ 1. When F ,P , P are clear, we simply say that
W maintains functionality.

Definition 5 (Security-preserving). For a protocol P that satisfies some secu-
rity requirements S and functionality F and a CRF W .

1. W strongly preserves S for P in P if the protocol PP → W ◦ P̄ satisfies S.
2. W weakly preserves S for P in P if the protocol PP → W ◦ P̂ satisfies S.

Definition 6 (Exfiltration-Resistant). For a protocol P that satisfies function-
ality F and a reverse firewall W, When P, F , party P1 are clear, we simple say
that W is strongly exfiltration-resistant against party P2 or weakly exfiltration-
resistant against P2. In the special case when P2 is empty, we say that W is
exfiltration-resistant against eavesdroppers.

3.4 Difficult Problem

Definition 7 (q-Strong Diffie-Hellman(q −SDH) problem). Let us consider bilin-
ear map groups (G1,G2,GT ) and generators P ∈ G1 and Q ∈ G2.

The q−SDH problem in the groups (G1,G2) consists in, given a (q+2)-tuple
(P ,Q,αQ,α2Q,...,αqQ) as input, finding a pair (c, 1

(c+α)P ) with c ∈ Z
∗
p.
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4 Our Proposed BIBS-CRF Scheme

In this section, we propose the BIBS-CRF scheme for IoV that is based on
Barreto’s scheme [7] to resist internal attackers. Table 1 presents some frequently
used notations.

Table 1. Notations and Descriptions

4.1 Details of Our Scheme

CRFs are deployed on PKG’s side and vehicle’s side in our scheme, which can
be seen in the following Fig. 2, Fig. 3 and Fig. 4. To build the CRF for PKG, our
idea is making use of keys’ malleability. In Fig. 2 or Fig. 3, PCRF is not only used
to rerandomize system parameters in case verifier accepts forged signatures, but
also used to update vehicle’s private key in case its leakage. VCRF rerandomizes
the vehicle’s private key to prevent malicious attackers from forging signatures.
In Fig. 4, parameters (h,S) constitute a complete signature σ. VCRF is used to
rerandomized S (a part of σ) in this place. Then blockchain periodically selects
a leader node to validate the signature.

Our proposed scheme is made up of the following eight algorithms:
Setup: Given a security parameter k, PKG chooses bilinear map groups

(G1,G2, GT ) of prime order q(q > 2k), and hash functions H1:{0, 1}∗ → Z∗
p ,

H2:{0, 1}∗ × GT → Z
∗
p; computes g = ê(P,Q) where P = ψ(Q) repre-

sents a generator of G1, where Q represents a generator of G2. It then ran-
domly selects a master key s ∈ Z

∗
p, and calculates the system public key

Qpub = sQ. Special note that s is confidential. The public parameters are
pars = {G1,G2,GT , P,Q, g,Qpub, ê, ψ,H1,H2}.

PKeyMaul: When PKG’s CRF PCRF receives pars, it selects α ∈ Z
∗
p inde-

pendently and randomly, then calculates Q′ = αQ, Q′
pub = αQpub = αsQ.

Therefore pars′ = {G1,G2,GT , P,Q′, g,Q′
pub, ê, ψ,H1,H2} are published. Later,

PCRF saves pars′ on blockchain.
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Fig. 1. Architecture overview of BIBS-CRF in loV

Fig. 2. Randomization operations of system public key

Fig. 3. Randomization operation of private key
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Fig. 4. Randomization operation of signature

Keygen: For a vehicle ID, the public key is pk = H1(ID). Its private key
is sk = 1

H1(ID)+sP . sk will be sent to PCRF. Communication parties upload pk

to blockchain for sake of avoiding data tampered.
RePKeyMaul: PCRF updates sk to sk′ = 1

α × sk = 1
α (

1
H1(ID)+s )P as a

new private key. Then sk′ is transmitted to VCRF.
VKeyMaul: VCRF receives sk′, uses β ∈ Z∗

p to re-randomize sk′ to sk
′′
=

β · sk′ = β
α(H1(ID)+s)P and sends sk

′′
to signer vehicle.

Sign: In order to sign a message M ∈ {0, 1}∗,the signer vehicle

(1) picks a random x ∈ Z
∗
p and computes r = gx

(2) sets h = H2(M, r) ∈ Z
∗
p

(3) computes S = (x + h)sk
′′

The signature on M is σ = (h, S).
Resign: Before verifier accepts signature, it passes VCRF which will re-

randomize σ to σ′ = (h, S′) = (h, 1
β S). Subsequently, σ′ will be transmitted to

blockchain.
Verify: Upon receiving σ′, the consortium blockchain selects a RSUi using

Algorithm 1(which is elaborated in [24]) from the nodes as a leader. Then
the leader checks whether σ′ is valid, according to the following equality:
h = H2(M, ê(S′, pk ·Q′+Q′

pub)g
−h). If the verification is successful, signature σ′

and message M will be encapsulated as a transaction preserved on the consor-
tium blockchain, as T = (σ′, pk,M). The transaction format is shown in Table
2. In a period time, multiple transactions will be packaged into a new block.
The leader RSUi generates a block, as shown in Table 3, in which contains the
new transaction like Table 2. Then RSUi broadcasts the block to other nodes
for verifying with PBFT consensus algorithm.

Vital processes are described detailedly in Fig. 1, which helps us understand
how CRF works intuitively and how the entire system runs. After rerandom-
ization operations of CRF, updated data is either delivered to blockchain for
storage or returned to signer for signature. Signature is similarly updated before
transmitting to blockchain. Thus, a secure and efficient signature scheme is pro-
posed. Ultimately, the leader RSUi verifies the received signature whether it is
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Table 2. Transaction Format

Table 3. Block Format

valid. The point that cannot be ignored in our system is that vehicles’ public
keys are all preserved on blockchain in case of information falsification.

In addition, what we can be aware of from Fig. 1 is that adversary has no
ability to forge a legal signature accounting for unknown to random α and β.
When verifiers receive a forged signature, they output an error symbol “⊥”.
Hence, it is beneficial for us to utilize CRF to impede information leakage caused
by internal attackers in IoV.

4.2 Security Analysis

Theorem 1. Our proposed BIBS-CRF scheme on the basis of an identity sig-
nature realizes EUF-CMA secure in the same way. In addition, reverse firewalls
maintain functionality, weakly preserve security, and weakly resist exfiltration
supposing that the original signature scheme [7] has EUF-CMA.

Proof. We testify our scheme possessing these three properties. Due to the
limited length of conference articles, the detailed security analysis can be found
in the complete version, or you can contact the corresponding author.

The following game can prove BIBS-CRF scheme is EUF-CMA. What is
worth noting is that these three algorithms: Setup∗, Keygen∗, Sign∗ are tam-
pered by adversary A. It is a game between challenger C and adversary A.
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Init : C runs Setup∗ algorithm to obtain PK and master key s, then runs
PKeyMaul algorithm to obtain random number α and PK ′ . At last, C keeps
s and α secret. It sends PK ′ to A at the same time.

Keygen Query : A selects an identity ID and has the right to get its cor-
responding private key sk. The challenger C executes Keygen∗ algorithm and
forwards the private key sk to adversary A.

Sign Query : First of all, A presents an identity ID and a message M .
Then C implements Keygen∗ algorithm to gain sk, RePKeyMaul to gain sk′,
V keyMaul to gain sk

′′
, Setup∗ algorithm to gain signature σ. Last C runs

Resign algorithm to get σ′.
Forgery : The adversary A outputs (M∗, ID∗, σ∗). A will make success if

the following three conditions are established: (1) Verify (Q′
pub, ID∗, M∗, σ∗)

is vaild; (2) A hasn’t made an Keygen query on ID∗; (3) A hasn’t made a sign
query on (ID∗, M∗).

5 Performance Analysis

5.1 Theoretical Analysis

In this subsection, we analyze the performance of our BIBS-CRF scheme con-
sidering computational and communication cost. Compared with Barreto [7], Li
[25], Yang Ou [26], the advantages of our scheme are ideally demonstrated. Li’s
scheme doesn’t have CRF and is compared with the original scheme. Yang Ou’s
scheme is compared with ours.

The computational cost mainly consists of exponential operation, point mul-
tiplication operation, and paring operation. Other operations can be negligible
contrasted to them. Thus, we use these operations to measure the computational
cost. Here, Exp represents exponent operations; P represents pairing operations;
PM represents point multiplication operations. Symbol × indicates that the
scheme does not have this operation. Details are shown in table 4.

Table 4. Comparison of Schemes’ Computational Cost

Operation Barreto [7] Li [25] Yang Ou [26] Ours

Setup PM + P × Exp PM + P

PKEM × × 3Exp 2PM

KeyGen PM 4PM + P PM + 3Exp PM

RePKEM × × × PM

VKEM × × Exp PM

Sign PM + Exp P + 4PM 2PM + 6Exp PM + Exp

Resign × × × PM

Verify PM + P 3P 4P PM + P
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From Table 4, we can learn that PKEM denotes PKeyMaul algorithm per-
formed by PCRF, and similarly VKEM denotes V KeyMaul algorithm per-
formed by VCRF. Compared with [7] [25] [26], we can conclude that compu-
tational cost of our scheme is mainly increased by several point multiplication
operations, which is caused by rerandomization operation of CRF. In addition,
our scheme has less computational cost than Yang Ou [26]’s scheme which designs
reverse firewalls in the same way. The augmentation of our scheme’s computa-
tional cost is acceptable. For the communication cost, we make |M | to indicate
the number of bits of a message M , |G1| to indicate the number of bits of an
element in group G1, |G2| to indicate the number of bits of an element in group
G2, |GT | to indicate the number of bits of an element in group GT and |u| to
indicate the number of bits of an identity. In Table 4, comparisons among these
algorithms in different schemes are taken on. It is noteworthy that the operation
V erify is only responsible for judging whether to accept or refuse signature, so
its communication cost can be ignored. In view of the analysis from Table 5,
we can conclude that the existence of CRF poses communication delay that is
inevitable. And our scheme is based on blockchain that transmits parameters
and spends communication cost as well. Although the cost of communication is
raised, our scheme enhances security and resists exfiltration.

Table 5. Comparison of schemes’ communication cost

Operation Barreto [7] Li [25] Yang Ou [26] Ours

Setup 3|GT | + 3|G2| + 2|G1| 4|G1| + |G2| (5 + |u| + |M|)|G1| + |GT | 3|GT | + 3|G2| + 2|G1|
PKEM × × (10 + 2|u| + 2|M|)|G1| + 2|GT | 3|GT | + 4|G2| + 2|G1|
KeyGen |u| + |G1| 3|G1| + |G2| 2|G1| |u| + |G1|
RePKEM × × × |G1|
VKEM × × × |G1|
Sign 2|G1| + 2|GT | + |M| 4|G1| + |G2| + |M| 8|G1| 2|G1| + 2|GT | + |M|
Resign × × × |G1|
Verify × × × ×

5.2 Experimental Analysis

In this subsection, we implement Barreto [7], Zhou [16], Yang Ou [26] and our
scheme by using pypbc library. We use type A pairing, which is set on an elliptic
curve y2 = x3 + x mod p in a finite field E(Fp). In addition, we adopt the
symmetrical pairings: G × G → GT . G is a cyclic addition group and GT is
a multiplicative group in E(Fp). They have the same order q. The following
execution environment is set up. Based on a specific security length, we set
q = 512, r = 160. Symbol r represents the length of key and symbol q means
the length of group element. The hash function is SHA-256. The experimental
development is Python. The computer configuration of the schemes is Intel(R)
Core(TM) i5-8250U CPU @ 1.60GHz 1.80GHz processor, 15.6 GB of RAM, 64-
bit of Manjaro Linux operating system. To obtain more persuasive experimental
results, we run these four schemes one hundred times severally, then take their
average.
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Fig. 5. Comparison of four schemes in average

Fig. 6. Percentage of each part our proposed scheme

Next, we compare the total running time among three schemes via painting
a histogram whose data originated from the above experiment. From analyzing
Fig. 5, we can conclude that our scheme is more efficient than Zhou [16] and
Yang Ou [26]’s schemes which are also digital signatures with CRF. Compared
with the original scheme, there are some increases in running time as a result of
the emergence of reverse firewalls in our scheme. Thus, I deem the augmenta-
tion is acceptable. The original scheme sacrifices security to improve efficiency.
Meanwhile, we compare the running time ratio of each part of our scheme by
drawing a pie chart. In Fig. 6, we can see that the operation Setup makes up
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53.6%, almost half of the total running time. The sum for all randomization
operations merely accounts for 22.7%, which is unworthy of being mentioned
relative to Setup. To resist exfiltration, it is inevitable for reverse firewalls to
consume time.

6 Conclusion

In this paper, we propose a BIBS-CRF scheme in IoV, which can resist inter-
nal attackers in PKG and vehicles. To overcome issues of centralization and
data tampering, we incorporate a consortium blockchain that ensures secure
message transmission and eliminates single points of failure. This decentralized
approach enhances the overall security and integrity of the system. Furthermore,
our proposed scheme slightly outperforms other signature schemes in terms of
communication and computational cost. We also provide a proof of security of
our scheme against EUF-CMA. In summary, our BIBS-CRF scheme offers a
secure and efficient solution for IoV environment, effectively mitigating informa-
tion leakage while ensuring integrity and authenticity of IoV data. In the future,
we plan to design an improved BIBS-CRF scheme. IoV requires storing a vast
amount of data, nevertheless its storage capacity is limited. We will extend our
work to enhance message collection and distribution processes, such as cloud
storage or regular data management and cleaning.

References

1. Yang, F., Wang, S., Li, J., Liu, Z., Sun, Q.: An overview of internet of vehicles.
China Commun. 11(10), 1–15 (2014)

2. Contreras-Castillo, J., Zeadally, S., Guerrero-Ibañez, J.A.: Internet of vehicles:
architecture, protocols, and security. IEEE Internet Things J. 5(5), 3701–3709
(2017)

3. Iaych, K.: IRF World Road Statistics 2010, Data 2003-2008. Expenditures (2010)
4. Bossuat, A., Bultel, X., Fouque, P.-A., Onete, C., van der Merwe, T.: Designing

reverse firewalls for the real world. In: Chen, L., Li, N., Liang, K., Schneider, S.
(eds.) ESORICS 2020. LNCS, vol. 12308, pp. 193–213. Springer, Cham (2020).
https://doi.org/10.1007/978-3-030-58951-6_10

5. Zhou, Y., Hu, Z., Li, F.: Searchable public-key encryption with cryptographic
reverse firewalls for cloud storage. IEEE Trans. Cloud Comput. 11, 383–396 (2021)

6. Kang, B., Zhang, L., Yang, Y., Meng, X.: CRFs for digital signature and NIZK
proof system in web services. In: Meng, W., Lu, R., Min, G., Vaidya, J. (eds.)
ICA3PP 2022. LNCS, vol. 13777, pp. 192–213. Springer, Cham (2023). https://
doi.org/10.1007/978-3-031-22677-9_11

7. Barreto, P.S.L.M., Libert, B., McCullagh, N., Quisquater, J.-J.: Efficient and
provably-secure identity-based signatures and signcryption from bilinear maps. In:
Roy, B. (ed.) ASIACRYPT 2005. LNCS, vol. 3788, pp. 515–532. Springer, Heidel-
berg (2005). https://doi.org/10.1007/11593447_28

8. Shamir, A.: Identity-based cryptosystems and signature schemes. In: Blakley, G.R.,
Chaum, D. (eds.) CRYPTO 1984. LNCS, vol. 196, pp. 47–53. Springer, Heidelberg
(1985). https://doi.org/10.1007/3-540-39568-7_5

https://doi.org/10.1007/978-3-030-58951-6_10
https://doi.org/10.1007/978-3-031-22677-9_11
https://doi.org/10.1007/978-3-031-22677-9_11
https://doi.org/10.1007/11593447_28
https://doi.org/10.1007/3-540-39568-7_5


Blockchain-Based Signature Scheme 95

9. Kumar, M., Chand, S.: Escrow-less identity-based signature scheme with out-
sourced protection in cloud computing. Wireless Pers. Commun. 114, 3115–3136
(2020)

10. Mezrag, F., Bitam, S., Mellouk, A.: An efficient and lightweight identity-based
scheme for secure communication in clustered wireless sensor networks. J. Netw.
Comput. Appl. 200, 103282 (2022)

11. Zhou, Z., Gupta, B.B., Gaurav, A., Li, Y., Lytras, M.D., Nedjah, N.: An efficient
and secure identity-based signature system for underwater green transport system.
IEEE Trans. Intell. Transp. Syst. 23(9), 16161–16169 (2022)

12. Ramadan, M., Liao, Y., Li, F., Zhou, S.: Identity-based signature with server-aided
verification scheme for 5G mobile systems. IEEE Access 8, 51810–51820 (2020)

13. Ullah, S.S., et al.: A lightweight identity-based signature scheme for mitigation of
content poisoning attack in named data networking with internet of things. IEEE
Access 8, 98910–98928 (2020)

14. Mironov, I., Stephens-Davidowitz, N.: Cryptographic reverse firewalls. In: Oswald,
E., Fischlin, M. (eds.) EUROCRYPT 2015. LNCS, vol. 9057, pp. 657–686. Springer,
Heidelberg (2015). https://doi.org/10.1007/978-3-662-46803-6_22

15. Zhou, Y., Guan, Y., Zhang, Z., Li, F.: Cryptographic reverse firewalls for identity-
based encryption. In: Shen, B., Wang, B., Han, J., Yu, Y. (eds.) FCS 2019. CCIS,
vol. 1105, pp. 36–52. Springer, Singapore (2019). https://doi.org/10.1007/978-981-
15-0818-9_3

16. Zhou, Y., Guo, J., Li, F.: Certificateless public key encryption with cryptographic
reverse firewalls. J. Syst. Architect. 109, 101754 (2020)

17. Li, J., Fan, Y., Bian, X., Yuan, Q.: Online/offline MA-CP-ABE with cryptographic
reverse firewalls for IoT. Entropy 25(4), 616 (2023)

18. Jiang, C., Xu, C., Zhang, Z., Chen, K.: SR-PEKS: subversion-resistant public key
encryption with keyword search. IEEE Trans. Cloud Comput. 11, 3168–3183 (2023)

19. Mollah, M.B., et al.: Blockchain for future smart grid: a comprehensive survey.
IEEE Internet Things J. 8(1), 18–43 (2020)

20. Shahnaz, A., Qamar, U., Khalid, A.: Using blockchain for electronic health records.
IEEE Access 7, 147782–147795 (2019)

21. Alsharari, N.: Integrating blockchain technology with internet of things to effi-
ciency. Int. J. Technol. Innovation Manag. (IJTIM) 1(2), 01–13 (2021)

22. Kapassa, E., Themistocleous, M., Christodoulou, K., Iosif, E.: Blockchain appli-
cation in internet of vehicles: challenges, contributions and current limitations.
Future Internet 13(12), 313 (2021)

23. Pavithran, D., Shaalan, K., Al-Karaki, J.N., Gawanmeh, A.: Towards building a
blockchain framework for IoT. Clust. Comput. 23(3), 2089–2103 (2020)

24. Zhang, H., Wang, J., Ding, Y.: Blockchain-based decentralized and secure keyless
signature scheme for smart grid. Energy 180, 955–967 (2019)

25. Li, T., Wang, H., He, D., Yu, J.: Permissioned blockchain-based anonymous and
traceable aggregate signature scheme for industrial internet of things. IEEE Inter-
net Things J. 8(10), 8387–8398 (2020)

26. Ouyang, M., Wang, Z., Li, F.: Digital signature with cryptographic reverse firewalls.
J. Syst. Architect. 116, 102029 (2021)

https://doi.org/10.1007/978-3-662-46803-6_22
https://doi.org/10.1007/978-981-15-0818-9_3
https://doi.org/10.1007/978-981-15-0818-9_3


Network Security and Privacy
Protection



A Hierarchical Asynchronous Federated
Learning Privacy-Preserving Framework

for IoVs

Rui Zhou1, Xianhua Niu1(B), Ling Xiong1, Yangpeng Wang1, Yue Zhao2,
and Kai Yu3

1 School of Computer and Software Engineering, Xihua University,Chengdu, China
niuxh@mail.xhu.edu.cn

2 Science and Technology on Communication Security Laboratory,Chengdu, China
3 Railway Eryuan Engineering Group Co. Ltd., Chengdu, Sichuan, China

Abstract. Data sharing plays a crucial role in the Internet of Vehicles,
as it greatly enhances the driving experience for users. Federated Learn-
ing (FL) has shown good advantages and efficiency in knowledge sharing
among vehicles. However, due to the uncertainty of the IoVs, the exist-
ing federated learning frameworks cannot meet the high-precision, fast
convergence, and high fault tolerance requirements in the learning pro-
cess. To address these issues, this paper proposes a hierarchical federated
learning framework for IoVs environment that combines synchronous and
asynchronous methods to improve machine learning performance in the
Internet of Vehicles environment. The proposed asynchronous algorithm
can improve the accuracy of the global model via controlling the pro-
portion of parameters submitted by users. In addition, to improve the
reliability of the parameters, our framework provides a malicious node
exclusion algorithm to improve the reliability of the parameters. It effec-
tively reduces the adverse impact of malicious parameters on the global
model. Finally, lightweight pseudonym is used in the proposed frame-
work to ensure the privacy of participants’ identities. The experimental
results demonstrate that the proposed framework achieves high learning
accuracy and fast convergence speed. Additionally, it effectively defends
against poisoning attacks and ensures the protection of participants’
identity privacy.

Keywords: Hierarchical federated learning · Privacy-preserving ·
IoVs · Data sharing

1 Introduction

Recently, with the rapid development of transportation and communication tech-
nologies, related infrastructure has been built and improved rapidly [1,2]. The
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development of Intelligent City and Intelligent Transportation has raised the
requirements for road traffic efficiency as well as safety. Internet of Vehicles
(IoVs) have become a current research hotspot due to the rapid development of
transportation and communication technologies. In vehicle networking scenar-
ios, data is generated by vehicles as they are being driven. Real-time data is
also collected by roadside unit(RSU) nodes and shared among entities, forming
a critical component of achieving traffic intelligence.

With the prevalence of mobile vehicles in the IoVs, a diverse range of data
types such as trajectory, traffic information, and multimedia data are incessantly
generated. The efficient and effective utilization of this substantial volume of data
poses a significant challenge in enhancing driving experience and providing high-
quality services in the IoVs. Google has proposed a federated learning algorithm
that allows for data sharing without the original data leaving local devices. [2].
Previous studies in Telematics have effectively integrated FL and IoVs to pre-
vent privacy breaches during data sharing [3] [4]. In synchronous FL, aggregation
nodes must wait for all participants to complete local training before aggregation
can take place [5]. The computational and communication resources as well as
the data quantity usually vary among the multiple end nodes, causing them to
submit the model parameters at different times after each round of local train-
ing. This issue leads to slow nodes, which may suffer from the “falling runner”
problem, resulting in a longer time to train the global model [6]. Asynchronous
FL algorithms have been proposed based on exponential moving average (EMA)
[7] which can reduce the training time. However, the high frequency of fast node
updates in this algorithm can result in the final global model deviating from the
convergence direction of other models. Additionally, some studies have suggested
using a weighted aggregation approach based on the number of interactions [8],
but this approach does not account for the quality of the uploaded models. Poor
quality models are given larger weighting factors, leading to lower convergence
efficiency of the global model.

The majority of the aforementioned schemes solely employ either synchronous
or asynchronous FL. However, these schemes are plagued with either low train-
ing efficiency or convergence issues. Therefore, this paper proposes a scheme
that combines hierarchical FL and privacy protection by utilizing both syn-
chronous and asynchronous FL. To safeguard the privacy of participating vehi-
cles, a pseudonym technique is employed while a weighted aggregation approach
is designed to combine model accuracy and training speed and address the short-
comings of previous works. To summarize, the contributions of this paper are as
follows:

• To address the shortcomings of the exponential moving average algorithm,
a new asynchronous FL aggregation algorithm is proposed that incorporates
accuracy and time dimension considerations to weight the aggregation model
parameters, eliminating the undesirable effects of outdated weights and also
reducing the undesirable effects of low accuracy model parameters.

• To enhance the model’s learning accuracy and convergence speed, we present
a novel hierarchical FL framework by synergistically combining synchronous
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and asynchronous FL. Our experiments show that our method outperforms
traditional FL.

• To protect vehicle privacy, we design a lightweight pseudonym algorithm to
protect the identity privacy of participating vehicles, which can achieve the
effect of communicating one pseudonym in one round.

2 Related Work

There have been rapid developments in communication technologies, particularly
in the area of device-to-device (D2D) communication, which wireless networks
have widely adopted. Nishiyama et al. [9] introduced the idea of a multi-hop
communication network system that can be used in various wireless communi-
cation contexts. Numerous studies have explored D2D communication and these
form the foundation for efficient and reliable sharing of resources in IoVs, allow-
ing users to share resources through vehicle-to-vehicle (V2V) communication.
Moreover, the emergence of machine learning presents new opportunities for
sharing information resources in IoVs.Dai et al. [10] incorporated both AI and
blockchain technologies into wireless networks and proposed a secure and intel-
ligent framework for resource sharing. While it enhances the security and effi-
ciency of resource sharing, Conventional AI depends on pooling data for training
purposes and is not applicable in the distributed environment of IoVs.

In this regard, FL serves as a privacy-preserving approach of machine learning
for distributed edge intelligence [11]. It enables participants to learn collabora-
tively and generate predictive models that are applicable to all participants.In
the traditional FL process, the nodes responsible for edge training are referred
to as workers, while the nodes responsible for aggregation are called servers.
Workers and servers share the learned knowledge and build a shared model
between the workers and servers. The objective of FL is to minimize the global
loss function [12]. Incentive mechanisms are used to motivate participants to
contribute their local data to the shared model. The existing research on FL
focuses on privacy preservation. In the paper by Samarakoon [13], the authors
propose a Federated Learning-based framework for vehicle communication where
vehicles act as workers and send their learned results to the nearby RSUs. In
traditional FL processes, each worker obtains the global model from the server
and pushes the updates to the server, respectively [14] [13]. The server synchro-
nizes the parameters received from all workers and aggregates them into a global
model in traditional synchronous FL approaches [10]. However, this method has
higher communication costs and takes longer to train due to slow nodes. Asyn-
chronous FL, on the other hand, overcomes this limitation and ensures that
the training continues within the expected time, even if some workers fail. Two
examples of asynchronous FL schemes are proposed in the literature. In [15],
an algorithm based on node selection and asynchronous aggregation is intro-
duced. Meanwhile, [7] presents an asynchronous aggregation algorithm utilizing
an exponential sliding average. This algorithm is especially efficient when deal-
ing with high communication delay and heterogeneous networks. The current
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research on IoVs predominantly focuses on single-layer architectures that involve
multiple entities. However, it is evident that a multi-layer architecture would be
better suited for IoVs.

In order to achieve secure and efficient knowledge sharing in IoVs, it is neces-
sary to improve the existing FL algorithm and framework. A hierarchical Feder-
ated Learning framework for IoVs is designed using a combination of synchronous
and asynchronous aggregation.

3 Preliminaries

3.1 System Model

Fig. 1 illustrates a hierarchical Federated Learning framework for knowledge
sharing, comprising three entities: vehicles, RSU, and Central Aggregation Server
(CA). The proposed framework utilizes a combination of Top-layer Federated
Learning (TFL) and multiple Bottom-layer Federated Learning (BFL) to aggre-
gate distinct environmental data for knowledge sharing. TFL employs asyn-
chronous Federated learning, while BFL utilizes synchronous Federated Learn-
ing.

• Vehicle In this framework, vehicles serve as edge nodes, collecting data from
vehicles and training their local models during the FL process. Afterward,
vehicles upload their model gradients to the intermediate layer RSU.

• RSU The RSU collects and aggregates the model gradients from the bottom
vehicle nodes and can also collect the available data near it. In our framework,
the RSU is not only the aggregation server of BFL but also the data provider
and trainer in TFL.

• CA The CA collects the gradients uploaded by the intermediate layer RSUs
and performs top aggregation processes to produce a global model.

3.2 Threat Models

This paper considers two threat models in its application scenario: the Identity
Privacy Violation Model and the Security Threat Model.

• Privacy threat model The privacy threat model in this article assumes
that RSUs are semi-honest entities, exhibiting both honesty and curiosity.
RSUs are motivated to deduce the true identity of a vehicle by analyzing the
data uploaded by the vehicle.

• Security threat model In the security threat model of connected vehi-
cles, there may be malicious vehicles that can compromise the global model.
These malicious vehicles upload malicious training samples that can affect
the convergence direction of the global model.
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Fig. 1. System model

3.3 Security and Privacy Requirements

In the hypothetical IoVs scenario, the security requirements that need to be met
are as follows:

• Identity privacy protection Based on the information transmitted by the
vehicle within the channel, an attacker is unable to recover the true identity
of the sender.

• Unlinkability In the scenario where multiple messages are sent through the
same vehicle, it is impossible for an attacker to link the messages to the
sender.

• Resist poisoning attacks It can resist poisoning attacks on global models
by malicious vehicles. This means that the system is designed to be resilient
to attacks where malicious vehicles upload bad data to the global model in
an attempt to skew the results.

3.4 Federated Learning

We use Federated Learning to achieve model training at the vehicle layer. vehicles
are responsible for collecting data from their surroundings as Federated Learning
training set. Each vehicle acts as a worker in the FL, which is named as BFL,
and implements the learning process through its own On-Board Unit.In the
proposed scheme, it is assumed that there are N vehicles and vehicles V =
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{vi|i = 1, 2, ..., N} participate in FL and collaboratively train a model ωi on the
collected data set D = {di = (xk, yk) |k = 1, 2, ...ni}, where xk, yk represents the
original data, data label, and ni represents the size of the data set di . For vehicle
vi ∈ V , define its loss function in the dataset di as follows:

Li(ωi) =
1

|di|
|di|∑

j=1

l (ωi, xj , yj) (1)

where function l (ωi, xj , yj) is defined as the loss function on the data sample
(xj , yj). For the global model loss of FL, the following is defined:

L (ω) =
1
n

N∑

i=1

Li (ωi) (2)

In the FL process, the goal is to minimize the global model loss towards gradient
descent, which in turn improves the accuracy of the global model. In this frame-
work, we assume that the data available for each vehicle does not represent the
entire distribution since it is limited to the vehicle’s observations. The algorithm
of federated aggregation optimizes the vehicle and global models. At time t, each
vehicle takes a step using stochastic gradient descent on the available local data.
Mathematically, each vehicle updates the model parameters as:

ωi
t = ωt − η · �Li (ωt−1, di) (3)

where �Li (ωt−1, di) and η represent the gradient descent and learning rate,
respectively. di is the data collected by the vehicle. And ωi

t and ωt represent the
vehicle learning model parameters and RSU model for the t round, respectively.

4 The Proposed Scheme

4.1 Initialization Phase

The current phase is mainly carried out by the CA to generate a series of system
parameters. The specific process is as follows:

• Randomly select two large prime numbers p and q, and choose a q-order
additive cyclic group G with its generator denoted as P .

• Choose a random number SKCA ∈ Z∗
q as the private key of the CA, and

compute PKCA = SKCA · P as the public key of the CA.
• Choose a secure one-way hash function H:g → Z∗

q , g ∈ G.
• The CA publicly announces the system’s public parameters:{P, PKCA,H}
In this paper, a privacy protection method based on pseudonym is designed to
achieve that the RSU side can only use the data, but can’t know exactly where
the data comes from that specific vehicle. The interaction process is shown in
Fig. 2.
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Fig. 2. Pseudonym interaction process

In the multi-round learning process of the FL framework, the fixed
pseudonym may lead to the leakage of model parameters. To address this privacy
concern, this paper proposes to use the BIP32 [17] algorithm as the pseudonym
update algorithm. With this approach, each round of the learning process is
assigned a new pseudonym, which can effectively protect the privacy of the data
uploaded by each node. This “one round one pseudonym” mechanism prevents
the leakage of model parameters and ensures the privacy of the FL process.

4.2 Vehicle Registration

• Registration The vehicle i selects the private key seed to generate the root
private key SKroot and the root chain code chainroot, then calculates the
root public key PKroot = SKroot · P and sends 〈PKroot, chainroot, IDi〉 to
the CA for vehicle registration via a secure channel. Notably, both the CA
and Vi will use the BIP32 [17] algorithm to facilitate updates to SKroot and
PKroot.

• Pseudonym Generation CA generates the pseudonyms to be used for Vehi-
cle i according to the following formula:

PIDvi
= IDi ⊕ H (SKCA · PKvi

) (4)

where H is the hash function. (PIDvi
, PKvi

, IDi) represents the information of
the vehicle, (PIDvi

, PKvi
, IDi) =

(
PIDvz

i
, PKvz

i
, IDi

)
,where z ∈ {1, ...μ}. CA
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stores the vehicle information into the storage module. PKvi
is generated by:

PKvi
= BIP32(PKroot, chainroot) (5)

4.3 Bottom Layer Federate Learning Phase

• Vehicle Local Training This section focuses on the BFL. In this layer, the
Vi first utilizes equation (1)(2)(3) for local training, obtaining the local model
parameter ωi

t.
• Vehicle Pseudonym Generation The Vi also calculates the PIDvz

i
for the

current communication according to equation (6)

PIDvi
= IDi ⊕ H (SKvi

· PKCA) (6)

• Vehicle Signature After calculating the PIDvz
i

and required model param-
eter ωi

t the vehicle uses the following equation to calculate the signature:

δ =
{

signSKvz
i
(PIDvz

i
‖ ωi

t)
}

(7)

• Parameter Sending Vi sends message
{
δ, ωi

t, P IDvz
i

}
to RSU.

4.4 Top Layer Federate Learning Phase

• Signature Verification RSU receives
{
δ, ωi

t, P IDvz
i

}
from the vehicle and

uses PIDvz
i

to retrieve the corresponding PKvz
i

on the CA. The RSU verifies
the signature δ using PKvz

i
from the CA. If the verification is successful, it

proceeds to the next operation. In contrast, when verification fails, it rejects
the message.

• Malicious Vehicle Node Elimination We use the Multi-KRUM [18] algo-
rithm to implement the exclusion of malicious data. Assume that G is the
total amount of model parameters uploaded by vehicles under an RSU and
f is the total amount of Byzantine parameters. The sum of each parameter
and the Euclidean distance to the nearest G − f − 2 parameters is calculated
as the score of that model parameter according to the following equation.

M (x) =
∑

x→y

‖w̄x − w̄y‖ (8)

where ωy denotes the G − f − 2 closest vectors (neighbors) of ωx. Finally,
the G − f model parameters with the lowest scores are selected as legitimate
updates for aggregation.

• RSU Aggregation After completing the local training, the vehicle sends
the model parameters to a nearby RSU, and after completing the exclusion
of malicious data, the aggregation is executed according to the following equa-
tion:

ωr
t =

1
|Nt|

|Nt|∑

i=1

ωi
t (9)

where Nt is the number of vehicles involved in aggregation in round t.
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• RSU Local Training The RSU can collect information from the environ-
ment to participate in FL. After the malicious vehicle is eliminated. Each
RSU updates its own model parameters in the following manner:

ωj
t = ωr

t − η · �Lj

(
ωr

t−1, dj

)
(10)

where ωj
t is the model parameter of the RSU after BFL aggregation and dj

is the surrounding data collected by the RSU. After RSU finishes training,
it uploads the model parameters to the CA, which executes the aggregation
algorithm and finishes generating the global model.

• Model Parameter Storage Assuming that the weight aggregation is W ={
ω1

t , ω2
t , ..., ωk

t

}
at time t, denote RSU node 1 by ω1

t , while leaving the sum-
mary of version t in the parameter server. If node 1 sends an update ω1

t+1 at
the next moment, the weight summary will update the corresponding position
of node 1, i.e. W =

{
ω1

t+1, ω
2
t , ..., ωk

t

}
. This approach ensures that outdated

update weights are included. In this process, the parameters of each parameter
server are stored separately to preserve the latest weights of all nodes. This
method improves the drawback of simple aggregated storage of parameter
servers in two ways. Firstly, it effectively restricts the high-frequency updates
of fast-running nodes. Secondly, it maximizes the overall weights’ guarantee
to prevent the generation of severely biased fast-node training data in the
high-frequency updates environment. As a result, this method improves the
model’s overall convergence performance.

• Weighting Factor Calculation and CA Aggregation This framework
retains the latest uploaded weights from all RSU, increases the independence
of fast and slow nodes, and effectively limits the high-frequency updates of
fast nodes while reducing the lagging influence of slow nodes. Building on
this, a weighted aggregation mechanism based on version number and model
accuracy is proposed to better adapt to different practical situations. At the
time of aggregation, the difference between the latest version provided by
different RSUs and the latest version recorded on the Central Aggregator
(CA) is calculated. The weighting factor of the time dimension is calculated
according to the following formula:

T (j) = (vlatest − vj + 1)−β (11)
where T (j) represents the time-dimensional weighting factor representing RSU
number j, vj represents the version of the parameter uploaded by RSU number j,
vlatest is the latest version saved by CA, and β is the hyperparameter, β ∈ (0, 1).

Meanwhile CA will calculate the accuracy of the received model parame-
ters from RSUj on the common test set and design the aggregated weighting
coefficients of the quality dimensions based on the accuracy.

Acc(j) = Accuracy(ωj) (12)

where Accuracy(∗) is the calculated function of the accuracy of the test model
over the public test set, and Acc(j) is the accuracy of the model uploaded by
RSUj .
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Finally, we designed a weight score s(j) for the model, and s(j) was calculated
according to the following equation:

s(j) = Acc(j) · T (j) (13)

In order to keep the weights expected to be constant, they need to be nor-
malized according to the following equation:

S(j) =
s (j)

∑k
j=1 (vlatest − vj + 1)−β · Acc (j)

(14)

The algorithm proposed in this paper features a more flexible and accurate
weighted aggregation mechanism, as demonstrated by the formula presented
above. This mechanism enables the dynamic calculation of appropriate weights
for aggregating each weight based on its version and accuracy during the aggre-
gation process. The specific aggregation formula is given below:

ωlatest =
k∑

j=1

(
S (j) · ωj

)
(15)

The proposed hierarchical federated learning algorithm is illustrated in Algo-
rithm 1.

5 Security Analysis

This section presents an informal security analysis of the HASFL system.

• Identity Privacy Protection During vehicle registration, the identity infor-
mation is securely transmitted, ensuring its confidentiality. In the data upload
phase, the true identity of the vehicle is concealed using a pseudonym, which
can only be decrypted by the CA from intercepted messages. Consequently,
the privacy of vehicle identity information is effectively preserved.

• Unlinkability Each time the vehicle sends a message, it generates a new
kana for communication. Since the pseudonym is associated with the vehi-
cle’s chain code, connecting two messages sent by the same vehicle requires
knowledge of the vehicle’s root chain code and root public key. However,
within this solution, only the CA and the vehicle possess this information.
Consequently, the scheme fulfills the security requirements of non-linkage.

• Resist Poisoning Attacks The framework demonstrates robustness against
poisoning attacks through the utilization of the MULTI-KRUM algorithm.
This algorithm effectively identifies and eliminates malicious parameters prior
to their participation in the global aggregation process, thereby preventing
their inclusion in the global model.
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Algorithm 1: Hierarchical federated learning algorithm
1 Initialization: N Vehicles, M RSUs, Learning rate η, Hyperparameters β,

SKCA, PKCA, SKroot, Chainroot,H ;
2 Vehicle executes:
3 Dv ←− V ehiclen collects surrounding data as local training batch
4 for each local epoch do
5 for batch d ∈ Dr do
6 learning model ωr ←− ωr − η · �L (ωr, d)
7 end
8 Generate PID

9 end
10 Return: ωv and PID to RSU
11 RSU executes:
12 Cm ←− learning model set of Vehicles collected by RSUm

13 for each Vehicle in Cm do
14 Verify PID
15 Calculate Multi-krum score M(x)

16 end
17 Cf ←− valid learning model set of Vehicles filtered by Multi-KRUM
18 for each Vehicle in Cf do
19 ωr ←− 1

|Nt|
∑|Nt|

i=1 ωv
i

20 end
21 Dr ←− RSUm collects surrounding data as further training batch
22 for each local epoch do
23 for batch d ∈ Dv do
24 learning model ωv ←− ωv − η · �L (ωv, d)
25 end
26 end
27 Return: ωr to CA
28 CA executes:
29 wm ←− learning model set of RSU
30 CA store wm

31 for each RSUj in Wm do
32 calculate accuracy A(j) and time T (j)

33 S (j) = A(j)·T (j)
∑M

j=1 A(j)·T (j)

34 end
35 ωglobal =

∑k
j=1 (S (j) · ωj)

36 Output:global learning model ωglobal

6 Experimental Results and Analysis

This section presents simulation experiments and performance evaluation of the
HASFL framework for IoVs. The results demonstrate the effectiveness of the sys-
tem, including the hierarchical Federated Learning approach that combines both
synchronous and asynchronous modes to optimize the loss function and accu-
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racy. Furthermore, we evaluate the effectiveness of the error-removal algorithm
incorporated in the framework by comparing the scheme with and without the
error-removal algorithm. Finally, we compare our scheme with two other vehic-
ular FL approaches to demonstrate its superiority.

6.1 Parameter Setting

• Network Initialization: Our simulation scenario consisted of a complex
area with dimensions of 1500 m × 1000 m on the SUMO map, incorporating
10 RSUs within the CA.

• Dataset: We evaluate our experiments on the MNIST dataset, a sample of
which are images containing numbers that simulate the fragmented infor-
mation and application profiles generated by vehicles while driving. Each
instance is a 28 × 28 single-channel picture with 10 different categories. The
dataset is split into 100 shards, and the shards are ssigned to 100 providers.
The edge data sharing task is to share the computing results on the local data
of each data provider.

6.2 Results and Analysis

To assess the feasibility of the HASFL framework, we conducted experiments
using 30, 60, and 100 vehicles, while keeping the number of RSUs fixed at 10.
We initially evaluated the accuracy and loss of our proposed scheme using the
MNIST dataset with various numbers of data providers. The resulting accuracy
and loss values are presented in Fig. 3 and Fig. 4. Our findings indicate that high
accuracy can be achieved with different numbers of vehicles participating in the
training, and that the more vehicles that participate, the higher the accuracy.
Furthermore, the loss results demonstrate that they can converge to very low
values. Therefore, we can confirm that our scheme can achieve convergence and
find a stable final solution in a limited computation time, regardless of the num-
ber of participating vehicles. In conclusion, our experiments have confirmed the
feasibility of the proposed system.

Fig. 3. The accuracy with various
numbers of data providers

Fig. 4. The loss results with various
numbers of data providers
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We conducted experiments to assess the impact of malicious nodes on Feder-
ated Learning and to evaluate the performance of our error-removal algorithm.
Specifically, we used 100 vehicles and 10 RSUs, while assuming the presence of
30 malicious vehicle nodes. We compared the accuracy of our proposed scheme
with and without the error-removal algorithm. As shown in Fig. 5, the accuracy
of our proposed scheme without the error-removal algorithm increased with the
number of training rounds, peaked at round 23, and then declined. However,
the inclusion of our error-removal algorithm enabled the framework to achieve
convergence of about 95%.

Fig. 5. Model accuracy with and with-
out error-removal algorithm

Fig. 6. Performance comparison with
existing solutions

We conducted a performance comparison of our proposed scheme with two
other algorithms: the hierarchical synchronous Federated Learning Algorithm
(HWU FL) and the non-hierarchical Asynchronous Federated Learning Algo-
rithm (AFLPV). As shown in Fig. 6, our proposed scheme exhibits a faster
convergence speed and higher average accuracy than HWU FL. Although our
proposed scheme converges at a slower rate than AFLPV, it achieves a sig-
nificantly higher stable accuracy than AFLPV. Our results effectively demon-
strate that hierarchical Federated Learning performs better than traditional non-
hierarchical Federated Learning, and a combination of synchronous and asyn-
chronous aggregation updates performs better than fully synchronous aggrega-
tion updates in an IoVs scenario.
In conclusion, the hierarchical Federated Learning algorithm proposed in this
paper surpasses the traditional FL algorithm. This is because the hierarchical
algorithm utilizes an intermediate layer to collect knowledge from the bottom
of the network and then reprocesses it by combining its own data. This process
enhances the relevance of all data and reflects group intelligence, which ulti-
mately improves the learning accuracy. Moreover, the asynchronous weighting
approach based on interaction rounds and model accuracy can speed up the
convergence of the system. The advantages of our scheme are crucial for traffic
scenarios, especially for future intelligent transportation systems, where multiple
vehicles and RSUs cooperate to predict or analyze traffic conditions.
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7 Conclusion

This paper addresses the challenge of knowledge sharing in the Internet of Vehi-
cles (IoVs) scenario. A hierarchical federated learning framework is proposed
that allows both vehicles and RSUs to contribute effectively. A synchronous and
asynchronous combined method is designed, and a more accurate weighting coef-
ficient is computed based on the comprehensive model accuracy and interaction
frequency to facilitate asynchronous weighted aggregation. The experimental
results demonstrate the effectiveness of our approach in terms of both accuracy
and convergence speed. To ensure identity privacy, pseudonyms are used for the
participating vehicles during training. Moreover, our designed malicious node
exclusion algorithm can successfully prevent malicious vehicles from disrupting
the training process.
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Abstract. With the rapid development of network technology, the num-
ber of mobile devices is increasing at a phenomenal speed. However,
many wireless communications are established on public wireless net-
works, which makes it a challenge to ensure the message confidentiality
and user privacy. Besides, mobile devices usually have limited resources.
It is necessary to design a secure and efficient cryptographic scheme
for wireless communication. In this paper, we propose an identity-based
mutual authentication scheme for resource-constrained mobile devices.
With the help of random oracle model, we show that the scheme is prov-
ably secure under extended Canetti-Krawczyk (eCK) security model.
Finally, through comparative experiments with six related works, we
demonstrate that the proposed scheme is the most suitable for resource-
constrained mobile devices in wireless communications.

Keywords: Mutual authentication · Identity-based cryptography ·
Key exchange · Mobile devices · Wireless communication

1 Introduction

In recent years, 5th generation (5G) network has been gradually popularized
with the rapid development of network technology. Meanwhile, a large quantity
of emerging applications based on wireless network are integrated into people’s
daily life. Vehicle ad hoc networks (VANETs) improve the transportation effi-
ciency and driving safety by providing reliable information services for vehicles
[32]. Wireless body area networks (WBANs) collect real-time biomedical data
through the sensors placed in or around patients’ bodies and send it to remote
medical personnel for diagnosis [27]. Unmanned aerial vehicle (UAV) technol-
ogy has been filtering down to ordinary consumers, which can be used for aerial
photography, media filming, package delivery, emergency rescue and so forth
[33]. Since most applications like the above are established on public wireless
networks, the messages transmitted may be intercepted, modified, replayed etc.
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In those cases, users’ privacy data can be revealed and the validity of messages
cannot be guaranteed. It is crucial to ensure the security of wireless communica-
tion, which includes user authentication, data confidentiality, message integrity,
privacy preservation and so on. In addition, most mobile devices are considered
to have relatively low computation power and small storage space. Therefore, it
is necessary to design a cryptographic scheme with high security and efficiency
for wireless communication. To reduce the cost of mobile devices, we propose an
identity-based mutual authentication scheme for wireless communication. Then,
we prove that the proposed scheme is secure under the well-known extended
Canetti-Krawczyk (eCK) [12] security model. Through comparison with related
works, our scheme is the most suitable for resource-constrained mobile devices
in wireless communications.

Related works are discussed in Sect. 2. Section 3 describes preliminaries.
Then, we give the concrete construction of the scheme and provide the secu-
rity analysis in Sect. 4 and 5, respectively. In Sect. 6, we show the comparison
results between our scheme with other schemes. Finally, we conclude this paper
in Sect. 7.

2 Related Works

Shim [23] introduced an identity-based signature scheme and constructed a con-
ditional privacy-preserving authentication scheme for vehicular sensor networks.
The authentication scheme could also support batch verification process. Sub-
sequently, Liu et al. [14] found that [23] was proved only secure against chosen-
identity and no-message attack and it had non-negligible error in batch verifica-
tion. To reduce the computation overhead of message processing in VANET, He
et al. [10] designed a pairing-free authentication scheme with conditional privacy
protection. To achieve secure communication and driver privacy in a vehicular
sensor network, Lo and Tsai [16] developed an identity-based signature scheme
and proposed a novel anonymous authentication scheme. To deal with the issue
that too many valid identities were held by one user to protect identity pri-
vacy, Wang and Yao [26] presented a local identity-based anonymous message
authentication protocol based on a hybrid authentication scheme. However, the
aforementioned works were designed to support one-way authentication.

In 2008, Yang and Chang [30] put forward an identity-based remote mutual
authentication scheme on elliptic curve cryptosystem (ECC). Their scheme also
supported a session key agreement between two participants. Later, Yoon and
Yoo [31] found out that [30] was not secure against impersonation attack and
could not satisfy perfect forward secrecy. They provided an improved scheme
which not only solved the security issues in [30] but also reduced computation
overhead. In 2012, He et al. [5] came up with a more efficient identity-based
remote mutual authentication scheme. It was proved secure under random ora-
cle model (ROM). In the next year, Chou et al. [4] introduced two authentica-
tion with key agreement schemes, which included a two-party and three-party
identity-based mutual authentication scheme respectively. They claimed that
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the two schemes were able to achieve strong notions of security. Unfortunately,
Farash and Attari [7] demonstrated that two schemes in [4] were both insecure
against impersonation attack. Besides, they presented an improved one to elim-
inate the security flaws of the first scheme in [4]. Wang and Zhang [27] came
up with an anonymous authentication scheme for WBANs and analyzed the
security by means of BAN [2] logic. However, Wu et al. [29] demonstrated that
[27] was vulnerable to impersonation attack and presented another anonymous
authentication scheme under ROM. To provide secure communication in mobile
healthcare social networks (MHSNs), He et al. [8] introduced a framework for
handshake scheme in MHSNs and proposed a cross-domain handshake scheme
which supported symptoms-matching in MHSNs. However, the communication
cost in [8] was too expensive. Odelu et al. [20] presented a new provably secure
authenticated key agreement scheme for smart grid. They demonstrated that the
scheme was secure under Canetti-Krawczyk (CK) [3] model. However, it suffers
from denial of service (DoS) attack since the smart meter must send a third
message to complete the session. Saeed et al. [22] put forward an authentication
key agreement scheme for wireless sensor networks and proved it secure under
extended Canetti-Krawczyk (eCK) [12] model. Kumar and Chand [11] designed
an identity-based anonymous authentication and key agreement protocol for
WBAN, and they showed that the protocol was provably secure under BRP [1]
model. Unfortunately, it could not provide perfect forward secrecy because an
attacker was able to recover the ephemeral key after a key extraction query, and
then calculate the session key.

Besides, Mezrag et al. [18] and Fanian et al. [6] proposed clustering mecha-
nism to extend the wireless sensor networks lifetime. Mezrag et al. [19] presented
an identity-based authentication and key agreement scheme, which achieved
all desirable security properties of key agreement and prevented specific cyber-
attacks on clustered wireless sensor networks. Wang et al. [25], Tao et al. [24] and
Liu et al. [15] researched cross-domain authentication key agreement protocol
for heterogeneous cryptosystem, where the protocol initiator used PKI and the
responder used IBC. However, the communication cost in the above three proto-
col was too expensive due to too many interaction rounds. Li et al. [13] and He
et al. [9] studied on heterogeneous anonymous mutual authentication, where the
protocol initiator belonged to IBC while the responder belonged to PKI. Zhang
et al. [33] and Wazid et al. [28] worked on lightweight remote authentication
protocols for UAV communications.

3 Preliminaries

3.1 Bilinear Pairing

G1 is an additive group with order q and G2 is a multiplicative group with order
q, where q is a large prime number. ê : G1 × G1 → G2 is a bilinear map and it
satisfies the following three properties.

– Bilinearity: ê(rP, sQ) = ê(P,Q)rs for any r, s ∈ Z
∗
q and P,Q ∈ G1.
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– Non-degeneracy: ê(P,Q) �= 1G2 for any P,Q ∈ G1, where 1G2 is the identity
element of G2.

– Computability: ê(P,Q) can be computed efficiently for any P,Q ∈ G1.

3.2 Collusion Attack Algorithm with k Traitors (k-CAA) Problem

Given (h1, h2, ..., hk) ∈ Z
∗
q and (P, sP, (s+h1)−1P, (s+h2)−1P, ..., (s+hk)−1P ) ∈

G1, it is difficult to compute (s + h)−1P for some h ∈ Z
∗
q .

3.3 q-Strong Diffie-Hellman (q-SDH) Problem

Given a generator P ∈ G1 and q elements (sP, s2P, ..., sqP ) ∈ G1, finding a pair
(t, (s + t)−1P ) is hard.

3.4 Computational Diffie-Hellman (CDH) Problem

Given two randomly selected rP, sP ∈ G1, it is difficult to compute rsP .

3.5 System Architecture

The communication system model is depicted in Fig. 1. It is composed of the
three participants, namely PKG, User A and User B. All users should register
with PKG. It verifies a user’s identity and generates a long-term secret key
based on the identity. A and B is the initiator and responder of the scheme,
respectively. They intend to achieve mutual authentication.

Fig. 1. Communication system model
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3.6 Security Model

We adopt the well-known extended Canetti-Krawczyk [12] (eCK) security model.
Let Γ i

IDU
denote user U ’s i-th session. We say that Γ i

IDU
is accepted if the

proposed scheme is finished successfully in the session. Every accepted session
has a session key K, a session identification sid. We say that session Γ i

IDU

and session Γ j
IDV

are partnered if they share a same K and a same sid. The
eCK security model can be defined by a game played by an adversary F and a
challenger C as follows.

F is allowed to adaptively query the following oracles.

– Hi(M): It takes as input M and returns a random hash value.
– Send(Γ i

IDU
,m): It simulates that user U receives message m and replies with

the corresponding message according to the proposed scheme.
– Extract(IDi): It reveals the long-term secret key of IDi.
– Ephemeral Key Reveal(Γ i

IDU
): It reveals the ephemeral key chosen by user U

in Γ i
IDU

.
– Reveal(Γ i

IDU
): It reveals the session key of Γ i

IDU
.

– Test(Γ i
IDU

): This query can be issued only once. It randomly chooses a bit
b ∈ {0, 1}. If b = 0, it responds with a random K ∈ G2; Otherwise, it responds
with the session key of Γ i

IDU
.

When F finishes the query phase, it outputs a bit b′ ∈ {0, 1} as the guess of
b. F wins the game if b′ = b and Γ i

IDU
is accepted and clean. Assume that Γ i

IDU

and Γ j
IDV

are partnered, we say that Γ i
IDU

is clean if neither of the following
conditions is met.

1. User U or V is an adversary-controlled party. It means that the long-term
secret key and ephemeral key are both selected by F .

2. F reveals both the long-term secret key of user U and ephemeral key chosen
by user U in Γ i

IDU
.

3. F reveals both the long-term secret key of user V and ephemeral key chosen
by user V in Γ j

IDV
.

4 Our Scheme

We provide the concrete construction of the proposed scheme in this section,
which is composed of three phases namely Setup, Registration and Authentica-
tion. The symbols involved are shown in Table 1.

4.1 Setup

According to security parameter λ, PKG sets public parameters pp as follows.

1. It selects a large prime number q, a q-order additive group G1, a q-order
multiplicative group G2, a bilinear pairing ê : G1 × G1 → G2 satisfying the
properties in Sect. 3.1. P is a generator of G1 and g = ê(P, P ) is a generator
of G2.
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Table 1. Symbols and descriptions

Symbol Description

λ Security parameter

pp Public parameters

q A large prime number

ê A bilinear map from G1 to G2

G1 An additive group with order q

G2 A multiplicative group with order q

P A generator in G1

g A generator in G2

Hi The i-th Hash function

Ppub/s Master public/secret key pair

IDU The identity of user U

SIDU The long-term secret key of user U

2. It selects five secure one-way hash functions: Hi : {0, 1}∗ → Z
∗
q , where i = 1

to 5.
3. It chooses master secret key s ∈ Z

∗
q and calculates master public key Ppub =

sP .

Finally, PKG publishes public parameters pp = {q,G1,G2, P, g, ê,H1,H2,
H3,H4,H5, Ppub} and keeps s secret.

4.2 Registration

User A sends its identity IDA to PKG for registration. PKG takes as input s
and IDA, then calculates a long-term secret key SIDA

for user A.

SIDA
=

1
s + H1(IDA)

P

PKG transmits SIDA
to user A secretly. After receiving SIDA

, user A computes
sA = H2(IDA, SIDA

). Similarly, user B registers with PKG for its long-term
secret key SIDB

and calculates sB .

4.3 Authentication

After both users register with PKG, they start a communication session for
mutual authentication.

1. In the beginning, user A randomly picks rA ∈ Z
∗
q and calculates

TA = (rA + sA)(H1(IDB)P + Ppub),
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KA = g(rA+sA),

h1 = H3(IDA, TA,KA),

σA = (rA + sA + h1)SIDA
,

cA = H4(KA, IDB) ⊕ (IDA, σA),

then delivers message m1 = (TA, cA) to user B through an open public net-
work.

2. Upon receiving message m1, user B first computes

KA = ê(SIDB
, TA),

and recovers the sender’s identity and the corresponding signature

(IDA, σA) = cA ⊕ H4(KA, IDB).

Then user B calculates

h1 = H3(IDA, TA,KA),

and verifies the validity of the signature

ê(σA,H1(IDA)P + Ppub) = gh1KA

If the above equation does not hold, the verification fails and user B abandons
the session. Otherwise, the authentication of user A is completed. Afterwards,
user B randomly selects rB ∈ Z

∗
q and does the following computations.

KB = grB+sB ,KBA = KrB+sB

A ,

h2 = H5(IDA, IDB ,KA,KB ,KBA).

Then user B accepts KBA as the session key and transmits m2 = (KB , h2)
back to user A.

3. After receiving message m2 from user B, user A computes

KAB = KrA+sA

B ,

then verifies the following equation.

h2 = H5(IDA, IDB ,KA,KB ,KAB)

If it holds, the authentication of user B is finished and user A accepts KAB

as the session key. Otherwise, user A closes the session.



A Secure Mutual Authentication Scheme for Wireless Communication 121

4.4 Correctness

We prove the correctness of our scheme as below. User B computes

KA = ê(SIDB
, TA)

= ê(
1

s + H1(IDB)
P, (rA + sA)(H1(IDB)P + Ppub))

= ê(P, P )(rA+sA)

= g(rA+sA),

h1 = H3(IDA, TA,KA),

then user B verifies the validity of σA as follows.

ê(σA,H1(IDA)P + Ppub)

= ê((rA + sA + h1)
1

s + H1(IDA)
P,H1(IDA)P + Ppub)

= ê(P, P )(rA+sA+h1)

= KAgh1

After that, user B calculates the session key as

KBA = K
(rB+sB)
A = g(rA+sA)(rB+sB).

In the side of user A, it calculates the session key as

KAB = K
(rA+sA)
B = g(rB+sB)(rA+sA) = KBA.

5 Security Analysis

5.1 Mutual Authentication (MA)

Theorem 1. If the k-CAA problem is difficult, the proposed scheme can achieve
initiator-to-responder authentication.

Proof. If there is a probabilistic polynomial time (PPT) adversary F who can
forge a valid intialization message, we can construct another PPT algorithm C
using F as a subroutine to solve the given k-CAA instance (q1, q2, ..., qk, P, sP ,
(s+q1)−1P, (s+q2)−1P, ..., (s+qk)−1P ). C’s task is to find a pair (q∗, (s+q∗)−1P )
for some q∗ ∈ Z

∗
q . C sets the challenge initiator identity as ID∗, generates public

parameters pp = {q,G1,G2, P, g, Ppub = sP} and sends pp to F .
Without loss of generality, we suppose that Send and Extract queries are

preceded by an H1 query, and k is larger than the number of H1 query. C
generates initially empty lists LH1 , LH2 , LH3 , LH4 and LH5 to store the query
results of five hash functions respectively. C answers F ’s queries as follows.
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– H1(IDi): If IDi = ID∗, C responds with q∗. Otherwise, C answers with qi

and adds (IDi, qi, (s + qi)−1P ) to LH1 .
– H2(mi): C randomly chooses si ∈ Z

∗
q , answers with si and adds (mi, si) to

LH2 .
– H3(mi): C randomly chooses h1i ∈ Z

∗
q , answers with h1i and adds (mi, h1i)

to LH3 .
– H4(mi): C randomly chooses ki ∈ Z

∗
q , answers with ki and adds (mi, ki) to

LH4 .
– H5(mi): C randomly chooses h2i ∈ Z

∗
q , answers with h2i and adds (mi, h2i)

to LH5 .
– Send(Γ i

IDU
,m): If IDU = ID∗ and m = ‘Start’, C randomly selects r, h ∈ Z

∗
q ,

calculates
T = rq∗P + rPpub − hqV P − hPpub,

K = ê(
1

s + qV
P, T ),

σ =
r

s + qV
P,

c = H4(K, IDV ) ⊕ (ID∗, σ)

and answers with (T, c), where V is the responder in Γ i
IDU

. Otherwise, C
answers according to the specification of the proposed scheme. In both cases,
(T, c) is a valid initialization message.

– Extract(IDi): C finds (IDi, qi, (s + qi)−1P ) from LH1 and answers with (s +
qi)−1P . Here F is not allowed to query ID∗.

– Ephemeral-Key-Reveal(Γ i
IDU

): C answers with the corresponding ephemeral
key chosen by user U in Γ i

IDU
.

– Reveal(Γ i
IDU

): C answers with the session key of Γ i
IDU

.
– Test(Γ i

IDU
): C randomly chooses a bit b ∈ {0, 1}. If b = 0, C answers with a

random K ∈ G2; Otherwise, C answers with the session key of Γ i
IDU

.

After query phase, F forges a valid initialization message (TA, cA) from ID∗

to IDV . We replays C with the same tape but different choices of H3, as in forking
lemma [21], so that F outputs another valid initialization message (T ′

A, c′
A).

C first recovers (KA, σA) and (K ′
A, σ′

A) from two messages respectively, then
computes h1 and h′

1 respectively. Finally, C calculates SID∗ = (h1−h′
1)(σ1−σ2),

and outputs SID∗ as the solution of the given k-CAA problem. �

Theorem 2. If the DL problem and 1-SDH problem are difficult, the proposed
scheme can achieve responder-to-initiator authentication.

Proof. Assume that an adversary F intercepts an initialization message (TA, cA)
from user A to user B, F tries to forges a valid response message from user B
to user A. Due to the collision resistance of hash functions, F has to extract the
correct KA from TA. There are three cases that F can recover KA successfully,
which are shown below.
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Case 1: F just guesses the right value of h2.
Case 2: F extracts s from Ppub = sP so that F is able to compute user B’s

long-term secret key SIDB
= (s + H1(IDB))−1P and recover KA.

Case 3: F calculates SIDB
= (s + H1(IDB))−1P and recover KA.

Apparently the probability of Case 1 is 1/2λ, which is a negligible number.
Since DL problem and 1-SDH problem are difficult, Case 2 and 3 can hardly
happen. To sum up, forging a valid response message is hard to achieve. �

Based on Theorem 1 and Theorem 2, no adversary can forge a valid initial-
ization message or a valid response message. Therefore, mutual authentication
is achieved.

5.2 Key Agreement

From Sect. 4.4, it can be easily seen that user A and user B finally agree on a
same session key if the proposed scheme is executed successfully.

5.3 Session Key Security (SKS)

Theorem 3. If k-CAA, DL, 1-SDH and DBDH problems are difficult to solve,
the proposed scheme is able to satisfy SKS under eCK security model.

Proof. An adversary F can get advantage in attacking SKS of the proposed
scheme in the following two cases:

Case 1: F intercepts and forges authentication transcripts, which means F may
impersonate a user.

Case 2: F does not alter any transcripts.

From Sect. 5.1 we can get that, if k-CAA, DL and 1-SDH problems are dif-
ficult, the probability of F forging a valid message is negligible. Therefore, The
advantage in Case 1 is negligible too.

Then we discuss Case 2. Given an instance of DBDH problem (aP, bP, cP,X),
C needs to decide if X = ê(P, P )abc. C selects s ∈ Z

∗
q , generates public parameters

pp = {q,G1, G2, P, g, Ppub = sP} and sends pp to F . C guesses α such that F
queries Test with the α-th session.

Without loss of generality, we suppose that Send and Extract queries are
preceded by an H1 query. C generates initially empty lists LH1 , LH2 , LH3 , LH4

and LH5 to store the query results of five hash functions respectively. C answers
queries as follows.

– H1(IDi): C randomly chooses qi ∈ Z
∗
q , responds with qi and adds (IDi, qi) to

LH1 .
– H2(mi): C randomly chooses si ∈ Z

∗
q , answers with si and adds (mi, si) to

LH2 .
– H3(mi): C randomly chooses h1i ∈ Z

∗
q , answers with h1i and adds (mi, h1i)

to LH3 .
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– H4(mi): C randomly chooses ki ∈ Z
∗
q , answers with ki and adds (mi, ki) to

LH4 .
– H5(mi): C randomly chooses h2i ∈ Z

∗
q , answers with h2i and adds (mi, h2i)

to LH5 .
– Send(Γ i

IDU
,m): When F queries the the α-th session, C calculates

TU = (s + H1(IDV ))aP,KU = ê(aP, P ),

h1 = H3(IDU , TU ,KU ),

σU =
1

s + H1(IDU )
(aP + h1P ),

cU = H4(KU , IDV ) ⊕ (IDU , σU ),

and answers (TU , cU ) as the initialization message. C then computes

KV = ê(bP, cP ),KV U = X,

h2 = H5(IDU , IDV ,KU ,KV ,KV U ),

and answers (KV , h2) as the response message. Otherwise, C answers accord-
ing to the specification of the proposed scheme.

– Extract(IDi): C finds (IDi, qi) from LH1 and answers with (s + qi)−1P .
– Ephemeral-Key-Reveal(Γ i

IDU
): C answers with the corresponding ephemeral

key chosen by user U in Γ i
IDU

.
– Reveal(Γ i

IDU
): C answers with the session key of Γ i

IDU
.

– Test(Γ i
IDU

): If F queries the α-th session, C answers with X. Otherwise, C
randomly chooses a bit b ∈ {0, 1}. If b = 0, C answers with a random K ∈ G2;
If b = 1, C answers with the session key of Γ i

IDU
.

The probability of F querying Test with the α-th session is at least 1/qS ,
where qS is the maximum number of Send query. If F can win the game with a
non-negligible advantage ε, C is able to solve the given DBDH problem with an
advantage larger than (1/qS)ε. �

5.4 Perfect Forward Secrecy (PFS)

If SIDA
and SIDB

are revealed, the attacker can calculate sA = H1(IDA, SIDA
)

and sB = H1(IDB , SIDB
). It can get KB = g(rB+sB) from transcripts and

recover KA = g(rA+sA) from TA, then compute grA and grB . However, it is not
capable of computing the session key g(rA+sA)(rB+sB) based on KA and KB due
to the CDH problem. Only if the attacker gets rA or rB , it can calculates the
session key. Nevertheless, it is difficult for the attacker to derive rA or rB because
of the DL problem. Therefore, perfect forward secrecy is achieved.

5.5 Identity Privacy

The transcript of a session consists of two messages, (TA, cA) and (KB , h2). Only
cA contains the identity information of user A. However, an attacker is not able
to extract IDA from cA since it cannot extract KA from TA without knowing
user B’s long-term secret key SIDB

. Hence, the identity privacy is preserved.
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5.6 Resistance Against Attacks

Since the proposed scheme is proved capable of satisfying mutual authentication,
impersonation attack and man-in-the-middle attack will not work.

Owing to the collision resistance of hash functions, the proposed scheme can
defend against replay attack if we add two timestamps to H3 and H5 respectively.

For the responder B, the session will be immediately abandoned if the ver-
ification equation does not hold. If B successfully responds message m2, the
proposed scheme is finished in B’s side. For the initiator A, if A does not receive
message m2 from B within a set time interval after A sends message m1, A closes
the session. In other words, the proposed scheme is secure against DoS attack.

Even if an attacker has the access to the ephemeral keys (rA, rB), the session
key is secure since the attacker does not know two users’ long-term secret keys
(SIDA

, SIDB
) and is not able to compute sA or sB . Therefore, the proposed

scheme can resist against ephemeral key compromise attack.

6 Comparison

We compare the proposed scheme with six related works [8,9,11,20,22,29] in
terms of security, computation overhead and communication cost. Table 2 shows
the security comparison. SP-1, SP-2, SP-3, SP-4, SP-5, SP-6 and SP-7 denote
seven security properties respectively, namely MA, SKS, PFS, identity privacy,
resistance against replay attack, resistance against DoS attack and resistance
against ephemeral key compromise attack. Our scheme can satisfy all security
properties even under eCK model while other schemes cannot.

Table 2. Security comparison

Scheme SP-1 SP-2 SP-3 SP-4 SP-5 SP-6 SP-7 Security model

[29] Yes Yes No Yes Yes Yes No BRP

[9] Yes Yes Yes Yes Yes Yes No BRP

[8] Yes Yes Yes Yes Yes Yes No BRP

[22] Yes Yes Yes No Yes Yes No CK

[20] Yes Yes Yes Yes Yes No No CK

[11] Yes Yes No Yes Yes Yes No BRP

Ours Yes Yes Yes Yes Yes Yes Yes eCK

We show the comparison of computation overhead in Table 3. Tmtp, Tbp, Tpm

and Te denote the time of a map-to-point function, a bilinear map, a point
multiplication and an exponentiation respectively. In Table 3, we neglect other
fast operations such as hash function, point addition, XOR etc.
The comparison of communication cost is shown in Table 4. |G1|, |G2|, |Z∗

q | and
|ID| are the length of an element in G1, an element in G2, an element in Z

∗
q and

an identity respectively.
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Table 3. Computation overhead

Scheme Initiator Responder

[29] 3Tpm + 2Te Tbp + 3Tpm + 2Te

[9] Tmtp + 4Tpm Tmtp + 2Tbp + 4Tpm

[8] 6Tpm 6Tpm

[22] 6Tpm 6Tpm

[20] 2Tpm + 2Te 2Tbp + 2Tpm + Te

[11] 4Tpm 6Tpm

Ours 3Tpm + 2Te 2Tbp + Tpm + 3Te

Table 4. Communication cost

Scheme Initialization message Response message Rounds

[29] 3|G1| + |Z∗
q | + |ID| |G2| + |Z∗

q | 2

[9] 2|G1| + |ID| |G1| + |Z∗
q | 2

[8] 3|G1| + 3|Z∗
q | + 2|ID| 3|G1| + 3|Z∗

q | + 2|ID| 3

[22] 2|G1| + 2|Z∗
q | + |ID| 2|G1| + 2|Z∗

q | + |ID| 2

[20] 2|G1| + 3|Z∗
q | + |ID| |G2| + |Z∗

q | 3

[11] 3|G1| + |Z∗
q | + |ID| |G1| + |Z∗

q | 2

Ours 2|G1| + |ID| |G2| + |Z∗
q | 2

We did the experiments on a computer with 3.60 GHz AMD Ryzen 5 3600
CPU, 16.0 GB memory and Windows 10 operating system. We used type-A
curve in PBC library [17], which is an elliptic curve y2 = x3 + x over Fp

based on a prime order p ≡ 3 mod 4. Figure 2, 3 and 4 depict the experimental
results under 80, 112 and 128 security strength respectively. Under 80 security
strength, the total computation overheads of seven schemes are 20.8 ms, 38.5 ms,
30.0 ms, 33.0 ms, 19.3 ms, 26.2 ms and 18.6 ms respectively. Under 112 security
strength, the total computation overheads of seven schemes are 75.4 ms, 163.1 ms,
105.8 ms, 110.0 ms, 72.5 ms, 90.9 ms and 73 ms respectively. Under 128 security
strength, the total computation overheads of seven schemes are 177 ms, 434 ms,
234 ms, 238 ms, 179 ms, 198 ms and 183 ms respectively.

It can be seen that, our scheme performs better than [8,11,22] in every aspect.
The communication cost of [9] is the same as ours, but its computation overhead
is higher much than ours and it cannot resist against ephemeral key compromise
attack under eCK model. [29] and [20] have similar computation overhead as
ours. However, [29] cannot provide PFS and resistance against ephemeral key
compromise attack under eCK model. [20] is not able to defend against DoS
attack and ephemeral key compromise attack under eCK model. In addition,
our scheme has the lowest computation overhead under 80 security strength
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Fig. 2. 80 security strength Fig. 3. 112 security strength

Fig. 4. 128 security strength

while has the highest security and lowest communication cost. It means that our
scheme is the most suitable for resource-constrained mobile devices in wireless
communications.

7 Conclusion

In this paper, we propose a mutual authentication scheme for wireless commu-
nications. We prove that the proposed scheme can achieve mutual authentica-
tion, session key security, perfect forward secrecy, identity privacy and resistance
against various attacks under eCK model. Besides, through comparative experi-
ments, we demonstrate that the proposed scheme is the most suitable for mobile
devices with limited resources.
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Abstract. The Tor anonymous communication network can provide Internet
anonymous access function, making it challenging for network regulators to track
the webpages visited by users. However, webpage fingerprinting, a commonly
used passive traffic analysis technology, can identify webpages by monitoring and
analyzing the near-end traffic of users. Currently, most existing webpage finger-
printing methods assume that users only open a single tab to access one webpage,
which is not realistic, while multi-tab methods have limitations in utilizing mixed
areas and the number of identified webpages. To solve the above limitations,
this paper proposes a Multi-head Self-attention-based Multi-tab Webpage Finger-
printing (MSMWF) method on Tor, which designs a reasonable network structure
according to the type of mixed webpages in multi-tab webpage traffic sequence.
First, sequence embedding and block division are performed on the original multi-
tab webpage traffic sequence to generate the embedded vector. Then, three sets
of self-attention heads are used to extract the global features of the three types
of mixed webpages, which can effectively use the correlation between differ-
ent regions of the multi-tab sequences to identify the corresponding webpages.
Experimental results demonstrate that MSMWF outperforms baseline methods
in identifying multi-tab webpages and performs well in various experimental
scenarios.

Keywords: Tor ·Multi-tab Webpage Fingerprinting ·Multi-head Self-attention

1 Introduction

Currently, Tor is the largest anonymous communication system with the largest number
of users. By utilizing data forwarding, content encryption, and traffic confusion to hide
the communication content and relationship, it provides ordinary users the ability to
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access the Internet anonymously and cover up their network communication source and
target [1, 2]. This makes it difficult to track and locate users, leading to an increase in
anonymous abuse and malicious activities, which is the pain point and difficulty of net-
work supervision. Webpage fingerprinting (WF) [3] is a typical passive traffic analysis
method. It collects and extracts the fingerprint information of the target webpage bymon-
itoring the near-end traffic of the Tor client, uses the fingerprint information to construct
a model, and applies it to the latest monitored webpage traffic to identify the webpage
visited by the user. It helps network regulatory and law enforcement departments to
effectively obtain evidence and accurately crack down on anonymous communication
crimes.

Most early studies focused on single-tab WF, assuming that users only visit one
webpage each time they open the browser, and the traffic accessing that webpage can
be fully collected. In practice, many users tend to open multiple tabs to access multiple
webpages simultaneously. During this process, traffic from different webpages is mixed,
causing interference in WF. Therefore, single-tab WF methods that rely on complete
single webpage traffic often fail in multi-tab browsing scenarios [4].

In multi-tab webpage browsing scenarios, there are generally three types of multi-
tab webpage traffic sequences, including apart traffic sequences, continuous traffic
sequences, and overlapping traffic sequences. To use a unified method to handle all
types of multi-tab webpage traffic sequences above, we merged three types of multi-tab
webpage traffic sequences and classified the single webpage within them. The webpages
in multi-tab webpage traffic sequences are divided into three categories according to dif-
ferent mixing forms. The first webpage, its tail mixed with other webpages. The middle
webpages, their head and tail mixed with other webpages. The last webpage, its head
mixed with other webpages.

This paper proposes MSMWF, a multi-tab webpage fingerprinting method based on
multi-head self-attention for Tor. MSMWF is designed to improve the performance of
WF by perceiving the correlation between different regions in multi-tab sequences and
paying more attention to key information. In summary, the main contributions of this
paper are as follows:

– We propose a sequence embedding and block division method for multi-tab web-
page traffic sequences. The embedding vector that preserves the original order of
users browsing the webpage is extracted from the original multi-tab webpage traffic
sequence through sequence embedding. Then, the embedding vector is divided into
blocks to further separate sequences belonging to different webpages.

– We propose a multi-head self-attention-based global feature extraction method. We
have set up three encoders based on multi-head self-attention, which correspond to
different mixed types of webpages in multi-tab sequences. To extract more suitable
global features, each encoder perceives the correlation between each sequence block
and pays different attention to each sequence block.

– Experiments show that the proposedMSMWF has outstanding performance in multi-
tab WF. MSMWF uses the same network architecture to recognize all types of multi-
tab webpages, which improves the practicality of WF research.
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2 Related Work

Traditional single-tabWFmethods usemanually designed features andmachine learning
methods. Such as k-NN [5], k-fingerprinting [6], CUMUL [7], and so on. With the
development of neural networks and related technology, theWFmethods based on neural
network has gradually surpassed traditional methods based on manual feature extraction
[8]. Siriam et al. [9] proposed a single-tab Deep Fingerprinting (DF) method. They built
a deep convolutional neural network model with complex architecture. However, the
assumption that users only browse on a single tab is not always true as most users tend
to open multiple webpages simultaneously.

Zou et al. [2] pointed out that weakening the user behavior hypothesis is one of the
keys to practical WF. Some multi-tab WF methods use manually designed features to
identify split points, and then recognize webpages based on the partial sequence after
segmentation [10–12].Xu et al. [12] proposed amulti-tabWFmethodbased on split point
recognition (denoted as Xu-Splitting). Xu-Splitting uses the BalanceCascade algorithm
[13] to address data imbalance in split point recognition and XGBoost [14] to identify
split points between overlapping webpages. But this method discards all traffic after the
split point and only classifies the first visitedwebpage, and the classification effectwill be
reduced by the errors in the segmentation traffic process. Later, some research attempts
to bypass the problem of split point recognition and directly use the information of the
entire multi-tab webpage traffic sequence to identify webpages. Cui et al. [15] proposed
a sectioning algorithm (denoted as Cui-Sectioning). Cui-Sectioning divides a traffic
sequence into sections, predicts each section, and uses a majority vote to determine the
final predicted webpage category. However, this method only treats the mixed regions of
multi-tab sequences equallywith other regions, which can lead to information confusion.
Guan et al. [16] proposed a Block Attention Profiling Model (BAPM), focusing on
overlapping webpage traffic. BAPM generates a tab-aware representation, divides the
traffic into blocks, applies self-attention analysis to group blocks of the same webpage,
and identifies multiple webpages simultaneously in the global view. However, when the
number of webpages increases, the number of attention heads needs to be dynamically
adjusted, which makes the network structure unstable.

In conclusion, the current multi-tab WF method has problems with mixed regions
being unable to be effectively utilized and the limited number of recognizable webpages.
MSMWF addresses these issues by leveraging multi-head self-attention for global fea-
ture extraction to maximize the utilization of mixed regions and optimize the network
structure to accommodate various mixed webpage scenarios.

3 Proposed Methodology

The proposed method MSMWF is composed of three parts: sequence embedding, block
division, and multi-tab WF. Multi-tab WF is mainly implemented through multi-head
self-attention-based global feature extraction. The overview of MSMWF is shown in
Fig. 1.
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Fig. 1. The overview of MSMWF.

3.1 Sequence Embedding

The dimension of the original multi-tab direction sequence is usually large, so convolu-
tional neural networks are first used for sequence embedding. The convolutional basic
block of this network contains two one-dimensional convolutional layers, each of which
has batch normalization and activation operations, which can effectively accelerate the
training process of deep networks. The max pooling layer and dropout operation in each
basic block can effectively prevent overfitting and help optimize the model. In particular,
the ELU activation function [17] is used in the first basic block to learn negative values
in the direction sequence. The number of channels of four connected convolutional basic
blocks increases gradually, enabling the extraction of different levels of two-dimensional
feature representations from the original one-dimensional direction sequence. Each row
in the two-dimensional feature representation represents the features obtained by the
convolution of the original sequence on one channel in the original order. Therefore,
transposing and flattening it can preserve the original relative positions of each webpage
sequence. The last two fully connected layers are used for dimensionality reduction to
generate the embedded vector. Sequence embedding can not only explore the potential
features of multi-tab webpage traffic sequence but also preserve the original order in
which users browse webpages.

3.2 Block Division

Dividing the embedded vector after sequence embedding into blocks to generate a block
matrix helps separate features belonging to different webpages. Too many or too few
blocks can affect recognition performance. If the number of blocks is too small and the
size of the blocks is too large, each block will contain more mixed parts of different
webpages, and the connection between each block and the single webpage will become
more chaotic. If the number of blocks is too large and the size of the blocks is too small,
the webpage features contained in each small block are not obvious, making it more
difficult to group blocks with strong correlations. After experimental verification, the
number of blocks selected in this paper is 16. Since the parallel operation of the attention
mechanism ignores the position information of the sequence, the corresponding position
information is supplemented by adding a fixed position embedding based on the sine
function and cosine function [18].
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3.3 Multi-tab WF

The architecture of the encoders and WF network in multi-tab WF is shown in Fig. 2.

......

......

......

Fig. 2. The architecture of multi-tab WF.

Three multi-head self-attention-based encoders are established to extract global fea-
tures for different types of webpages in multi-tab webpage traffic sequences. Encoder1
captures features for the first visited webpage with a mixed tail, Encoder2 handles
the middle webpages with mixed heads and tails, and Encoder3 focuses on the last
visited webpage with a mixed head. Each encoder perceives the correlation between
blocks, and blocks with strong correlation promote the classification of the same type
of webpage, while blocks with weak correlation are to some extent ignored. And the
parameters are continuously updated based on predicted losses so that each block of
the sequence receives different levels of attention. For example, after model iteration
training, Encoder1 will pay more attention to the header blocks with strong correlation
and less attention to the mixed blocks in the middle, while the blocks of other unrelated
webpages will receive the least attention, which can achieve reasonable utilization of
information in each block.

TheWF network builds the fully connected layers, uses different activation functions
to output the classification probability, and realizes the classification of different mixed
types of webpages. The classification methods for three types of webpages are:

webpagefirst = softmax(MultiHeadfirst) (1)

webpagemiddle = sigmoid(MultiHeadmiddle) (2)

webpagelast = softmax(MultiHeadlast) (3)

where softmax (.) represents the normalized exponential function and sigmoid (.) repre-
sents the activation function.MultiHeadfirst,MultiHeadmiddle, andMultiHeadlast repre-
sent global features extracted by Encoder1, Encoder2, and Encoder3 and passed through
the fully connected layers, respectively.
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Encoder1 and Encoder3 extract global features for the classification of the first and
last webpages, respectively, using the softmax function. The highest probability category
is chosen as the result. Encoder2 uses the sigmoid function to achievemulti-classification
of middle webpages. For example, with two middle webpages, the two categories with
the highest classification probabilities are selected as the results.

4 Experimental Results and Analysis

4.1 Dataset

Wang single-tab webpage dataset [19] was used to manually construct the multi-tab
webpage dataset. The research of webpage fingerprinting must consider two recognized
experimental scenarios [20] : Closed-World (CW) and Open-World (OW). In the CW,
we construct a two-tab webpage dataset with different overlapping proportions and a
four-tab webpage dataset with apart, continuous, overlapping, and complex types. The
mixing methods between the four webpage sequences in complex webpages here are as
follows: 10% overlap, 2-s time interval, and continuous. In the OW, a two-tab webpage
dataset is constructed.

4.2 Performance Metrics

We use accuracy, macro average precision (macro_P), and macro average recall
(macro_R) as performance metrics. Accuracy refers to the proportion of correctly classi-
fied samples in all testing sequences. In multi-classification, when calculating the preci-
sion and recall of a certain category, it is necessary to consider that category as a positive
category and all other categories as negative categories. The macro_P and macro_R
comprehensively consider the classification effect of each category and calculate the
arithmetic mean of precision and recall of all webpage categories respectively.

4.3 Closed-World Experiments and Analysis

To validate the effectiveness ofMSMWF,BAPM [16], Cui-Sectioning [15], Xu-Splitting
[12], and Multi-DF are chosen as comparison methods in the experiments. Multi-DF is
a deformation of the single-tab WF method DF [9], adapted for multi-tab browsing by
changing the activation function of the last layer to sigmoid and using binary cross-
entropy loss as the loss function. In the CW, the results of two-tab WF with different
overlapping proportions are shown in Table 1.

The following conclusions can be obtained by observing the experimental results:

1. The experimental results indicate that MSMWF outperforms comparison methods.
And it maintains stable recognition effectiveness with increasing overlapping pro-
portions. It utilizes sequence embedding networks to explore features in multi-tab
webpage traffic sequences while preserving the original access order. It uses a set
of self-attention heads to extract global features from a class of webpage sequences,
allowing the model to pay more attention to the regions related to its classification
target, and integrate the correlation features of multiple subspaces, thereby improving
the performance of WF.
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2. The recognition performance of Multi-DF is not ideal all the time, indicating that the
single-tab WF method cannot be directly applied to multi-tab browsing scenarios.
As the overlap proportion increases, the recognition accuracy of Xu-Splitting sig-
nificantly decreases. Cui-Sectioning treats all regions in the sequence equally, and
mixed regions containing the information of multiple webpages confuse the recog-
nition results. BAPM achieves high accuracy in recognizing the first webpage by
utilizing separate self-attention heads to extract features from each webpage in a
multi-tab sequence. However, its accuracy is lower for webpages with high overlap
proportions and mixed heads due to limitations in the convolutional network and
single-head attention mechanism in extracting comprehensive global features.

3. The header information is crucial in WF because users need to establish a connection
with the server at the beginning of accessing a webpage, and there are more outgoing
requests from the client to the server. The information transmitted during this period
helps to distinguish different webpages. Because the head of the last webpages is
mixed with the previous webpage, the head information cannot be fully utilized,
resulting in lower recognition accuracy than the first webpage.

Table 1. Results of two-tab WF with different overlapping proportions.

Overlapping proportion 10% 20% 30% 40% 50%

Metrics Accuracy Accuracy Accuracy Accuracy Accuracy

First Webpage Multi-DF 68.1% 60.9% 64.2% 62.2% 56.7%

Xu-Splitting 81.1% 71.9% 64.4% 54.4% 42.5%

Cui-Sectioning 36.7% 35.0% 38.4% 36.4% 37.6%

BAPM 96.6% 96.8% 95.8% 95.9% 94.5%

MSMWF 96.8% 97.4% 95.9% 96.6% 96.1%

Last Webpage Multi-DF 61.2% 56.6% 58.3% 55.6% 52.7%

Xu-Splitting 27.0% 22.1% 19.2% 15.7% 15.4%

Cui-Sectioning 30.7% 30.1% 31.9% 30.6% 29.3%

BAPM 81.1% 80.1% 78.2% 77.1% 78.9%

MSMWF 92.9% 93.8% 92.7% 91.8% 92.7%

To verify the generalization ability of MSMWF, four-tab WF experiments were
conducted on apart, continuous, overlapping, and complex webpages. The experimental
results are shown in Table 2. The Top-2 accuracy is used to evaluate the recognition
performance of the second and third webpages. The experimental results show that
MSMWF has good recognition performance for various types of multi-tab webpages,
proving that this method has good robustness and can uniformly recognize all types
of multi-tab webpages traffic sequences. In addition, because the mixed region of the
middle and last webpages in the apart and continuous type webpage sequence does not
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Table 2. Results of four-tab WF in CW.

Sequence type First Webpage Second Webpage Third Webpage Last Webpage

Accuracy Top-2 Accuracy Top-2 Accuracy Accuracy

apart 98.8% 92.3% 91.0% 94.4%

continuous 98.7% 89.7% 90.7% 93.6%

overlapping 98.4% 84.3% 84.4% 91.9%

complex 97.7% 87.3% 90.5% 95.6%

overlap with other webpage sequences, its recognition results are superior to those of
the corresponding positions in the overlapping webpage sequence.

4.4 Open-World Experiments and Analysis

The results of the two-tab WF in OW are shown in Table 3. In the OW scenario, all
unmonitoredwebpages are regarded as a single category, so the results of this experiment
are evaluated on 51 categories. MSMWF achieves the highest accuracy and macro_P,
but slightly lower macro_R on the first webpage. Analysis of the test dataset reveals
that MSMWF misclassifies some monitored webpages as unmonitored ones due to data
imbalance caused by the high ratio of unmonitoredwebpages tomonitored ones (approx-
imately 50:1). Xu-Splitting and Cui-Sectioning have lower macro_R rates, indicating
that they are more susceptible to data imbalance.

Table 3. Results of the two-tab WF in OW.

Methods First Webpage Last Webpage

Accuracy macro_P macro_R Accuracy macro_P macro_R

Multi-DF 65.1% 60.7% 72.3% 52.4% 42.4% 33.7%

Xu-Splitting 55.2% 58.0% 25.7% 31.1% 2.5% 2.3%

Cui-Sectioning 49.5% 51.7% 22.2% 44.6% 40.4% 17.0%

BAPM 94.6% 91.5% 94.4% 81.5% 74.8% 70.7%

MSMWF 96.1% 91.9% 93.3% 89.1% 79.2% 80.8%

4.5 Ablation Experiments and Analysis

We designed two ablation experiments to verify the importance of each component,
and the experimental results are shown in Fig. 3. MSMWF\E&D refers to removing
sequence embedding and block division from MSMWF, while MSMWF\S refers to
removing multi-head self-attention-based global feature extraction from MSMWF.

Due to the ability of sequence embedding and block division to mine the potential
features ofmixed regions and separate them fromother regions, the effective utilizationof
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mixed regions is achieved, and the head information in this region is an important feature
for the recognition of the last webpage with mixed head. Therefore, the recognition
accuracy of MSMWF\E&D for the last webpage significantly decreases. MSMWF\S is
equivalent to degenerating into a simple multi-tab classifier, with a significant decrease
in recognition accuracy.

Fig. 3. Results of ablation experiments.

5 Conclusion and Future Works

The proposed MSMWF addresses limitations in handling mixed regions and the num-
ber of identified webpages. MSMWF first extracts potential features from the original
direction sequence using sequence embedding. It then divides the embedded vector into
blocks and adds position encoding to separatewebpage features, and employsmulti-head
self-attention-based encoders to extract global features. The WF network generates the
final recognition results. Experimental results demonstrate that MSMWF can identify
all types of multi-tab webpage traffic sequences using the same network architecture
and can adapt to the situation where more webpages are mixed.

In the future, we can attempt to future weaken the experimental assumptions of
existing methods to enhance the practicality of WF.
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Abstract. Privacy-preserving data publishing has been an important
research field in the era of big data. Various privacy protection schemes
have been proposed to balance privacy and utility. Personalized differ-
ential privacy (PDP) is especially noteworthy as it offers stronger pri-
vacy guarantees, taking into account the diverse privacy requirements of
users. However, existing PDP mechanisms produce query results with low
accuracy, which leads to poor data utility. Specifically, PDP is realized
by sampling data and invoking on differential privacy, thus the prob-
lem of poor accuracy in differential privacy itself is brought into PDP.
Interactive queries is a natural setting in differentially private publishing
scenarios. Considering the need for interactive queries in PDP, we firstly
establish a privacy budget allocation method by equalizing the com-
mon privacy budget and then recycling the remaining privacy budget,
and then propose a combined mechanism to answer multiple queries. As
accurately, for each round of query, there is a high probability that user’s
data with high record sensitivity will not be sampled, thereby reducing
the overall sensitivity. And a smaller noise is added according to the
corresponding allocated privacy budget. Finally, the combined mecha-
nism is proved to meet the privacy demands, and the experiment results
executing on synthetic datasets and real datasets demonstrate that the
combined mechanism under the privacy budget method can achieve bet-
ter accuracy than the traditional mechanisms.
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1 Introduction

Privacy is a personal attribute, and when certain attributes are exposed by a
group, they may not be considered as privacy. For example, a hospital releases a
report stating that smokers have a higher chance of getting lung cancer, which
is not privacy-sensitive information. However, if Alice is known to be a smoker,
her personal privacy is compromised as there is a probability that she may get
lung cancer. To protect privacy, organizations often release data for analysis
after processing it to provide statistical information. However, attackers can still
use differential attacks to infer individual information. For instance, if attackers
know Alice’s presence in a medical database, they can query the number of
people with cancer and the number of people, including Alice, with cancer. By
subtracting the answers, the privacy information related to Alice can be exposed.

Differential privacy (DP) [6] provides one of the strongest guarantees for
analyzing aggregated data, even when the adversary has access to all information
about anyone other than the target. A common approach to achieve DP is to
add a random noise to the aggregation analysis result. DP ensures that the
aggregation results are insensitive to the absence or present of each user’s data.
Consequently, attackers can not distinguish the result of queries including a
particular user or not. However, a limitation of DP is that DP provides only a
uniform level of privacy and ignores the fact that different individuals usually
have different privacy requirements for their personal data.

Personalized differential privacy [16] has been proposed to address differ-
ent privacy needs for users. A center collects data of each user and returns an
inquiry based on the corresponding privacy budget. One possible approach to
achieve Privacy-Differential Privacy (PDP) is a two-step procedure. The first
step involves non-uniform sampling at the individual tuple level based on a pri-
vacy threshold. In the second step, a DP mechanism with a privacy budget
equal to the threshold is invoked and executed on the sampled set. The other is
a direct approach that is analogous to the exponential mechanism which applies
a real-valued score function based on the number of data that would need to be
modified in the original dataset to obtain the target result. Accuracy can benefit
from the privacy budget tightly related to individuals. One major reason is that
if both dp and pdp are to be satisfied, the minimum privacy budget among the
users needs to be selected, which will reduce the utility of the data. At the same
time, when users have the ability to adjust the level of privacy protection for
their own data, they are more willing to contribute their data for analysis.

Moreover, there are two natural settings involved in differentially private
publishing scenarios - interactive and non-interactive [29]. In the interactive set-
ting, the center accepts an online query that cannot be issued until the pre-
vious queries have been published. In the non-interactive setting, all queries
are accepted at one time and the corresponding disturbed results are published
simultaneously.

Despite the substantial progress in PDP, PDP still faces the problem of poor
accuracy. One of the major reasons is that the realization of PDP is a combina-
tion of sampling and DP, and then the low precision of DP itself is inherited to
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PDP. It makes no sense to analyze the query results with low precision. As a prac-
tical online question-and-answer method, interactive data publishing technology
has aroused a lot of research. Nevertheless, there are no analysis for interactive
queries in personalized differential privacy. With the challenges above, we are
aware of the critical importance of constructing an interactive query mechanism
in personalized differential privacy with high precision.

1.1 Related Works

Differential Privacy. Dwork et al. [6] proposed the concept of differential pri-
vacy that provides uniform protection ((ε,0)-indistinguishability) for everyone.
Due to the consideration of arbitrary adjacent data sets, differential privacy can
not offer highly accurate results.

One way to improve precision of differential privacy is to relax privacy pro-
tection. Dwork et al. [8] gave (ε, δ)-indistinguishability by introducing a slack
parameter δ, which essentially guarantees that the probability that any indi-
vidual suffers privacy loss exceeding ε is bounded by δ. Furthermore, Dwork
et al. [2] introduced a novel relaxation of differential privacy known as concen-
trated differential privacy. This relaxation offers improved accuracy compared
to differential privacy and provides tighter bounds on expected loss compared to
(ε,δ)-differential privacy. In addition, Gehrke et al. [10] proposed crowd-blending
privacy, which relaxes differential privacy by adding a condition that a person
blends in a crowd of k people.

Another way is to optimize the noise distribution. Nissim et al. [20] presented
a new definition of sensitivity named local sensitivity. Local sensitivity only
considers datasets that are adjacent to the actual dataset, so the noise that is
added to aggregation query results can be significantly reduced. Subsequently,
Huang et al. [13] proposed the concept of record sensitivity to improve the utility.
In particular, each data record is allocated a personalized sampling probability
that data records whose presence or absence has a high influence on the final
result are specified a relatively small sampling probability. Since the number
of records with high sensitivity is reduced, the amount of added noise is also
reduced, leading to improved accuracy.

Personalized Differential Privacy. Alaggan et al. [1] proposed heterogeneous
differential privacy, which was the first work considered the privacy preferences of
users. However, their stretching mechanism cannot be applied to some aggregate
functions (e.g. median, min/max ) or some types of queries. To overcome these
problems, Jorgensen et al. [16] designed two novel mechanisms to reach person-
alized differential privacy. The first mechanism introduces a threshold value to
compute each tuple’s sampling probability, and then invokes the original differ-
ential privacy based on the sampling result. The second is a direct approach by
modifying the score function of the exponential mechanism. For the second mech-
anism of PDP, Niu et al. [21] proposed the utility aware personalized exponential
mechanism by distinguishing the same score functions to improve data utility.
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To improve the utility, Li et al. [18] proposed two partition-based mechanisms:
privacy aware and utility-based partitioning. When the number of blocks of a
partition is predefined, the dynamic programming problem is used to find the
optimal partition to minimize the waste of privacy budget and maximize the util-
ity. Whereupon Niu et al. [22] proposed utility-aware sampling mechanism, which
reuses the remaining privacy budget by multiple rounds of sampling. Further-
more, Qu et al. [23] presented a personalized model based on generative adver-
sarial nets (GAN) to achieve differential privacy and enhance spatial-temporal
private data sharing. Recently, a large number of work [3–5,14,17,23,25,26] con-
sidered personalized differential privacy in various scenarios.

Interactive Data Releasing. In terms of interactive data releasing, Dwork et
al. [6] firstly proposed the Laplace mechanism, where the Laplace distribution
noise is added to the corresponding true results to realize differential privacy
protection. For the Laplace mechanism, a certain privacy budget is consumed
during each query, and differential privacy protection is no longer provided when
the privacy budget is exhausted.

From the aspect of increasing the number of queries, Roth et al. [24] defined
the median mechanism, which categorizes all queries into hard and easy queries,
and adds noise only to the hard queries. The results of the easy queries are
derived from the results of the hard queries. Furthermore, Hardt et al. [12] pro-
posed Private Multiplicative Weights (PMW) mechanism, which works by setting
an initial threshold. When the difference between the results of the current round
and the results of the previous round does not exceed the threshold, the current
query result is published. Otherwise, the previous query result is reused. Based
on PMW, Gupta et al. [11] gave a new Iterative Database Construction (IDC)
algorithm that is similar to PMW. The initial data set is a subset randomly
selected from the original data set. When the difference between the current
query result and the previous query result is greater than the threshold, the
initial data set is updated until the difference is less than the threshold.

Although the above interactive data publishing algorithm improves the num-
ber of data publishing, the algorithm cannot give a reasonable privacy budget
allocation scheme. A reasonable privacy budget allocation scheme can improve
not only the number of queries, but also the availability of query results. Wu
et al. [28] proposed a parametric density estimation algorithm using Gaussian
mixtures model (GMM), where the overall privacy budget and the initial privacy
budget are initialized, and the remaining privacy budget is evenly distributed
to subsequent queries. Subsequently, Dwork [7] provided two ideas for privacy
budget allocation in differential privacy k-means algorithm. If the number of iter-
ations is fixed, the privacy budget is evenly divided. Otherwise, the algorithm
employs the bisection method.

1.2 Our Motivation and Contributions

In order to fill the gap of interactive query scheme in personalized differential
privacy, we establish a privacy budget allocation method for interactive queries in
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personalized differential privacy first. Inspired by the minimum mechanism [16],
we propose a combined mechanism that equalizes the common privacy budget
to invoke DP and then recycles the remaining privacy budget to invoke PDP.
Specifically, we utilize the Personalized Sampling Laplace Mechanism (PSLM) to
reduce sensitivity during the rounds of queries invoking DP. Based on the data
obtained from the last round of sampling using PSLM, we then invoke PDP to
perform the final round of queries. Due to the reduction of sensitivity, the scale
of noise distribution is reduced, so the perturbation results can obtain higher
accuracy.

The main contributions of this paper are summarized as below:

1. We establish a privacy budget allocation method for interactive queries in
personalized differential privacy, which equalizes the common privacy bud-
get and then recycles the remaining privacy budget based on the sequential
composition theorem.

2. Based on the privacy budget allocation method, we propose a combined mech-
anism that combines PSLM and PDP to answer the accepted queries.

3. Due to the combination of differential privacy with higher accuracy, the results
of each round of inquiries are more accurate in the proposed privacy allocation
method.

4. The privacy of the proposed mechanism is theoretically proven, and its accu-
racy is experimentally demonstrated.

2 Preliminaries

2.1 System Model

The system model consists of three parties: the users, the center and the
requestors [21]. As shown in Fig. 1, a user u(u = 1, · · · , n) sends her or his
sensitive data du and a personal privacy budget demand εu to the center, where
the privacy budget εu represents the degree to which the user u wants to pro-
tect the sensitive data du. The higher the privacy budget is, the lower the pro-
tection degree is, and vice versa. The center will protect the users’ sensitive
data set D = {d1, · · · , dn} according to the corresponding privacy budget set
Φ = {ε1, · · · , εn}. If a requestor submits a query to the center for learning sta-
tistical information about the dataset, then the center will return a query result
back to the requestor. It is assumed that the requestor is not fully trusted by
the users and center. In other words, the requestor wants to infer from the query
results whether a specified user has submitted her or his data. Generally, the
center needs to perturb the query results, so that the requestor cannot infer
some sensitive information about a single user.

2.2 Differential Privacy

Differential privacy is one of the strongest privacy preservation methods, which
can capture a strong privacy intuition: if one data record has a limited influence
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Fig. 1. Personalized differential privacy.

on the outputs of one mechanism, then it is difficult to extract some information
about the record from the outputs. To that end, differentially private mecha-
nisms can guarantee that their outputs are insensitive to any particular data
record in datasets. That is, the presence or absence of any data record has a lim-
ited influence on differentially private mechanisms’ outputs. Furthermore, the
presence or absence is captured by the concept of neighboring database. Specif-
ically, two datasets D and D′ are neighboring, denoted by D ∼ D′, if D differs
D′ by only one data record.

Definition 1. (Dataset [16]). A dataset D ⊂ D is a set of tuples D =
{d1, · · · , di, · · · } from universe D, where data di ∈ A1 × · · · × As × U , Ai are
attributes, and U denotes the universe of users. We write du to denote the data
associated with user u.

For differential privacy and personalized differential privacy, there is a notion
of neighboring dataset. We say that two datasets are neighboring if one is a subset
of the other and the larger one contains exactly one more data.

Definition 2. (Neighboring datasets [16]). Two datasets D,D′ ⊂ D are said to
be neighboring, or neighbors, denoted D ∼ D′, if D ⊂ D′ and |D′| = |D| + 1.
Let D

t∼ D′ denote that D and D′ are neighbors, t ∈ D′, but t /∈ D.

Definition 3. (ε-Differential privacy [6]). A mechanism M : D → R satisfies
ε-differential privacy, if for all pairs D ∼ D′ ⊂ D and any set O ⊂ R of any
outputs, then

Pr[M(D) ∈ O] ≤ eε Pr[M(D′) ∈ O].

Definition 3 protects against that, for example, if an adversary who knows
the full inputs except for one tuple t and the outputs, the adversary are still
unable to deduce even whether t is in the input.
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The mechanism M is associated with global sensitivity. Global sensitivity
measures the maximal change on the result of a query when removing one record
from the dataset D [7].

Definition 4. (Global Sensitivity [9]). For any aggregation query function f :
D → Rd, the global sensitivity of the function is

Δf = max
D∼D′

‖f(D) − f(D′)‖1.

To satisfy the differential privacy definition, the Laplace mechanism is usually
utilized. The Laplace mechanism is suitable for numeric output and relies on the
Laplace noise distribution scale.

Theorem 1. (Laplace mechanism [9]). For an aggregation query function f ,
Laplace mechanism returns f(D) + N , where N is drawn from Lap(Δf

ε ), the
mean of Laplace distribution and its scale are 0 and Δf

ε , and Δf denotes the
sensitivity of the function f .

For an aggregation query function f , it can be any aggregation function, such
as count, average, sum and others.

Theorem 2. (Sequential composition theorem [19]). Let M1,M2, · · · ,Mk be k
algorithms that satisfy ε1-DP, ε2-DP, · · · , εk-DP, respectively. Publish r =<
r1, r2, · · · , rk > that satisfies (

∑k
i=1 εi)-DP, i.e., that is, the sequence Mi(D)

provides (
∑k

i=1 εi)-DP.

2.3 Personalized Sampling Laplace Mechanism

Personalized sampling Laplace mechanism is an optimized mechanism in dif-
ferential privacy that assigns a personalized sampling probability to each data
record, so that the sensitivity is reduced. Consequently, the accuracy can be
improved.

Record sensitivity is an extension of local sensitivity and measures the max-
imum impact of a single piece of data on the results of an aggregated query.

Definition 5. (Record sensitivity [13]). Given a dataset D, a function f , and
xu ∈ D that corresponds to the data record of a user u, record sensitivity is
defined:

RSdu
= |f(D+du

) − f(D−du
)|,

where D+du
means that there exists a record du in the dataset D, and D−du

means that there is no record du in the dataset D.

Definition 6. (Sampling probability [13]). For a function f : D → Rd, a dataset
D ⊂ D, and a balance parameter c, the center computes each user’s record
sensitivity. Let RS(D) denote the procedure that independently samples each
tuple du ∈ D with probability

πdu
=

{
1−eε

1−eε
RSdu

c

, RSdu
≥ c;

1, RSdu
< c.



148 M. Lu and Z. Liu

The selection of the balance parameter c is based on the record sensitivity.
According to the sampling probability {πdu

|du ∈ D}, we get a new dataset
RS(D) = D̄, and then set r1 = f(D̄) + Lap( c

ε ).
Given a privacy level ε and the balance parameter c, the personalized sam-

pling Laplace mechanism satisfies

M(D−du
)

M(D+du
)

≤ eε
RSdu

c and
M(D+du

)
M(D−du

)
≤ eε

RSdu
c .

2.4 Personalized Differential Privacy

Being different from traditional differential privacy, PDP makes use of a privacy
specification, in which each user can specify the privacy preference for her or his
data.

Definition 7. (Privacy specification [16]). A privacy specification is a mapping
from users to personal privacy preferences, where a smaller value represents a
stronger privacy preference. The symbol Φ = (ε1, · · · , εn) is used to denote the
set of privacy budgets for all users U , and Φu is used to denote the privacy budget
of user u.

Definition 8. (Personalized differential privacy [16]). For a privacy demand set
Φ, a randomized mechanism M satisfies Φ-PDP if for any D and D′ differing
at most one arbitrary user u, and for an arbitrary set of possible outputs of M,
we have

Pr[M(D) ∈ O] ≤ eΦu

Pr[M(D′) ∈ O].

Sampling can get a subset from a dataset. Computing query results on sam-
pled data rather than the original dataset can introduce more randomness to
meet the privacy requirements specified by individuals. We describe the sample
mechanism [16] below.

Definition 9. (Sample mechanism [16]). For a function f : D → R, a dataset
D ⊂ D, a privacy budget set Φ = (ε1, · · · , εn) and a sampling threshold t,
S(D,Φ, t) denotes a procedure that independently samples each tuple d ∈ D with
probability

πu(t) =
{

eεu−1
et−1 , εu < t;
1, otherwise.

According to the sampling probability {πu(t)|d ∈ D}, we get a new dataset
S(D,Φ, t) = D̃, and then set r2 = f(D̃) + Lap(Δf

t ). The output of the sam-
ple mechanism can be defined as:

SMf (D,Φ, t) =DP f
t (S(D,Φ, t)),

where DP f
t is any t-differential private mechanism that computes the function

f .
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3 The Proposed Scheme Construction

In this section, we firstly present the framework of the privacy budget alloca-
tion, then a detailed description of the combined mechanism (CM) under the
framework is proposed. In the end, the privacy of the combined mechanism is
analyzed.

3.1 Privacy Budget Allocation

It is assumed that there are T rounds in the interactive queries. Inspired by the
method of equalizing the privacy budget [7], we select the smallest privacy budget
denoted by εmin according to the privacy budget set Φ=(ε1, · · · , εn) submitted
by all users, and then split it equally among the first T − 1 rounds. For each
round, εmin

T−1 privacy budget is consumed. At last, the remaining privacy budget
is consumed for the T -th query. Depending on the privacy budget allocated, the
first T − 1 rounds call differential privacy and the last round calls personalized
differential privacy. The whole idea of the privacy budget allocation setting is
shown in Fig. 2.

Fig. 2. Privacy budget allocation.

3.2 The Combined Mechanism

Under the method of the proposed privacy budget allocation, we put forward the
Combined Mechanism (CM), and then apply it to the privacy budget allocation
setting proposed above. For convenience, we consider the special case of only
querying twice, and it’s easy to generalize to T queries. The sampling results of
the T -th query are based on the sampling results of the (T−1)-th query, and the
sampling probability is based on the remaining privacy budgets.

The combined mechanism that answers two round of queries consists of five
phases as shown in Algorithm 1. In phase one, the raw database is sampled
according to record sensitivity by assigning a specific sampling probability to
each user. A Laplace mechanism is then invoked in phase two to deal with the
sampled data and publish the corresponding disturbed answer. In phase three,
each user’s privacy budget is updated. The data at the end of the first round
of sampling is sampled again according to the updated privacy budget, and
the differential privacy mechanism described in phase four and five is called to
process the second round sampling results. In the end, the second disturbed
answer is published.
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Algorithm 1: CM Mechanism.
Require:

A query function f ,
A dataset D,
A Laplace mechanism M ,
A privacy preference Φ,
A balance parameter c,
A threshold t.

Ensure:
The noise answer r.

1: Phase one:
2: For xi ∈ D do:
3: Compute record sensitivity RSdu

:
RSdu

= |f(D+du
) − f(D−du

)|,
4: Compute the first round sampling probability πdu

:

πdu
=

{
1−eε

1−eε
RSdu

c

, RSdu
≥ c,

1, RSdu
< c;

5: End for.
6: According to record sensitivity with sampling probability {πdu

|du ∈ D},
namely D̄= RS(D);

7: Phase two:
8: Define εmin = min

u∈{1,··· ,n}
εu, r1 = f(D̄) + Lap( c

ε );

9: Phase three:
10: Update everyone’s privacy budget:

if RSxu
< c, then

Φ̄u = Φu − ε
RSdu

c ,
else if RSdu

≥ c, then
Φ̄u = Φu − ε.

We get a new privacy budget set Φ̄, and the corresponding remaining
privacy budget of user u is expressed as ε̄u. From the new privacy
budget set Φ̄, the set of sampled data is denoted as Φ̄s, and the other is
denoted as Φ̄ns;

11: Phase four:
12: For xu ∈ D̄ do:
13: Compute the second round sampling probability πu(t):

πu(t) =
{

eε̄u −1
et−1 , ε̄u < t,

1, otherwise;
14: End for.
15: The second round’s sampling probability {πu(t)|du ∈ D̄} is then used to

sample from D̄, resulting in a new dataset D̃ = S′(D̄);
16: Phase five:
17: Define Δf = max

du∈D̃
RSdu

, r2 = f(D̃) + Lap(Δf

t );

18: Return r = (r1, r2).
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The first round of sampling is based on user data’s record sensitivity and
a balance parameter c, which balances sampling errors and noise errors. When
a user’s record sensitivity is large, a relatively small sampling probability is
used to reduce noise errors. For records with sensitivity smaller than c, the
sampling probability is 1 to minimize sampling errors. Conversely, for records
with sensitivity greater than c, the sampling probability is inversely proportional
to their sensitivity to reduce noise errors.

It has been shown that the balance parameter c can be used as sensitivity [13].
Then, using the privacy budget ε and balance parameter c, the Laplace mecha-
nism is invoked to answer the query and obtain the perturbed data for the first
round. To enhance accuracy, the minimum privacy budget of the entire user uni-
verse, ε, is chosen to optimize each user’s privacy requirement. In extreme cases
where each user has the same privacy budget, personalized differential privacy
degenerates into standard differential privacy. However, the simple application
of the Laplace mechanism may not yield highly accurate results.

After the first round of data processing, the remaining privacy budget is
calculated according to the privacy budget that has been already consumed.

The second round of sampling result is based on the result of the first round
of sampling, the remaining privacy budget calculated above, and a threshold
value t. The threshold value t also plays a role of balancing the sampling errors
and noise errors. When t =max

xi∈D̄
Φ̄i, the combined mechanism exactly satisfies

each user’s privacy requirement. When t=min
xi∈D̄

Φ̄i, the combined mechanism will

collapse down to the minimum baseline mechanism [16], where each data will be
sampled, but the combined mechanism does not gain any benefit from person-
alized privacy preferences. Often, a larger threshold t may introduce excessive
noise due to high sampling errors, while a smaller t may result in excessive noise
due to high noise errors [16]. Thus an optimal threshold value needs to be chosen
carefully.

In the end, the Laplace mechanism with threshold t is invoked again to
process the result of the second round of sampling and obtain the perturbed data
for the second round. With this, the two disturbed answer from both rounds of
queries are fully published.

Figure 3 illustrates an example of dataset sampling. The left side shows the
sampled (yellow) and not sampled (gray) data in the first round, while the
right side represents the consumed privacy budget (orange) and the remaining
privacy budget (green) after the first round of queries. The red dashed lines on
both sides indicate the balance parameter and the threshold, respectively. The
process begins by calculating the record sensitivity for each user based on the
query function. A balance parameter c is selected, which is equal to the record
sensitivity of User 3. Users 1, 5, and n have record sensitivities greater than the
balance parameter, resulting in their sampling probabilities being less than 1,
represented by equal-length orange bars in the right graph. After the first round
of sampling, Users 1, 2, 3, and 4 are chosen, with Users 2 and 4 consuming
relatively smaller privacy budgets. A threshold value t is optimally selected from
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Fig. 3. The combined mechanism. (Color figure online)

the remaining privacy budget. Finally, the second round of sampling is performed
based on the remaining privacy budget, threshold t, and the data from the first
round of sampling.

3.3 Privacy Analysis

In this section, the combined mechanism is analyzed according to its privacy.
We first introduce the following theorems proposed in [13] and [16], then get our
theorem that shows the combined mechanism satisfies Φ-PDP.

Theorem 3. The personalized sampling Laplace mechanism satisfies ε-differen-
tial privacy. Specifically, if RSdu

≥ c, then

Pr[PSLMf (D+du
) ∈ O] ≤ eε · Pr[PSLMf (D−du

) ∈ O].

Otherwise,

Pr[PSLMf (D+du
) ∈ O] ≤ eε· RSdu

c Pr[PSLMf (D−du
) ∈ O]

≤ eε · Pr[PSLMf (D−du
) ∈ O].

Theorem 4. The sampling mechanism SMf satisfies Φ-PDP, Specifically,
for Φu ≥ t,

Pr[SMf (D,Φ, t) ∈ O] ≤ et · Pr[SMf (D−du
, Φ, t) ∈ O]

≤ eΦu · Pr[SMf (D−du
, Φ, t) ∈ O];

for Φu < t,

Pr[SMf (D,Φ, t) ∈ O] ≤ eΦu · Pr[SMf (D−du
, Φ, t) ∈ O].

Theorem 5. The combined mechanism CM satisfies Φ-PDP.

Due to limited space, please refer to Appendix A and B for the proof of Theorem
5 and utility analysis.
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4 Simulation Experiments

Since the previous T − 1 rounds all applied PSLM on differential privacy, the
fact that the results of the previous T − 1 rounds were more accurate than the
laplace mechanism. In this section, the comparison of the T -th round of the
combined mechanism and the sampling mechanism is given. The experiments
are performed on the synthetic databases and real datasets [15,27].

The balance parameter c is selected to minimize errors between sampled
and actual data, and it varies depending on the aggregate function databases. In
experiments, for better performance, c is set above 90% of record sensitivities. It’s
assumed that privacy requirements in synthetic databases and the real dataset
are uniformly distributed from 0 to 1. To optimize results and find the best
threshold, we explore values of t from 0.1 to 1.

The first experiment involves using synthetic databases to compare the mech-
anism’s performance across different types of datasets. Synthetic data allows us
to generate datasets with varying characteristics conveniently. To ensure a more
intuitive comparison of the mechanism’s performance, we conduct experiments
on synthetic databases and use the same threshold value for each dataset.

Fig. 4. Error comparisons of Normal distribution data

In the first experiment, using synthetic databases with 100 records drawn
from a normal distribution (mean = 10, standard deviation = 10), we compare
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the proposed mechanism to the sample mechanism based on Root-Mean-Squared
Error (RMSE) [13]. The experiment is repeated 500 times to obtain average
results. Figure 4 displays the experiment results, indicating that the combined
mechanism outperforms the original one. For instance, with a threshold of 0.5,
the average function achieves a minimum error of 0.3, and the combined mech-
anism shows a 50% improvement over the sampling mechanism. The proposed
mechanism also demonstrates an approximate 40% improvement in the standard
deviation function with a threshold of 0.6. The sum function does not exhibit
significant improvement, but the proposed mechanism performs similarly to the
original one. Regarding the variation coefficient function, the combined mech-
anism achieves the optimal value in the range of 0.6 to 0.8, representing some
improvement compared to the sampling mechanism.

Fig. 5. Error comparisons of Laplace distribution data

The second experiment also utilizes a synthetic database, where data is drawn
from a Laplace distribution with a mean 10 and a scale 10. The experimental pro-
cess was identical to that of the first experiment, and the results are presented in
Fig. 5. In comparison to the normal distribution, the Laplace distribution tends
to generate extreme values more frequently. Evidently, the presence of extreme
values results in a higher mean square error for the query results of the four
functions on data obeying the Laplace distribution, as compared to the query
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results on data obeying the normal distribution. Under this circumstance, the
proposed approach yields better results compared to the Laplace distribution.

In the last experiment, the database used is from the Data Curation Net-
work End User Survey [15], a real dataset. It consists of the processed dataset
from the 2021 End User Survey conducted by the Data Curation Network. The
survey was distributed to depositors within six Data Curation Network insti-
tutions’ repositories: Cornell University eCommons, Duke University Research
Data Repository, Johns Hopkins University Data Archive, Illinois Data Bank,
University of Illinois, University of Michigan Deep Blue Data, and the Data
Repository for the University of Minnesota (!DRUM !). The survey included
researchers who had deposited a dataset with repositories at these institutions
between January 1, 2019, and March 15, 2021. The attribute chosen for analysis
is the “duration” attribute, which contains 65 records. The results are presented
in Fig. 6. All four functions used in the experiment show significantly improved
error results compared to the synthetic dataset.

Fig. 6. Error comparisons of real data 2

5 Conclusion

In this paper, we have established a privacy budget allocation method for inter-
active queries in personalized differential privacy, proposed a combination mech-
anism that merges personalized sampling Laplace mechanism into personalized
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differential privacy, and proved that the proposed mechanism meets the pri-
vacy requirements. Furthermore, four experiments compared with the sample
mechanism demonstrated that the proposed mechanism in the privacy budget
allocation method for interactive queries can improve the accuracy of query
results.

A Security Proof of Theorem 5

Proof. The data in D can be divided into selected in D̄ or not. Moreover, the
data selected in D̄ can also be divided into whose record sensitivity is less than
c or greater than c. Data with a recorded sensitivity less than c will definitely
be sampled into D̄, while data with a recorded sensitivity greater than c will be
sampled into D̄ with a certain probability. The details are as follows.

If du ∈ D̄ and RSdu
≥ c:

CM(D)
CM(D−du

)
=

(PSLM(D), SMf (D̄, Φ̄, t))
(PSLM(D−du

), SMf (D̄−du
, Φ̄, t))

=
Pr[PSLM(D) = s1] · Pr[SMf (D̄, Φ̄, t) = s2]

Pr[PSLM(D−du
) = s1] · Pr[SMf (D̄−du

, Φ̄, t) = s2]

≤ eε · eΦ̄u

= eΦu

.

If du /∈ D̄ and RSdu
≥ c:

CM(D)
CM(D−du

)
=

(PSLM(D), SMf (D̄, Φ̄, t))
(PSLM(D−du

), SMf (D̄, Φ̄, t))

=
Pr[PSLM(D) = s1] · Pr[SMf (D̄, Φ̄, t) = s2]

Pr[PSLM(D−du
) = s1] · Pr[SMf (D̄, Φ̄, t) = s2]

≤ eε

≤ eΦu

.

If RSdu
< c:

CM(D)
CM(D−du

)
=

(PSLM(D), SMf (D̄, Φ̄, t))
(PSLM(D−du

), SMf (D̄−du
, Φ̄, t))

=
Pr[PSLM(D) = s1] · Pr[SMf (D̄, Φ̄, t) = s2]

Pr[PSLM(D−du
) = s1] · Pr[SMf (D̄−du

, Φ̄, t) = s2]

≤ e
RSdu

c · eΦ̄u

= eΦu

.
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B Utility Analysis

Intuitively, the first round of sampling reduces the values with high sensitivity
to records, which leads to a reduction in the added noise when the differential
privacy step is performed in the second round of sampling. As a result, the
accuracy of the results generated by the combined mechanism can be improved.

According to the privacy budget allocation method above, we have the fol-
lowing equations about privacy:

SMf (D,Φ, t) ⇐⇒ (Mf
ε (D),Mf

t′(RS(D,Φ − ε, t′))),

CM(D) ⇐⇒ (M(f, D̄,
c

ε
),Mf

t′(RS(D̄, Φ̄, t′))),

where t − ε is denoted as t′ and Φ̄u ≥ Φ − ε. It has been show in [13], if the
balance parameters are chosen appropriately, the accuracy of the model can be
improved significantly. Therefore, our objective is to compare the accuracy of the
second result obtained from the combined mechanism with that of the sampling
mechanism.

The total errors are caused by sampling errors and noise errors. To obtain
high accuracy, |f(D)− f(D̃)| needs to be small. In other words, if for the aggre-
gate function f(x), f(D) can approximate f(D̃) well, and then the accuracy
could be improved because the sampling errors go down. The balance parameter
c is to balance sampling errors and noise errors. c = arg min

c
β. The original

mechanism is viewed as a special case of the combined mechanism. When bal-
ance parameter c is big enough, each record will be sampled in the first round
of sampling. That is to say, the combined mechanism degenerates into the origi-
nal mechanism. This means the combined mechanism is better than the original
mechanism in terms of accuracy if the balance parameter is selected properly.
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Abstract. Searchable Encryption (SE) makes it possible to query encrypted data
stored on the cloud server while ensuring data and queries privacy. Most SE
schemes assume that the cloud server is “honest-but-curious”, that is the cloud
server strictly follow the specified protocol or algorithm, they don’t consider
whether the results returned by the cloud server is really correct. In practical,
in order to reduce the calculation cost, it is possible that the cloud server only
completes part of the computing tasks of the protocol and returns wrong com-
puting results to users. Therefore, it is very important for users to be able to
verify the search results returned by the cloud server. To address above prob-
lem, we explore a Verifiable Privacy-preserving multi-keyword Search without
client storage overhead scheme in this paper, called VPSearch+, which integrat-
ing symmetric-key hidden vector encryption with a privacy-preserving multi-
keyword search scheme. Compared with TDSC’18 scheme, our proposed scheme
can verify the search results quickly without storing a local copy of the outsourced
data, radically reducing the storage overhead of the client in the verifiable SE
scheme. Finally, the security analysis proves the high security of our model, and
extensive experiments conducted on real-world dataset demonstrate that the pro-
posed scheme can achieve better performance in terms of efficiency and storage
overhead.

Keywords: Dynamic Searchable Encryption · Verifiability · Multi-Keyword
Search · Privacy-Preserving

1 Introduction

Cloud computing has completely changed the traditional computation model by pro-
viding elastic computation and storage resources. For save costs and improve query
efficiency, more and more data owner outsource local data and query task to the cloud
server. These advantages make cloud computing flourish, but also raising some chal-
lenges about the outsourced data security and privacy [1]. The cloud server is an
untrusted medium entity that makes a profit by providing powerful computation and
storage resources, and it has the incentive to steal outsourced private data and gain prof-
its from it. To protect data privacy, the data owner usually encrypt sensitive data before
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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outsourcing to the cloud server. However, how to perform computation and keyword
search directly on encrypted data has become a new challenge. So far, only fully homo-
morphic encryption [2] can achieve arbitrary computations over encrypted data, but its
high computation cost and complex interactions makes it inefficient and impractical.

Song et al. [3] proposed first searchable encryption (SE) scheme to support keyword
search on encrypted data in 2000, and a few years later Boneh et al. [4] proposed first
public-key searchable encryption (PKSE). More recent a series of SE schemes have
achieved trade-off among data security, query efficiency and functionality, i.e., single-
keyword search [5–7], and multi-keyword search [8–10]. Unfortunately, all of these
schemes assume that the cloud server will follow the designated protocol honestly, that
is, honest-but-curious model, so these schemes do not consider whether the computation
results returned by the cloud server is authentic. In practice, the cloud server may run
only part of the protocol and return wrong computation results to the search user due to
system failure or in order to reduce computation cost. Thus, the keywords search results
returned by the cloud server cannot be completed trusted. Therefore, it’s important for
the search user to be able to verify whether the keyword search results over encrypted
data are trusted, especially for very critical computation results.

Our Contribution. In this paper, we explore how to achieve privacy-preserving multi-
keyword search over encrypted cloud data based on verification. Different from
the honest-but-curious server assumption in most privacy-preserving keyword search
schemes, in this scheme, the cloud server is assumed a “semi-honest” entity, where the
cloud server may run only part of the delegated computation task and return erroneous
results to reduce computation costs.

To this end, we adapt the symmetric-key hidden vector encryption (SHVE) from
[11] to support verifiability for privacy-preserving multi-keyword search. The origi-
nal hidden vector encryption (HVE) [12] is designed based on public-key cryptogra-
phy, which is computationally expensive and inefficient. Therefore, this paper decide to
adopt symmetric-key HVE.

The main contributions of our model can be summarized as below:

– We proposed a scheme for privacy-preserving multi-keyword search over encrypted
cloud based verification under the “semi-honest” cloud server model. It is realized
by integrating the symmetric-key hidden vector encryption technique with a privacy-
preserving multi-keyword searchable encryption scheme. The verification process of
this scheme is very efficient because it only relies on symmetric-key hidden vector
encryption.

– Based on the above technique and structure, we achieve a verifiable searchable
encryption scheme (VPSearch+) over outsourced cloud data without storing any the
outsourced data or its label locally, radically reducing the storage costs of the search
user client in the verifiable SE scheme.

– We make a detailed comparative analysis on verifiability, privacy and efficiency
of VPSearch+ with some of existing verifiable schemes. Specifically, we imple-
ment schemes under the Enron email dataset and the experimental results show that
VPSearch+ is very efficient on keyword search and search results verification.
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2 Related Work

In recent years, experts have investigated the rich properties of SE, e.g. multi-keyword
search [13,14], forward and backward privacy [7,15], and verifiability [16–18].

Mathiyalahan et al. [19] first applied the Merkle Patricia Tree (MPT) in the cloud
computing. The MPT tree was proposed to reduce the storage cost of the index structure
in the Merkle hash tree scheme. Through The index is constructed using a compressed
prefix tree including three node types to reduce the depth and width of the tree. How-
ever, in this solution, the space cost of the cloud server providing search result authenti-
cation information to the data user is relatively high, and the demand for communication
overhead is relatively large. Liu et al. [17] proposed a searchable encryption scheme
based on aggregate key and result verification, which allows each authorized user to
retrieve encrypted documents and use the aggregate key to verify the correctness of the
retrieval results. However, the key aggregation of this scheme is based on bilinear map-
ping, which leads to certain defects in efficiency, especially when the amount of data is
large, its efficiency limitation is more obvious.

Zhang et al. [20] proposed a SSE scheme that supports search result verification,
which proposed a new multi-set-hash function primitive data structure, and realizes
the verifiability of retrieval results through incremental hash operations. Ge et al. [21]
proposed a verifiable SSE scheme based on Accumulative Authentication Tag (AAT),
which allows users to locally verify the correctness of the ciphertext returned by
the cloud server. However, this scheme only supports single-keyword search, and the
ciphertext index constructed from the original data needs to be decrypted on the cloud
server, which has a great risk of injection attacks and sensitive data leakage. Wan et al.
extended the integer field in the scheme [16] to the real number field, combined with
the searchable encryption scheme MRSE [13] proposed by Cao et al. to support multi-
keyword query retrieval, proposed a polynomial function arithmetic based The results
of the circuit validate the SE scheme, VPSearch [18]. However, this scheme needs to
save the copy label Li(i = 1, 2, ..., n) locally of the outsourced data (where n is the
size of the data), so the storage overhead of the client is positively correlated with the
size of the data.

3 Preliminaries

3.1 Symmetric-Key Hidden Vector Encryption

Predicate encryption is a research notion for public-key cryptography. It supports search
queries on encrypted data, and provides a new fine-grained access control scheme. In
2007, D. Boneh and B.Waters proposed Hidden Vector Encryption (HVE) [12]. In order
to combine with our model, we decided to adopt symmetric-key HVE(SHVE) [11].

The details as follows, an instantiation of a SHVE consists of four PPT algorithms:

– SHVE.Setup(1λ) → (sk): Input a security parameter λ and output a relevant secret

key which uniformly samples sk
$←− {0, 1}λ.
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– SHVE.KeyGen(sk, p ∈ {0, 1}n) → s: Input the secret key sk and a predicate
vector p = (p1, ..., pn), P is defined as a collection of all 1 positions in p, i.e
P = {li ∈ [n] | pli = 1} and let these positions be l1 < l2 < ... < l|x|,

K
$←− {0, 1}λ. The details of this algorithm are as follows:

b0 = ⊕i∈[|P |]
(
F (sk, pli ||li)

) ⊕ K

b1 = Sym.Enc
(
K, 0λ

)

In the end, the algorithm outputs the key:

s = (b0, b1, P )

– SHVE.Enc(sk, q ∈ {0, 1}n) → r: Input the secret key sk and a index vector q =
(q1, ..., qn), for each l ∈ [n], rl = F (sk, ql||l). Finally, outputs the ciphertext:

r = ({rl}l∈[n])

– SHVE.Query(s, r): Input the key s and the ciphertext r, the details of this algorithm
calculation are detailed below:

K0 =
( ⊕i∈[|P |] rli

) ⊕ b0

δ = Sym.Dec(K0, b1)

If δ = 0λ, this algorithm outputs ‘true’, otherwise, outputs ‘false’.

The correctness of the above algorithm is verified as following. Let r = ({rl}l∈[n])
be the ciphertext of index vector q = (q1, ..., qn) and s = (b0, b1, P ) be a key generated
by predicate vector p = (p1, ..., pn). We discuss the following scenarios:

– If output ‘true’, we have pli = qli for each i ∈ [|P |]. We can get the following
relationship:

K0 =
( ⊕i∈[|P |] rli

) ⊕ b0 = K

δ = Sym.Dec(K0, b1)

= 0λ

– If output ‘false’, we have pli �= qli for some i ∈ [|P |]. We can get the following
relation:

K0 =
( ⊕i∈[|P |] rli

) ⊕ b0 �= K

δ �= Sym.Dec(K0, b1)

�= 0λ

This is the verification of the correctness of the SHVE scheme. We will utilize the
SHVE to construct our VPSearch+ scheme.
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3.2 Verifiable Search Scheme

Definition 1 (Verifiable multi-keyword Search (VPSearch+) scheme). A verifiable
multi-keyword search scheme is a tuple of six polynomial-time algorithms i.e., Setup,
IndexBuild, TrapdoorGen, Auth, Search, Verify:

– K ← Setup(1λ) is the probabilistic key generation algorithm run by the data owner.
It takes a random security parameter λ, outputs a key set K.

– (I, C) ← IndexBuild(K, F, W) is the probabilistic index building algorithm run by
the data owner. It takes the key set K, the documents F and the keyword dictionary
W , outputs the encrypted data C and the corresponding secure index I .

– Tw̃ ← TrapdoorGen(K, w̃ = (w1 ∧ w2 ∧ . . . ∧ wm), W) is the probabilistic trap-
door generation algorithm run by the search user. It takes the key setK, the searched
keywords w̃ and the keyword dictionary W , outputs the trapdoor Tw̃.

– (TD, TQ) ← Auth(K, D1, Q1) is the probabilistic authentication tags generation
algorithm run by the data owner or the search user. It takes the key set K, the plain-
text index D1 and the plaintext trapdoor Q1, outputs TD as the authentication tag
for D1, outputs TQ as the verification tag for Q1.

– (C(w̃), TDw̃
) ← Search(Tw̃, I, C) is the search algorithm run by the cloud server. It

takes the trapdoor Tw̃, the secure index I and the encrypted data C, and outputs the
ciphertext set C(w̃) and the corresponding authentication tags TDw̃

.
– (accept, reject) ← Verify(TDw̃

, TQ) is the verification algorithm run by the search
user. It takes the authentication tags TDw̃

and the verification tag TQ, and outputs a
verification result “accept” or “reject”.

4 Problem Formulation

4.1 System Model

As illustrated in Fig. 1, in our system model, we consider three basic entities.

– Cloud Server: The cloud server is an untrusted medium entity with powerful com-
putation and storage resources, which stores data owner’s outsourced authentication
tags, documents and corresponding indexes. When the search user sends a search
request to the cloud server, it would execute the request and then return the corre-
sponding search result (i.e., tag and encrypted data). But the entity is dishonest, i.e,
the cloud server may some motivation to run only part of the protocol and return
wrong calculation results to the search user, such as system failure or in order to
reduce computation overhead.

– Data owner: The data owner outsources the encrypted raw documents and corre-
sponding indexes to the cloud server. To protect the data privacy and search pattern,
some encryption primitives are used to encrypt raw documents and corresponding
indexes, generate authentication tags for the index. After that, the data owner out-
sources the authentication tags, encrypted data and indexes to the cloud server. Then
she sends the key set to the search user.
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Fig. 1. System model

– Search user: When the search user want to search the data for some keywords, she
will generate secure trapdoor(i.e., search token) based on the search keywords and
the key set and then sends trapdoor to the cloud server for executing this request. The
cloud server performs search based on the trapdoor and returns the corresponding
ciphertext search results. Finally, the search user receives the search results, verifies
the authentication tags, and decrypts the correct search results with the symmetric
key.

4.2 Security Requirements

Based on the above threat models, we define the following security requirements:

– Verifiablity: This solution requires the cloud server to be able to return a tag that
proves the correctness of the multi-keyword search result, and the search user can
verify the correctness of the result according to the tag returned by the cloud server
without storing the outsourced data locally.

– Confidentiality of Data: Considering the privacy of documents and indexes, all plain-
texts of documents and the indexes must not be identifiable except the data owner
and authorized search users.

– Privacy Protection of Index and Trapdoor: As discussed in our model, indexes are
constructed based on keyword dictionary and data owner’s documents, trapdoors are
generated based on search users’ search key and search keywords, respectively. So
if the server can get some contents of indexes and trapdoors, it may be able to infer
the association between search keyword and encrypted documents. Therefore, the
contents of indexes and trapdoors should be not identified by the server.

– Unlinkability of Trapdoors: The trapdoors generated by any two search requests
should be different, even if the keywords of the two requests are the same.
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5 Proposed Scheme

In this section, we present VPSearch+, the Verifiable Privacy-preserving multi-keyword
Search scheme over encrypted cloud data. We first define the notations used in our
construction, λ is a security parameter, F is a pseudo-random permutation function, W
is the keyword dictionary, n is the number of keywords in W , negl(λ) is a negligible
function. Then, we give the overview and the detailed description of the our proposed
scheme, respectively.

5.1 Overview of Our Scheme

Some existing verifiable schemes [15,18,22] employ the Message Authentication Code
(MAC) or homomorphic MAC to achieve verification for search results over encrypted
cloud data. However, in order to verify the search results, these schemes must store
the outsourced data or its label locally. To address this problem, our scheme builds on
the privacy-preserving multi-keyword searchable encryption scheme in [13], which is
integrated with symmetric-key HVE to achieve both verifiability and privacy without
storing any the outsourced data or its label locally. The main reason for choosing this
scheme is that its multi-keyword searches operation is based on vector inner product,
which fully supports symmetric-key HVE.

As shown in Fig. 1, the data owner first encrypts the plaintext data and indexes, gen-
erates and encrypts authentication tags with symmetric-key HVE, then authentication
tags and the encrypted indexes and data are uploaded to the cloud server, the key set is
sent to the search user. Next, the search user can generate secure trapdoor and send to
the cloud server. At the same time, the search user also generates tag for trapdoor with
symmetric-key HVE to verify the authentication tags returned from the cloud server.
With the trapdoor, the cloud server can execute the search request and then return the
corresponding tag and encrypted data.

After that, we give the overview of core algorithms of scheme [13]. The data owner
firstly encrypts the document set F = (F1, F2, ..., FN ), for Fi, its indexDi is constructed
as an m-dimensional binary vector. Di[j] is set to 1 if this document contains the jth
keyword in the keyword dictionaryW ; otherwise, it is set as 0. Similarly, the trapdoorQ
is also an m-dimensional binary vector, Q[i] is set to 1 if i-th keyword of dictionary is in
the search keywords set w̃; otherwise, it is set as 0. Then the index Di and the trapdoor
Q are encrypted using matrix multiplication, i.e., D̃i = MT Di and Q̃ = M−1Q where
M is a invertible matric. After that, the index Di is extended to Di = (Di, 1), the
trapdoor Q is extended to Q = (rQ, t), where r is random number. Finally, the cloud
server calculates the query result as R = r (Di · Q) + t, if R > 0, the corresponding
encrypted index and document will be returned.

We apply symmetric-key HVE on the index Di and the trapdoor Q to generate
authentication tags TD and TQ, respectively. Then the search user executes the verifi-
cation algorithm locally over the authentication tags, which the architecture is shown
in Fig. 2. Since symmetric-key HVE only uses one-way function and inner products
without any public key operation, the verification process is computationally efficient.
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Fig. 2. Architecture of verification algorithm with symmetric-key HVE. D1 is the plaintext doc-
ument index and Q is the search trapdoor

5.2 VPSearch+: Verifiable Privacy-Preserving Multi-keyword Search Based
on Symmetric-Key HVE

Now, we describe our proposed verifiable privacy-preserving multi-keyword search
scheme in detail, called VPSearch+. VPSearch+ consists the following six polynomial-
time algorithms i.e., Setup, IndexBuild, TrapdoorGen, Auth, Search, Verify.

– Setup(1λ, n): It takes a random security parameter λ and the number of key-
words n in keyword dictionary W . The data owner generates random key set
K={S,M1,M2, ck,msk}, where S is a (n + U + 1)-dimensional binary vector,
M1 and M2 are two (n + U + 1) × (n + U + 1) invertible matrices, and U is the
number of dummy keywords, ck is the PRP function key and msk is the symmetric
key used to encrypted documents, respectively. Then the data owner sends K to the
search user through a secure channel.

– IndexBuild(K, F, W): This algorithm takes the key set K, the plaintext documents
F and the keyword dictionary W , outputs the encrypted data C, the secure index I
and the authentication tags for outsourcing to the cloud server. The index vector for
document Fi are processed as follows:

The data owner constructs a binary vector subindex D1 for F , D1[j] is set to 1
if this document contains the jth keyword in the keyword dictionary W ; otherwise,
it is set as 0. Then extends D1 to a (n + U + 1)-dimensional vector D

′
1, where

D′
1[n + 1] = ε1, . . . , D

′
1[n + U ] = εU ,D′

1[n + U + 1] = 1 and εi is a random
number. Next, splits D

′
1 into tow (n + U + 1)-dimensional vector D

′
1a and D

′
1b

according to the following rule:
{

D′
1a[i] = D′

1b[i] = D′
1[i] S[i] = 0

D′
1[i] = D′

1a[i] + D′
1b[i] S[i] = 1 (1)

Then the data owner encrypts the subindex (D
′
1a, D

′
1b) using the matrices M1 and

M2: D̃1 =
(
MT

1 D′
1a,MT

2 D′
1b

)
, encrypts document F with symmetric algorithm:

C ← Sym ·Enc(msk, F ) and generates authentication tags by the Auth algorithm:
TD ← VPSearch+ .Auth (ck,D1). Finally, (D̃1, C, TD) will be uploaded to the
cloud server.

– TrapdoorGen(K, w̃ = (w1 ∧ w2 ∧ . . . ∧ wm) ,W ): It takes the key set K, the
search keywords w̃ and the keyword dictionary W , outputs the secure trapdoor Tw̃.
In order to protect the privacy of search keywords, the process is as follows:
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The search user constructs a binary vector Q1 according to W , Q1[i] is set to bi

if the j-th keyword of dictionary W is in w̃, where bi = 1; otherwise, it is set as
0. Next, the search user chooses a random number r > 0 to generate Q1 = r · Q1.
Then extends Q1 to a (n+U +1)-dimensional vector Q

′
1, where Q

′
1[j]n+1≤j≤n+U

is set to 0 or 1 randomly and Q′
1[n + U + 1] = −∑m

i=1 bi. Next, splits Q′
1 into tow

(n + U + 1)-dimensional vector Q
′
1a and Q

′
1b according to the following rule:

{
Q′

1[i] = Q′
1a[i] + Q′

1b[i] S[i] = 0
Q′

1a[i] = Q′
1b[i] = Q′

1[i] S[i] = 1 (2)

Finally, the search user encrypts the search trapdoor as Q̃1 =
(
M−1

1 Q′
1a,

M−1
2 Q′

1b

)
, and sends trapdoor Tw̃ = {Q̃1} to the cloud server.

– Auth(K, D1, Q1): This algorithm takes the index D1 and generates authentication
tag TD, then uploads TD to the cloud server. In addition, the search user will generate
tag TQ for trapdoor Q1 and verify the authentication tags of search result returned
by the cloud server, which are processed as follows:
For index D1, where D1[i] indicates whether the i-th keyword of dictionary W is

in the document. This algorithm constructs authentication tag TD as follows:
{

TDi
= F (ck,D1[i]‖i)

TD =
(
{TDi

}i∈[n]

) (3)

For trapdoor Q1, where Q1[i] indicates whether the i-th keyword of dictionary W
is in the search keywords. This algorithm constructs tag TQ as follows:

{
b0 = ⊕i∈[P ]] (F (ck,Q1[i]‖i)) ⊕ K
b1 = Sym.Enc

(
K, 0λ

) (4)

where P is defined as a collection of all 1 positions in Q1, i.e., P =
{i ∈ [n] | Q1[i] = 1}. Finally, the search user generates the tag for Q1 as TQ =
(b0, b1, P ).

– Search(Tw̃, D̃1): It takes the trapdoor Tw̃, the secure index D̃1, and outputs a
ciphertext set C(w̃) and the corresponding authentication tags TDw̃

. Then for each
secure index D̃1, this algorithm calculates the query results as follows:

R1 = D̃1 · Q̃1 =
(
MT

1 D′
1a,MT

2 D′
1b

) · (
M−1

1 Q′′
1a,M−1

2 Q′′
1b

)

= D′
a · Q′′

a + D′
b · Q′′

b

= D′ · Q′′

= r

(

D1 · Q1 +
V∑

i=1

εi −
m∑

i=1

bi

)

If R1 ≥ 0, the corresponding ciphertext document C and the authentication tag TD

will be add to the ciphertext set C(w̃) and the authentication tags TDw̃
, respectively.

Finally, C(w̃) and TDw̃
will be returned.
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– Verify(TDw̃
, TQ): It takes the authentication tags TDw̃

and the verification tag TQ.
Then the search user invokes SHVE.Query(TDw̃

, TQ) to obtain the result, processes
is shown as follow:

K0 =
(⊕i∈[|P|]TDi

) ⊕ b0

δ = Sym · Enc (K0, b1)

= 0λ

(5)

Where P is a collection of all 1 positions in Q1, i.e., P = {i ∈ [n] | Q1[i] = 1}. If
Eq.(5) is satisfied (i.e., δ = 0λ), the search user accepts the corresponding ciphertext
document C as the search result; otherwise rejects the result.

Theorem 1. The result returned by the cloud server is correct if Eq. (5) is valid.

Proof. Assume the authentication tag TD returned by the cloud server and the corre-
sponding index D1 satisfy the retrieval logic of the trapdoor Q1, where Q1[i] = D1[i]
for all i ∈ [|P |]. Therefore, there will be

K0 =
(⊕i∈[|P |]TDi

) ⊕ b0 = K

δ = Sym · Dec (K0, b1)
= Sym · Dec (K, b1)

= 0λ

(6)

Therefore, the result returned by the cloud server is correct if Eq. (5) is valid.

6 Security Analysis

The security requirements of this scheme are given in Sect. 4.2, including the verifia-
bility, the confidentiality of data, the privacy protection of index and trapdoor, and the
unlinkability of trapdoors. Next, we will prove the security requirements of this scheme
one by one.

6.1 Verifiablity

For a cloud service that may be “semi-honest” or “dishonest”, it needs to reduce its
operating costs as much as possible and maximize its revenue. If there is no result
verification mechanism in this algorithm, in order to save the computational cost, the
cloud server may randomly return a wrong retrieval result without doing any calculation
when it receives the query request.

The verifiability of our scheme completely depends on the correctness of the SHVE
algorithm in the authorization phase. The only entities involved in the authorization
phase are the data owner and the search user and these are two “completely honest”
entities. Therefore, as long as the Auth and Verify is strictly implemented, this scheme
can ensure that the search user can correctly verify the authentication label returned by
the cloud server without the storage overhead of local copy of the outsourced data, that
is, it can ensure the verifiability of the query result.
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6.2 Confidentiality of Data

Since the cloud server is defined as a “semi-honest” entity, in order to ensure the confi-
dentiality of the original data, the plaintext data will be encrypted by using a symmetric
encryption algorithm (e.g., AES), and then the ciphertext of the data will be outsourced
to the cloud server. The security of AES algorithm has been fully proved in [13]. Any
entity can not recover the encrypted data without the symmetric key msk, and msk is
generated by the data owner and shared with the search user through a secure chan-
nel, any unauthorized user or malicious adversary can not obtain any information about
msk. Therefore, our scheme is able to guarantee the confidentiality of data.

6.3 Privacy Protection of Index and Trapdoor

Our proposed model is constructed based on the MRSE [13], so its also inherits the
security of the it. As described in Sect. 4.2, all index vectors are generated by the data
owner based on the plaintext data and keyword dictionary, all trapdoor vectors are gen-
erated by the search user based on the search keywords and keyword dictionary, after
encrypted and uploaded to the cloud server. If the cloud server only knows the data
ciphertext, index ciphertext and trapdoor ciphertext, does not know M1 and M2, it is
impossible to recover the plaintext of the index and trapdoor in PPT time.

Therefore, in the known ciphertext model, this scheme can achieve the privacy pro-
tection of index and trapdoor. In the known background model, in addition to the cipher-
text data, the adversary also knows more background knowledge, such as the links
between trapdoors and some other information. In [23], a known plaintext attack (KPA)
adversary is proposed, which assumes that the KPA adversary knows some plaintext-
ciphertext pairs and tries to recover the trapdoor vectors and index vectors. Next, we try
to analyze the security of our scheme against KPA adversary.

Theorem 2. VPSearch+ can resist KPA attack if the adversary doesn’t know the ran-
dom number r of each trapdoor.

Proof. Assume the adversary known a set of plaintext-ciphertext pairs plaintext, for
each query vector Q, will be encrypted Q̃ =

(
M−1

1 Q′,M−1
2 Q′′) with M1 and M2.

And then calculated with index D̃ =
(
MT

1 D′
1,M

T
2 D′′) as follows:

D̃ · Q̃ =
(
MT

1 D′,MT
2 D′′) · (

M−1
1 Q′,M−1

2 Q′)

= MT
1 D′ · M−1

1 Q′ + MT
2 D′′ · M−1

2 Q′

=
(
MT

1

)T
D′ · M−1

1 Q′ +
(
MT

2

)T
D′′ · M−1

2 Q′

= (D′)T Q′ + (D′′)T Q′′

= r

(

D · Q +
V∑

i=1

εi −
m∑

i=1

bi

)

(7)

If the adversary can get the plaintext of the query vector Q, there are (n + U + 2) (i.e.
r and (n + U + 1)-dimensional index vector D) unknowns in Eq. (7). If the random
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number r in each query vector are all the same, the adversary can get the (n + U + 2)
unknowns through establish (n+U+2) equalities. However, in the MRSE scheme with
noise, the random number r in each query vector are randomly generated. Therefore,
there are (2n + 2U + 3) unknowns ((n + U + 2) r and (n + U + 1)-dimensional
D) in the (n + U + 2) equalities established by the adversary. Therefore, even if the
adversary knows the plaintext of the (n + u + 2) query vectors and the corresponding
inner calculation results, the index vector D also cannot be recovered. Similarly, if the
adversary has get a set of plaintext-ciphertext pairs of index vectors, it is also impossible
to recover the query vector. The proof process is similar to the above, and will not be
repeated.

6.4 Unlinkability of Trapdoors

The unlinkability of trapdoors means that the trapdoors generated by any two queries
should be different, even if the keywords of the two queries are exactly the same. In
TrapdoorGen, random numbers r and t are to ensure the randomness of the trapdoor.
Even if the keywords of the two queries are exactly the same, the random numbers
generated in the two trapdoor are almost impossible to be the same. Therefore, the
unlinkability of trapdoor can be achieved.

7 Performance Evaluation

For evaluate our scheme, we implemented it in Java. Data owner and all search users’
code be implemented on a desktop computer with a single Intel(R) Core(TM) i7-
8565U 1.99GHz CPU, 8GB RAM, Lenovo Air 13IWL 500G running Windows 10.
The server’s code be implemented on a Lenovo server which has Intel(R) Xeon(R) E5-
2620 2.10GHZ CPU, 16GB RAM, 256SSD, 1 TB mechanical hard disk running on the
Ubuntu 18.04 operating system.

7.1 Dataset

We evaluated the performance of our scheme using the well-known Enron email dataset
[24]. This dataset contains email data frommore than 150 users, about 517,413 plaintext
files of 429MB. We wrote a code to pro-process these data, including removing irrel-
evant data, counting the quantitative relationship between keywords and documents,
keyword extraction and deduplication, and so on. Finally, we extracted 160,097 key-
words 7,082,725 document/keyword pairs.

Figure 3 illustrates the relationship between keywords and documents in the inverted
index view. From Fig. 3, we can see that only a small number of documents contain
many keywords, and most documents contain no more than 100 keywords. Therefore, it
can be inferred that most search will not return a large number of ciphertext documents.
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Fig. 3. The statistical information of Enron email dataset

7.2 Computation Overhead

As shown in Fig. 4, this figure fully demonstrates the computation overhead between
our proposed scheme and the TDSC’18 scheme. This results show that our proposed
scheme has great advantages in the Auth, Search and Verify. The computation of the
verification is all focused on the local search user and its power is limited, so the compu-
tation overhead is particularly important for the whole query process. Figure 4(f) reflect
our proposed scheme VPSearch+’s advantage in the verification process. It can be seen
from the figure that the computation overhead of the verification of VPSearch+ and [18]
is positively correlated with the number of documents, but obviously, the verification
overhead of VPSearch+ is much smaller.

7.3 Storage Overhead

The storage overhead of VPSearch+ is mainly includes three entities: data owner, search
user and cloud server. A comparison of VPSearch+ with TDSC’18 [18] as shown in
Table 1. As can be seen from Table 1, in our proposed scheme, the search user does
not need to have any storage overhead for the outsourced documents and their labels
locally.

Table 1. Storage overhead

Scheme Data Owner Search User Cloud Server

[18] O(2n2 + n + N) O(2n2 + n + N) O(2n + 2N)
VPSearch+ O(2n2 + n) O(2n2 + n) O(2n + 2N)
n is the size of keyword dictionary, N is the number of document.
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Fig. 4. Computation overhead. (a) Comparison with IndexBuild time. (b) Comparison with Trap-
doorGen time. (c) Comparison with index Auth time. (d) Comparison with Auth time. (e) Com-
parison with Search time. (f) Comparison with Verify time.

8 Conclusion

Designing verifiable searchable encryption is very important for privacy-preserving
data outsourcing. In this paper, we designed a verifiable privacy-preserving multi-
keyword searchable encryption scheme. VPSearch+ utilized the symmetric-key hid-
den vector encryption technique to achieve its verifiability, and without storing any the
outsourced data or its label locally, radically reducing the storage costs of the search
user client in the verifiable SE scheme. Security analysis shows that the scheme can
achieve multi-keyword search while ensuring the verifiability and the privacy protec-
tion of index and trapdoor. Finally, the experimental results show that the authorization
and verification process of our proposed scheme is efficient.

Acknowledgements. This work was partially supported by CAAC Security Capacity Building
Project (AQNL2021RJS02).
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Abstract. Attribute-based encryption is the extension of identity-based
encryption. It associates ciphertext and user private key with attributes
to flexibly represent access structure to achieve fine-grained access con-
trol. However, at present, most ABE schemes focus on data privacy pro-
tection, while ignoring the user’s private key, which is an important part
of privacy disclosure. Based on the concept of function privacy of IBE, the
definition of function privacy attribute-based encryption is given. Addi-
tionally, through the analysis of the well known fuzzy identity encryp-
tion scheme, we show why the existing work does not support function
privacy. To achieve the function privacy, this paper shows how to use
“extract-add-combine” to transform the existing work to an security-
enhanced scheme. We also present the security proof of the modified
scheme.

Keywords: attribute-based encryption · function privacy · fuzzy
identity-based encryption

1 Introduction

With the prosperity of cloud technology, more and more local users choose to
encrypt local important data and store it to the remote cloud to realize data
sharing for specific user group. However, there are many uncontrollable factors
in this storage method. How to ensure the privacy of encrypted data and realize
function privacy when malicious users steal the secret key is a very important
and challenging work. This requires the scheme to achieve data privacy on the
one hand and function privacy on the other.

In identity-based encryption schemes, if the adversary obtains a private key
and has already obtained some prior information, such as a small set of users to
which the private key belongs. Then the adversary can determine the owner of
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the private key by sequentially using the user public key in user set to encrypt the
message and then testing whether the obtained private key decrypt successfully.
To avoid such private keys from compromising user privacy, Boneh et al. [7]
proposed function privacy of IBE.

In ABE, the private key no longer matches the user’s identity, but is embed-
ded with user’s attributes to enable fine-grained access control that matches
cloud sharing environment. The local user encrypts the confidential data using
ABE so that only users whose attributes embedded in their private keys match
the access policy in the ciphertext can perform decryption. If ABE cannot sup-
port function privacy, then an adversary who steals the private key may learn
the attributes embedded in it through some analysis and leak the user privacy.
Most existing ABE schemes only focus on data confidentiality and ignore func-
tion privacy, an important part of disclosure of user privacy, so we propose a
security-enhanced function privacy ABE to avoid such privacy disclosure.

2 Related Work

Identity-based encryption (IBE) [1], which Shamir inventively proposed for the
first time in 1984, is where ABE has its roots. Sahai and Waters proposed a fuzzy
IBE [2] with choose plaintext security in 2005. In fuzzy IBE, the unique identi-
fication in IBE is extended to an attribute set composed of multiple attributes.
When using biological information as the unique identification in IBE, there will
inevitably be some noise. The biggest advantage of the scheme in [2] is that it
has certain error tolerance and can decrypt ciphertext encrypted with slightly
different metrics of the same biological characteristic. In addition in [2], Sahai
and Waters proposed the concept of attributed-based encryption for the first
time. Each user corresponds to a specific set of attributes, which is also the fun-
damental difference between this scheme and IBE. User ω wants to decrypt the
message encrypted with public key of ω′, if and only if their attribute sets meet
the preset condition under a certain metric. Subsequently, Goyal et al. [3] and
Bethencourt et al. [4] proposed two paradigms of ABE, KP-ABE and CP-ABE,
respectively.

Shen et al. [5] proposed a predicate encryption that protects predicate pri-
vacy, requiring the token not to divulge any information embedded in the query
predicate. Agrawal et al. [6] proposed a new UC-style SMIN security definition
based on data and functional privacy, and demonstrated that it is extremely
secure against a large number of real-world attacks. On the basis of data pri-
vacy, Boneh et al. [7] put forward a new concept of function privacy of IBE, which
requires that the decryption key associated with the identity cannot reveal any
identity-related information, beyond the absolute minimum necessary. Boneh
et al. [8] extended the function privacy framework and improved the function
privacy of IBE in [7]. Datta et al. [9] proposed a functional privacy scheme
in private key setting for inner product function encryption based on prime
order group, which achieves the strongest indistinguishability. Brakerski et al.
[10] proposed a general transformation that can convert non-function-privacy
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functional encryption in a variety enough function class into function-privacy
functional encryption. Overcome the drawback that some private-key setting
function privacy schemes only work with a limited classes of functions(such as
inner products) and can only meet a limited degree of function privacy.

Song et al. [11] proposed an ABE in which the attribute audit function and
key generation are separated. The key generation center cannot know the user’s
attributes to protect the user privacy during the key generation process. Lin et
al. [12] proposed a multi-user CP-ABE scheme for medical cloud system that
allows keyword search. To safeguard patient privacy, it allows users to search in
the cloud system using keywords. Zuo et al. [13] proposed a blockchain based CP-
ABE scheme for cloud data security sharing. The scheme does not rely on any
trusted third party and records the user’s behavior on a tamper-proof blockchain.
Li et al. [14] proposed a CP-ABE scheme that uses policy hiding to hide the
attributes in the access policy, which protects the data confidentiality of cloud
IoT and user privacy. Aiming at the function privacy, user input privacy and
calculation correctness of the cloud involved in outsourced computing, Song et
al. [15] use homomorphic encryption and other technologies to realize the input
and function privacy of matrix functions.

3 Preliminaries

Definition 1. Min-entropy [7]: Let H∞(X) = −log(maxxPr[X = x]) be the
minimum-entropy of X, where X is a random variable.

Definition 2. k-source [7]: A random variable X is called k−source, if
H∞(X) ≥ k. A T-dimensional random variable Y = (Y1, Y2, · · · , YT ) is called
(k1, · · · , kT ) − source [7], if each component Yi of Y is ki − source. That is,
H∞(Yi) ≥ ki is required when each component appears as a variable alone. A
T-dimensional random variable Y is called (T, k)−block−source [7], if for each
i ∈ [T ] and under the condition {Yk = yk}k∈[1···i−1], Yk is k−source.

Definition 3. Universal Hashing [7]: F is the set of functions f : D1 → D2,
where f is hash function and |D1| > |D2|. If

Pr
f←F,∀a�=b∈D1

[f(a) = f(b)] =
1

|D2|
then F is called the universal hashing.

Definition 4. Statistical distance [16]: For two random variable X1 and X2

defined on a finite field F , the statistical distance between X1 and X2 defined
on F is

SD(X1,X2) =
1
2
Σx∈F |Pr[X1 = x] − Pr[X2 = x]|

Lemma 1. If F is a universal hashing as defined above, Y = (Y1, · · · , YT ) is a
(T, k)− block − source(k ≥ log|D2|+2log( 1ε ) +Θ(1)) random variable, then the
distribution (F1, F1(Y1), · · · , FT , FT (YT ))(F1,··· ,FT )←FT and uniform distribution
on (F × D2)T is εT -close.
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Lemma 2. If F is a universal hashing as defined above, Y = (Y1, · · · .YT ) is a
(k1, · · · , kT )−source(ki ≥ i · log|D2|+3log( 1ε )+Θ(1)) random variable, then the
distribution (F1, F1(Y1), · · · , FT , FT (YT ))(F1,··· ,FT )←FT and uniform distribution
on (F × D2)T is 2εT -close.

Definition 5. Real-or-Random function privacy oracle [7](RORFP ): RORFP

takes triple (mode,msk, I) as input, where mode ∈ {real, rand}. msk is the
master secret key, and I = (i1, i2, · · · , iT ) ∈ UT , where U is the complete set of
attribute. If the mode = real, RORFP will take the attribute vector I as input. If
the mode = random, RORFP will randomly select a vector (i1, i2, · · · , iT )from
UT as input. Then RORFP invokes the key generation algorithm to generate the
key for each component i1, i2, · · · , iT in the input vector, and finally obtains an
attribute private key vector (ski1, ski2, · · · , skiT ).

Definition 6. Function privacy adversary [7]: X ∈ {(T, k) − block, (k1, · · · ,
kT )}. An adversary that is allowed to interact with the RORFP for the attribute
vector I (each I is an X−source) and can obtain a private key vector generated
by the RORFP is called an X−Source function privacy adversary.

Definition 7. Data privacy [7]: In an ABE scheme
∏

over attribute set U , if
there is a negligible value ε(λ) for any data private PPT adversary A such that

AdvDP∏
,A(λ) = |Pr[Expt0DP,

∏
,A(λ) = 1] − Pr[Expt1DP,

∏
,A(λ) = 1]| ≤ ε(λ)

hold, then
∏

is data privacy. ExptbDP,
∏

,A(λ) (b ∈ {0, 1})is defined:

1. The adversary A announces a identity id∗ to challenge.
2. Setup(1λ) → (pp,msk).
3. AKeyGen(msk,·)(1λ, pp) → SK.
4. Enc(id∗, pp,m∗

b) → C∗.
5. output b′.

Let S be the identity set that A asked for the private key in step 3. If there
is no id ∈ S such that |id ∩ id∗| ≥ d, output b′, otherwise output ⊥.

Definition 8. Function privacy [7]: For X ∈ {(T, k) − block, (k1, · · · , kT )}. In
an ABE scheme

∏
, if there is a negligible value ε(λ) for any PPT function

privacy adversary A

AdvFP∏
,A(λ) = |Pr[Exptreal

FP,
∏

,A(λ) = 1] − Pr[Exptrandom
FP,

∏
,A(λ) = 1]| ≤ ε(λ)

holds, then the scheme
∏

satisfies statistically X−Source function privacy.
Exptmode

FP,
∏

,A(λ) defined below:

1. Setup(1λ) → (pp,msk).
2. ARORFP → b.
3. output b.
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Definition 9. DBDH assumption [7]: Let G and GT are two cyclic groups. Both
groups have the order of large prime p. e : G × G → GT is a non degener-
ate computable bilinear mapping. The DBDH assumption is that distribution
(g, ga, gb, gc, e(g, g)abc)←R{a,b,c}and distribution (g, ga, gb, gc, e(g, g)z)←R{a,b,c,z}
are computationally indistinguishable.

4 System Definition and Security Model

4.1 Formal Definition

Setup(1λ) → pp,msk: Take the security parameter λ as input, output public
parameter pp and master secret key msk.
KeyGen(msk, ω) → SK: Input msk, identity ω, output the private key SK of
ω.
Enc(ω′, pp,m) → C: Input ω′, pp, and plaintext m, output ciphertext C.
Dec(SK, pp,C) → m: Input SK of ω, pp, and ciphertext C as input, output m
if and only if |ω ∩ ω′| ≥ d.

4.2 Security Model

Init. The adversary A declares the identity α he wants to challenge.

Setup. Challenger C runs setup(1λ). Then, C sends the public parameters to
A and keeps the master key.

Phase1. The A is allowed to query the hash function value of an attribute i in
ω, and the corresponding private key of i, with one restriction |ω ∩ α| ≤ d.

H-queries. The A queries the hash function value of attribute i, C calculates
hash value h(i) and sends h(i) to A .

Secret key queries. The A queries the secret key extraction. A sends an
attribute i to C, and C sends its corresponding secret key to A .

Phase2. Same as phase 1.

Challenge. A sends two message m0, m1 to challenger, C sends C∗ to A .

Guess. A guesses the value of b, and outputs b′.

5 Why ABE Can Not Support Function Privacy

In this section, we will show why ABE can not support function privacy by
analyzing the well-known FIBE [2] and how to transform it into a function
privacy FIBE. FIBE has both similarities and differences with traditional IBE.
In FIBE, each user is associated with a specific set of attributes, each of which
corresponds to an attribute secret key. When the distance between a user with
identity ω and a user with identity ω′ is within a certain range through some
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measure, ω can use its own private key to decrypt messages encrypted by ω′s
public key, because of the error tolerance of FIBE.

In FIBE, ω is used to represent the user identity, and ω is also used as a set of
attributes owned by the user. Each attribute in ω can be regard as a numerical
value i ∈ U , and the attribute private key is Di = g

q(i)
ti , where U is the attribute

universe, g is a generator of group G, ti is a master secret key corresponding to
i, and q(i) is the value of q(x) when x = i. q(x) is a polynomial associated with
user. gq(i) can be regarded as mapping an attribute i to an element in G. The
mapping process of all attributes can be viewed as a hash function H : U → G,
and the corresponding secret key of each attribute i is Di = H(i)

1
ti . Consider

that the adversary asks for RORFP with a distribute circuit, which samples
uniformly distributed attributes. The most significant bit of e(g

1
ti ,H(i)) is 0.

It is obvious that the distribution not only has almost full entropy, but also
can be represented by a polynomial size circuit with given common parameters.
For Di = H(i)

1
ti , adversary outputs 0, if and only if the most significant bit of

e(g,Di) is 0. Otherwise, the adversary outputs 1. From the properties of bilinear
mapping, e(g,Di) = e(g,H(i)

1
ti ) = e(g

1
ti ,H(i)). The adversary has 1

2 advantage
to select the real mode from the random mode of ROR Oracle, so this scheme
does not meet the function privacy defined above.

The “extract-add-combine” method [7] is used to transform the FIBE without
function privacy into one with function privacy. The master secret key generation
and public parameter generation in the setup phase of the modified scheme are
the same as those in the original scheme. The difference is that a hash function
is added in the setup phase of the modified scheme to map an attribute i to an
element in G.

The first step is “extract”, which is carried out in the key generation
phase. Instead of directly generating attribute private key corresponding to
the attribute i, the key generation algorithm first uses the randomly selected
seed s and applies the strong random extractor to the attribute i to obtain
is

def
= Ext(i, s). The secret key ski of the attribute i in the modified scheme

consists of the selected seed s and is. This step ensures the function privacy
of the modified scheme: as long as the attributes are taken from a fully unpre-
dictable distribution, the distribution (s, is) is statistically close to the uniform
distribution, so (s, is) does not reveal any information of i. However, this step
may damage the data confidentiality of the original scheme. For example, when
the definition of the random extractor is highly non-injective, an adversary with
a secret key pair(s, is) may find i �= i′ but Ext(i, s) = Ext(i′, s). In this case,
the same privacy key pair is legal for two different attributes, which is in con-
tradiction with the data privacy of the original scheme. In order to solve this
problem, the extractor is required to be at least anti-collision.

The second step is “add”, which is carried out in the encryption phase. In
the “extract” step, the secret key of original scheme has been changed, and it is
related to the seed s that are randomly chosen. The encryption algorithm cannot
know the selected seed, so the decryption algorithm is required to successfully
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decrypt the ciphertext no matter which seed is selected. This problem can be
solved by “add” ciphertext components.

The third step is “combine”, which is carried out in the decryption phase.
Due to the “add” step, the ciphertext is some components related to the seed s.
Regardless of the seed used, new decryption algorithm need to be able to join
ciphertext components in a specified way and perform correct decryption.

6 Construction of the Function Privacy ABE

6.1 Fuzzy Identity-Based Encryption Supporting Function Privacy

Set security parameter λ, attribute universe U . Let GroupGen be a parameter
generation algorithm. λ can be used to determine the size of p, for example p
can be taken as λ bit.

Setup: GroupGen takes security parameter 1λ as input and outputs
G,GT , e, p, g. p is a large prime, G and GT are two groups of order p, and g
is a generator of G. e : G × G → GT is a bilinear map. Set a hash function
H : U → Gl(based on random oracle), which maps each attribute i ∈ U to Gl.
For each i ∈ U , random exponent ti ∈ Z∗

p is selected and Ti = gti is calculated.
The public parameter and master secret key are pp = (H, g, p, e, {Ti}i∈U ) and
msk = (ti)i∈U respectively.

KeyGen: Identity ω ⊆ U is a set of some attributes. For each attribute
i ∈ ω, H(i) = (hi1, hi2, · · · , hil) ∈ Gl. An extractor seed s =
(si1, si2, · · · , sil) ∈ Zl

p is randomly selected. The private key ski = (s, zi) con-
sists of two parts: the seed s and zi = (Ext(H(i), s))ti , where Ext(H(i), s) =
Ext((hi1, · · · , hil), (si1, · · · , sil)) =

∏l
j=1 h

sij

ij . The private key of ω is SK =
{ski}i∈ω.

Encrypt: The encryption algorithm takes the public key of ω′, public param-
eter, and plaintext as input. t ∈ Z∗

p is randomly selected. The definition of the
ciphertext with additional fragments is as follows

C = (ω
′
, C0 = gt, {Cij = e(Ti,H(i))t · m}i∈ω′,j∈[l])

Decrypt: When |ω ∩ ω′| ≥ d, ω can use his own private key to decrypt the
ciphertext encrypted using ω′s public key. First, choose any subset S of ω ∩ ω′

that contains d elements. Then, the private key and the ciphertext components
are combined to compute D1 =

∏
i∈S,j∈[l] C

sij

ij and D2 =
∏

i∈S e(C0, zi) respec-

tively. Finally, calculate m = (D1/D2)(
∑

i∈S,j∈[l] sij)
−1

.
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Correctness:

D1 =
∏

i∈S,j∈[l]

C
sij

ij

=
∏

i∈S,j∈[l]

e(Ti,H(i))tsij · msij

=
∏

i∈S,j∈[l]

e(gti , hij)tsij · m
∑

i∈S,j∈[l] sij

D2 =
∏

i∈S

e(C0, zi)

=
∏

i∈S

e(gt, (
∏

j∈[l]

h
sij

ij )ti)

=
∏

i∈S,j∈[l]

e(gt, h
sij

ij )ti

D1/D2 = m
∑

i∈S,j∈[l] sij

Therefore, as long as
∑

i∈S,j∈[l] sij �= 0 (mod p)(an event which occurs with
probability 1 − 1/p over the randomness of KeyGen), the message can be cor-
rectly reconstructed by computing (D1/D2)(

∑
i∈S,j∈[l] sij)

−1

.

6.2 Proof of Security

Theorem 1. If there is an adversary that can break the data privacy of the
scheme, a simulator based on random oracle model can be constructed to solve
the DBDH assumption with a non-negligible advantage.

Proof. For each b ∈ {0, 1}, define Exptb0 to be equal to ExptbDP,
∏

,A(λ) in Defini-
tion 7, except in the 4th step. In the 4th step of Exptb0, the challenge ciphertext is
(C∗

0 , {u∗
ij}j∈[k], {C∗

ij}j∈[k+1,l]), where {u∗
ij}j∈[k] are independently and uniformly

distributed elements in GT . Define Exptbi to be equal to Exptb0. In particular,
in Expt0l and Expt1l , C∗

0 is chosen uniformly from G, u∗
i1, · · · , u∗

il are chosen
uniformly from GT , the view of adversary A is independent of b. Therefore,
Expt0l = Expt1l . Assume A can distinguish Exptbk and Exptbk+1 for 0 ≤ k ≤ l−1
and b ∈ {0, 1} with at least ε advantage, then we can construct a simulator B
that sovles the DBDH assumption with at least 1

2ε as follows.

Init. Adversary A announces an identity α to be challenged.

Setup. Simulator B randomly selects t̃1, · · · , t̃|U | ∈ Z∗
p . For i ∈ α, B sets

Ti = gt̃i . For i ∈ U − α, B sets Ti = A · gt̃i , which implies ti = a+ t̃i. Simulator
B sends the public key PK = {H, g, p, e, T1, · · · , T|U |} to A .



184 X. Li et al.

Phase 1. Adversary A can make oracle and secret key queries for attributes
contained in identity γ, requiring that the set overlap between γ and α is less
than d.

H-queries. Simulator B keeps a list H list of triples, H list = (i,hi,αi). i
is an attribute, hi is the hash value of i, and αi is a random vector. Each
component in hi = (hi1, hi2, · · · , hil) is an element in G. Each component in
αi = (αi1, αi2, · · · , αil) is an element in Zp. Simulator B replies to the adver-
sary A ’s each hash query as follows:

1. If i ∈ H list, simulator B replies to A with H(i) = hi = (hi1, hi2, · · · , hil).
2. If i /∈ H list and i ∈ α ∩ γ, simulator B samples αi ← Zl

p and computes
hi(k+1) = B · gαi(k+1) = gb · gαi(k+1) . Then B computes other components of
hi, hij = gαij (i ∈ α ∩ γ, j ∈ [l]\k + 1).

3. If i /∈ H list and i ∈ γ − (α ∩ γ), simulator B samples αi ← Zl
p and computes

hij = gαij (i ∈ γ − (α ∩ γ), j ∈ [l]).

Finally B sends hi to A and inserts the new triple into list H list.

Secret Key Queries. When adversary A queries the secret key of γ, simulator
B performs H-queries first to obtain the triple (i,hi,αi).

1. If i ∈ α ∩ γ, B samples si1, si2, · · · , sil ← Zp and computes

zi = B t̃isi(k+1) · gt̃isi(k+1)αi(k+1) ·
∏

j∈[l],j �=k+1

gt̃isijαij

2. If i ∈ γ − (α ∩ γ), B samples si1, si2, · · · , sil ← Zp and computes

zi =
l∏

j=1

Asijαij ·
l∏

j=1

gsijαij t̃i

Then simulator B calculates ski = (si1, · · · , sil, zi) for each i ∈ γ, and sends
SK = {ski}i∈γ as the secret key for γ to A . The distribution of the private key
generated by B is the same as the original scheme.

Challenge. When adversary A chooses two plaintext messages m∗
0, m∗

1 with
the same length, simulator B tosses a fair coin b ∈ {0, 1} and sets C∗

0 = C. Next,
B sets C∗

ik+1 = Z · e(C t̃i , B)e(A · gt̃i , Cαi(k+1)) · m∗
b and C∗

ij = e(A,B)αij · m∗
b

(j ∈ {k+2, · · · , l}). Simulator B returns C∗ = (α,C∗
0 , {C∗

ij}i∈α,j∈[l]) as challenge
ciphertext, where {C∗

ij}j∈{1,··· ,k} are independently and randomly selected from
GT and {C∗

ij}j∈{k+1,··· ,l} follows the above calculation procedure.
If Z is a DBDH tuple, Z = e(g, g)abc, then

C∗
ik+1 = Z · e(C t̃i , B)e(A · gt̃i , Cαi(k+1)) ·m∗

b = e(g, g)abce(gt̃i , gb)ce(gagt̃i , gαi(k+1))c ·m∗
b

= e(ga, gb)ce(gt̃i , gb)ce(gagt̃i , gαi(k+1))c ·m∗
b = (e(gagt̃i , gb)e(gagt̃i , gαi(k+1)))c ·m∗

b

= (e(gagt̃i , gbgαi(k+1)))c ·m∗
b = e(gti , hik+1)

t ·m∗
b
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(C∗
0 , C∗

i1, · · · , C∗
il)i∈α,j∈[l] is identically distributed to the challenge in Exptbi . If

Z is a random 4-tuple, (C∗
0 , C∗

i1, · · · , C∗
il)i∈α,j∈[l] is identically distributed to the

challenge in Exptbi+1.

Guess. Adversary A guesses the value of b. If b′ = b, B will guess that it is
getting a DBDH tuple. If b′ �= b, B will guess that it is getting a random 4-
tuple. Define event P as the simulator is given a DBDH tuple and event P̄ as
the simulator is given a random 4-tuple.

In the case where simulator is given a random 4-tuple, adversary A gains no
information about b. Therefore, Pr[b = b′|P̄ ] = 1

2 . In the case where simulator
is given a DBDH tuple, the adversary A is given an is given a well-formed
ciphertext, and in this case A has the advantage of ε as defined. Therefore,
Pr[b = b′|P ] = 1

2 + ε. The overall advantage of B is

1
2
Pr[b = b′|P̄ ] +

1
2
Pr[b = b′|P ] − 1

2
=

1
2
ε

6.3 Proof of Function Privacy

Lemma 3. The proposed scheme satisfies the statistical function privacy in the
random oracle model for X ∈ {(T, k) − block, (k1, · · · , kT )}.
Proof. Let variable X ∈ {(T, k) − block, (k1, · · · , kT )}. Supposing A is a com-
putationally unbounded X−source function privacy adversary, it is allowed to
query the Real − or − Random function privacy oracle RORFP with number of
polynomial time QROR(λ). It can be proved that the distribution of the exper-
iment Exptreal

FP,A and the distribution of the experiment Exptrandom
FP,A are statis-

tically close from the perspective of A . That is, the two are computationally
indistinguishable from the perspective of A . V iewreal and V iewrandom are used
to represent the distribution that A can get in the two cases.

The hash function H : U → Gl is modeled as a random oracle, so the
distribution above can be limited to the condition that the hash function in
the attribute space is injective. For I ∈ UT , H(I)

def
= (H(i1), · · · ,H(iT )). The

restriction H is injective, which ensures that any X−source I = (i1, · · · , iT ) ∈
UT mapped by H is X−Source over (Gl)T .

Define I = (i1, · · · , iT ) is an X−source random variable, and A uses this
vector to query the function privacy oracle machine RORFP . Then A can get

V iewmode = ((s11, · · · , s1l, (
l∏

j=1

h
s1j
1j )), · · · , (sT1, · · · , sTl, (

l∏

j=1

h
sTj

Tj )))

where mode ∈ {real, rand}, sij ← Zp. If the mode of the RORFP is real, A
obtains the real private key vector of I. If the mode of the RORFP is random,
A obtains the secret key vector corresponding to an attribute vector randomly
and uniformly selected by the oracle machine from the attribute universe U . The
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distribution of the two modes of mode can be proved that it is statistically close
to the uniform distribution.

Function set {fs1,··· ,sl : Gl → G}s1,··· ,sl∈Zp
is a universal hashsing, where

function is defined as fs1,··· ,sl(h1, · · · , hl) =
l∏

j=1

h
sj

j . By lemma1 and lemma2,

it can be obtained that the statistical distance between V iewreal and uni-
form distribution is negligible under the security parameter λ. Because the uni-
form distribution on the attribute universe U is (T, k) − block − source and
(k1, · · · , kT )− source, the statistical distance between V iewrandom and uniform
distribution is negligible. Therefore, the real and random modes of the RORFP

are computationally indistinguishable from the perspective of A . So

|Pr[Exptreal
FP,Π,A(λ) = 1] − Pr[Exptrandom

FP,Π,A(λ) = 1]| ≤ v(λ)

is established, and the scheme meets the statistical function privacy.

Table 1. Time overhead comparison.

Scheme Setup KeyGen Enc Dec

Modified scheme |U |E l|ω|E l|ω′|P + (l|ω′|+ 1)E l|S|E + |S|P
Original scheme |U |E + P |ω|E (|ω′|+ 1)E |S|P

Table 2. Functional Comparison

Scheme Setting mode Data Privacy Function Privacy Complexity
Assumption

[9] Private-key setting Full Full SXDH
[17] Public-key setting Selective × q-DPBDHE2
[18] Public-key setting Selective × q-GDH
Our scheme Public-key setting Selective Statistical DBDH

7 Comparison

Compared with the time cost of the original scheme [2], we find that the modified
scheme only performs exponential operation in the setup phase, and the oper-
ating cost at this stage is reduced compared to the original scheme. However,
due to the addition of some “ciphertext fragments” to achieve function privacy,
the modified scheme adds other costs than the original scheme at other stages.
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Table 1 gives specific comparison result. | ∗ | indicates the number of elements in
a set, ω and ω′ indicate the user identity, S represents the intersection of ω and
ω, U represents the complete set of system attributes, and E and P represent
the time cost of exponential and pair operation, respectively.

In addition to comparing with the scheme before modification, we also com-
pare the proposed scheme with three other schemes. The scheme in [9] achieves
full function privacy in the private-key setting and full security data privacy is
achieved. ABE schemes in [17] and [18] can achieve selective security of data
but do not support function privacy. The proposed scheme can achieve selective
security of data and statistical function privacy in public-key setting. Table 2
demonstrates the comparison of the four schemes.

8 Conclusion

The current society attaches more and more importance to privacy protection,
which requires the scheme to meet not only data confidentiality but also function
privacy. In this paper, the concept of statistical function privacy attribute-based
encryption is presented. “extract-add-combine” is used to transform the non func-
tion privacy scheme FIBE into a function privacy scheme. The proposed scheme
supports statistical function privacy in the public-key setting, which requires
that the entropy of the distribution to which the private key is belongs must
be greater than a predetermined minimum entropy, that is, the function privacy
in public-key setting is greatly limited. Function privacy in private-key setting
does not require such a precondition. In the future work, we hope to weaken the
prerequisite restriction of function privacy in the public-key setting as much as
possible, and achieve a more optimized compromise between the security and
efficiency of the scheme.
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Abstract. In the context of smart grids, bidirectional transmission of
electricity information enables real-time electricity generation tailored
to consumer needs. However, ensuring user privacy during data collec-
tion has emerged as a significant concern with the proliferation of data
collection and transmission capabilities. Existing solutions such as group
signature and pseudonym systems have limitations, such as lack of trust-
worthiness in group signature administrators and increased system costs
associated with pseudonym storage. To address these drawbacks, this
paper proposes a certificateless ring signcryption scheme with condi-
tional privacy protection based on the SM2 algorithm. The scheme effi-
ciently enables users to ring signcryption transmitted messages, thereby
concealing the sender’s identity from the message receiver. This app-
roach resolves the privacy concerns mentioned earlier. In addition, track-
ing algorithm and batch verification algorithm have been designed to
improve computational efficiency while also providing the ability for
trusted parties to track malicious users. This scheme achieves conditional
privacy preservation while avoiding substantial storage costs for power
resources. Compared to the latest available programmes, our proposed
scheme offers enhanced efficiency and lower communication costs. It rep-
resents a novel and effective solution for privacy protection in smart grids,
ensuring secure data transmission while minimizing system overhead.

Keywords: Conditional privacy preservation · Smart grid · SM2
algorithm · Certificateless ring signcryption · Traceability · Batch
verification

1 Introduction

Smart Grids (SG) provide electricity in a more reliable, efficient and secure way,
more economical, more efficient and more future-proof than traditional grids. SG
sends information through the smart grid system to the power control centre,
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which processes the information upon receipt, obtains customer-specific data
and controls the transmission of electricity to the customer. In this process, the
communication between the smart meter and the power control centre (CC)
is bidirectional. If attackers disguise themselves as legitimate customers and
transmit malicious information to a service node, they can disrupt the normal
operation of the SG and cause damage. In addition, a proliferation of users in
the SG can cause response delays, degrade the quality of service and increase the
computational pressure on central resources. Therefore, it is a key issue for SG to
effectively address the problem of tracking down malicious users while ensuring
the confidentiality and integrity of their private data when communicating with
each other between users and service nodes.

Privacy issues in smart grids are divided into two main areas: data privacy
and user privacy. The main solutions for protecting user identity privacy include
adding pseudonyms, group signatures, and ring signatures. Among these three
approaches, adding pseudonyms results in excessive storage requirements and
high communication latency. In group signatures, fairness of the administrator
needs to be guaranteed; otherwise, the anonymity of the signature may be com-
promised. Ring signatures are more suitable than the other two methods due to
their unique characteristics for it.

The concept of ring signcryption proposed in the paper [1] is an improve-
ment on ring signatures, making ring signatures and encryption simultaneous,
disguising the efficiency. Since then, more and more ring signcryption schemes
have been proposed. They are mainly based on elliptic curves and improve com-
putational efficiency by reducing the number of bilinear pairs or simplifying the
algorithm.

In traditional Public Key Infrastructure (PKI) based ring signcryption
schemes, it is assumed that the PKI is a trusted authority (TRA) that gen-
erates and distributes keys for all members of the scheme through a certificate
mechanism. However, if the PKI is compromised, the security of the information
becomes questionable, raising concerns about key security. Therefore, it is essen-
tial to design the scheme in a way that addresses these issues while retaining the
advantages of an identity-based scheme. To meet this requirement, we introduce
a certificateless ring signcryption(CLRSC) scheme based on certificateless public
key cryptography, where the user’s private key consists of a partial private key
generated by the secret key generation center (KGC) and a secret value chosen
by the user.

The SM2 encryption algorithm is one of the public key encryption algo-
rithms based on elliptic curve cryptography. It is widely used due to its high
speed and security. Various SM2-based encryption and signature algorithms are
currently used in various fields. The scheme is more secure than traditional pub-
lic key encryption of the same length and does not require bilinear pairs, making
encryption simpler and more suitable for various encryption scenarios.

To solve the aforementioned problems, we propose certificateless ring sign-
cryption scheme for CPPA using the SM2 algorithm and ring signcryption.
Specifically, this paper has four main contributions:
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1. First, based on the SM2 algorithm, we propose a certificateless ring sign-
cryption scheme with conditional privacy protection authentication (CPPA)
functionality in SG, addressing the privacy protection of users.

2. Second, to prevent malicious users from causing damage to the smart grid,
we propose a traceable algorithm for tracking malicious users. This algorithm
does not require additional stored information but simply reports this infor-
mation to a trusted third party (TRA) when a malicious user is found, thus
completing the tracking process.

3. Third, the scheme is resistant to both internal and external adversary attacks
through a certificateless component, and its security is fully proven using a
stochastic metaphorical machine model. The scheme is ensured to be more
secure compared to other schemes.

4. Finally, the efficiency analysis shows that the scheme proposed in this paper
not only reduces the communication cost, but also improves the computa-
tional efficiency compared with other schemes. At the same time, we have
added more functions that are more suitable for smart grid than existing
solutions.

2 Related Works

In recent years, privacy protection in the smart grid has been extensively dis-
cussed and researched by scholars worldwide, leading to significant progress in
the field. The concept of “smart grid” was first proposed by the Electric Power
Research Institute (EPRI) in 2001. In 2016, Tan et al. [2] divided the data cycle of
the smart grid into four phases: data generation, data collection, data storage,
and data processing. They discussed and analyzed the security vulnerabilities
and solutions in each phase and highlighted future research directions in the
smart grid domain. Subsequent researchers have proposed various solutions to
address privacy protection issues in the smart grid.

For example, in 2017, Morello et al. [3] introduced the development trends
of the smart grid and elaborated on research directions that can enhance its
security. Ferrag et al. [4] conducted a comprehensive survey in 2018, focusing
on privacy protection schemes in smart grids released between 2013 and 2017.
They classified these schemes into different categories and provided suggestions
for further research.

In 2019, Gai et al. [5] proposed a data sharing method that combines
blockchain and edge computing technologies to address privacy protection and
energy security in the smart grid. In the same year, they also proposed a privacy
protection scheme utilizing alliance chains in the smart grid [6]. Li et al. made
a study of ring signcryption secrets that could be verified in batch. Kumar et
al. [7] summarized and classified real network attack events in traditional power
grids and presented new research ideas for the future of the smart grid. Guan et
al. [8] proposed an efficient communication scheme for data privacy in the smart
grid without relying on a trusted center. Kong et al. [9] proposed a group blind
signature scheme with privacy protection for the smart grid.
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Researchers have also explored cryptographic algorithms, such as SM2, and
applied them to ring signature schemes and signcryption algorithms with mul-
tiple characteristics. Ring signatures, which provide spontaneity and uncondi-
tional anonymity, are widely used in fields such as email, smart grids, and elec-
tronic trading. Ring signatures can be categorized as those under the public key
infrastructure system, identity-based ring signatures, and certificateless ring sig-
natures. The concept of the ring signcryption algorithm was first proposed by
Huang et al. [10], and subsequent scholars have developed various ring signcryp-
tion schemes and applied them in scenarios such as the Internet of Things and
the Internet of Vehicles.

In recent years, researchers have proposed several privacy protection schemes
applied to SG. Zhang et al. [11] proposed a decentralized privacy protection
scheme for SG, while Cai et al. [12] introduced a ring signcryption scheme
for VANET (Vehicular Ad hoc Networks) to address privacy protection. Wu
et al. [13] proposed an authentication scheme based on the SM2 algorithm for
the smart grid, and Guo et al. [19] presented a bilinear pair based certificate-
less ring signcryption scheme. In the following years, Guo et al. [14] proposed a
ring signcryption scheme with tracking function for VANET, and Chakraborty
et al. [15] explored potential applications of smart meters in the protection and
monitoring of distribution systems.

In 2022, Yu et al. [16,17] constructed two anti-quantum ring signcryption
schemes and a ring signcryption scheme based on identity. These schemes con-
tribute to enhancing privacy protection in the smart grid and exploring the
potential of quantum-resistant cryptographic techniques.In 2023, Du et al. [21]
improved on the ring signcryption scheme proposed by Cai et al. [12].

3 Preliminaries

3.1 Hardness Assumption

Definition 1. (Elliptic Curve Computational Diffie-Hellman Problem (ECCD-
HP)). Given point G is taken as the base point on the finite field of elliptic curve
E(a, b), and the value of aP and bP is known. The value of abP cannot be solved
effectively in the polynomial time.

Definition 2. (Elliptic Curve Discrete Logarithm Problem (ECDLP)). Given
any two points P,Q on the elliptic curve E(a, b) in the additive group (G,+)
of order q, the value x satisfying the equation Q = x · P is cannot be solved in
polynomial time.

3.2 Formal Definition

The scheme is divided into eight algorithms, which are completed by the following
four entities: KGC, TRA, IDs, IDr.
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1. Setup: TRA and KGC to execute the setup process. Inputs the security
parameter k, returns the system parameters params, master tracking key
mtk and master public key mpk.

2. Set − SV : User inputs the identity IDi, and then outputs Ti and a secret
value ti for the user IDi.

3. Extract − PSK: The algorithm input Ti, then, KGC produces the partial
private key di and di for IDi.

4. Generate − PK: After verifying di, the user IDi generates a public-private
key pair through di and ti, and exposes the public key PKi.

5. Signcryption: User IDs executes the signcryption algorithm, and uses
params, sks, PKr and L to signcrypt the message m.

6. V erification: It inputs the ciphertext σ received, and the ring listed L. The
algorithm outputs 1 if the signcryption σ is valid, otherwise it outputs 0.

7. Unsigncryption: If the verification result is 1. The verifier uses L and skr

decrypt the σ to get the message m.
8. Tracking: When the identity of the signer IDs needs to be traced, the trusted

third party TRA can find the real identity of the signer IDs through σ and
L.

3.3 System Model

This scheme consists of five main entities: Key generation center KGC, trusted
authority TRA, control center CC and user.

1. KGC: It is responsible for generating keys for users, regional gateways and
power suppliers in the smart grid.

2. TRA: It is responsible for approving power request information from users.
When malicious users are found, the tracking algorithm can be used to query
the true identity for the malicious users.

3. CC: The verifier in the scheme, responsible for collecting and verifying the
received user data, and realizing real-time monitoring, load balancing, billing
and pricing functions.

4. User: The signer in the scheme. In the smart grid, the user is usually a smart
device, such as a smart meter. Useri sends power consumption data to the
control center through the regional gateway.

In this section, the detailed design in smart grid is as follows, and some
relevant symbols are shown in Table 1.

3.4 Threat Model

The certificateless ring signcryption mainly faces two main types of attacks. The
first type of attacker AI is one with a malicious user on the ring. This type
of attacker unaware the master private key of the system, but can replace the
public key of any user when generating the ring signcryption. The second type
of attacker AII is a spiteful KGC. The attacker knows the master private key of
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Table 1. Notations and meanings

Notations Meanings

k The security parameter
q The order of G

P The generator of G

G Additive group on elliptic curve
H1, H2, H3, H4 Hash functions
mtk The master trace key of TRA
Tpub The public key of TRA
msk The master private key of KGC
mpk The master public key of KGC
IDi The real identity of user i

di The partial private key of user IDi

ski The private key of IDi

PKi The public key of IDi

m A power consumption message
L Public key collection
I A tracking mark
TS A timestamp
σ Encrypted ciphertext

the system, but does not have the ability to replace the public key of any user.
We define seven kinds of metaphor machines that can be queried by AI and AII .
The definitions of these seven oracles and their run times are shown below.:

1. Query-Hi: After entering the value to query, output the output corresponding
to the hash. The number of runs is qHi

.
2. Query-PSK: For query the partial private key, after entering the IDi, output

the corresponding partial private key pski. The number of runs is qPSK .
3. Query-SK: For query the private key, Enter the IDi of the public key PKi

that has not been replaced to obtain the corresponding private key ski. The
number of runs is qSK .

4. Query-PK: After entering the IDi, output the corresponding PKi. The num-
ber of runs is qPK .

5. Replace-PK: C inputs tuple (IDi, T
′
), the challenger substitutes Ti with T

′
i .

The number of runs is qR.
6. Query-RSC: After entering tuple (IDr, IDs,m), C gets the corresponding

ciphertext. The number of runs is qRSC .
7. Query-USC: Input tuple (σ, IDr), C obtains the decrypted ciphertext. The

number of runs is qUSC .
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Definition 3. If the advantage of opponent C with polynomial time algorithm
in Game 1 and Game 2 can be overlooked, the scheme in this paper is security
for IND-CLRSC-CCA2.

Proof. The requirements for AI success are as follows:

1. AI cannot query Query-PK of IDr.
2. AI cannot query Query-PSK of IDr, if its public key has been substituted.
3. AI cannot pair tuple (σ, IDs, IDr) perform Query-USC.

Challenge: Coutputs two different messages mb(b ∈ {0, 1}) with the same
length, signer IDs and verifier IDr, forwards them. Challenger random selects
b ∈ {0, 1} and execute signcryption algorithm with the tuple (mb, IDs, IDr).
Then, the challenger sends σ to AI .

Guess: AI guessing b
′

after allow the query is executed adaptively in the
query stage. If b

′
= b, AI win.

The advantages of AI are as follows:

AdvIND−CLRSC−CCA2
AI

= Pr[AI wins]

Game 2: AII and challenger C play the following games:
Setup: Challenger C, execute the setting algorithm, get params and msk,

and then give them to AII .
Query: AII can implement the query what ware mentioned as above. In

addition, the following restrictions must be satisfied:

1. AII carried out Query-SK for IDr.
2. AII cannot carried out Query-USC for tuple (σ, IDs, IDr).

Challenge: AII outputs two different messages with the same length m0 and
m1, the sender IDs and the receiver IDr, then forward them. The challenger
C picked a random bit b ∈ {0, 1}, use the tuple (mb, IDs, IDr) to execute the
signal encryption algorithm. Later, σ is sent back to AII by the challenger.

Guess: AII guessing b
′

after allow the query is executed adaptively in the
query stage. If b

′
= b, AII win the Game 2.

The advantages of AII are described as:

AdvIND−CLRSC−CCA2
AII

= Pr[AII wins].

Definition 4. CLRSC scheme is security for EUF-CLRSC-CMA2, if the
advantage of the polynomial opponent in the Game 3 and Game 4 can be ignored.

Proof. Game 3: AI and a challenger C play the following games:
Setting: Same as Game 1.
Query: AI can execute the query of all oracles defined in this stage above.

In addition, the following conditions have to be fulfilled.

1. AI cannot obtain the tuple (σ,m) with the sender IDs and the receiver IDr

during the Query-RSC.
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2. AI as IDs cannot execute Query-SK.

If the public key of IDs has been replaced, AI cannot query Query-PSK.
Forgery: AI forwards new tuple (σ,m, IDr). The challenger C uses tuple

(σ,m, IDr) to run the unsigncryption algorithm, if the algorithm output is absent
⊥, then AI will win Game 3.

The advantages of AI are represented as follows:

AdvEUF−CLRSC−CMA2
AI

= Pr[AI wins].

Game 4: AII and Challenger C play the following games:
Setting: Same as Game 2.
Query: AII can implement the query what ware mentioned as above in this

stage. In addition, the following conditions have to be fulfilled.

1. AII cannot carried out Query-RSC for tuple (σ,m) with sender IDs and
receiver IDr.

2. AII cannot carry out Query-SK for IDs.

Forgery: AII inputs new tuple (σ,m, IDr). the challenger C uses tuple
(σ,m, IDr) to runs unsigncryption algorithm, if the algorithm output is absent
⊥, then AII will win Game 4.

The advantages of AII are described as follows:

AdvEUF−CLRSC−CMA2
AII

= Pr[AII wins].

3.5 Security Performance

Considering the real situation of smart grid, this proposal should satisfy the
following characteristics.

1. Message validation: The ciphertext is secured and not compromised.
2. Traceability: TRA can recover the identity of the malicious sender from the

malicious message.
3. Confidentiality. No one can decrypt the ciphertext and obtain the plaintext

except the message receiver.
4. Anonymity: Except for TRA, no one can track the sender by analysis of the

message transmitted.
5. Replay attack resistance: Assuming that an attacker intercepts the message,

analyzes it and resends it after a certain delay, the message will not pass
authentication.

4 CPPA Scheme in SG

The implementation process of our proposed scheme is as follows:

1. Setup(1k) → (params,msk,mpk,mtk): Enter the security parameter k,
KGC and TRA to perform the following steps:
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(a) The KGC selects p, q > 2k is a large prime number, Fp is a finite field.
Elliptic curve equation E : y2 = x3 + ax + b mod p is defined on Fp.
The points satisfying the equation form an Abelian group marked with
G, whose order is q, and P is the base point of group G.

(b) The KGC picks x ∈ Z∗
q randomly as the master private key msk, com-

putes Ppub = xP as the master public key mpk.
(c) The KGC sets security hash functions H1,H2,H3,H4, where H1 :

{0, 1}∗ → Z∗
q , H2 : G × G → {0, 1}l, H3 : {0, 1}l × G → Z∗

q ,
H4 : {0, 1}∗ → Z∗

q . The length of message is l.
(d) The TRA randomly chooses k ∈ Z∗

q , computes Tpub = kP as the master
track key mtk.

(e) The KGC publishes the sys-
tem parameters params = {p, q,G, P, Ppub, Tpub,H1,H2,H3,H4} to all
users.

2. Set − SV(IDi) → (ti, Ti): User IDi randomly picks a secret value ti ∈ Z∗
q

and computes Ti = tiP . And then, sends Ti to the KGC.
3. Extract − PSK(params, Ti) → (di, Ri): After receiving Ti, the KGC ran-

domly generates a number ri ∈ Z∗
q and computes Ri = riP , ui =

H1(IDi, Ti, Ri, Ppub), di = ri + uix, where di as the partial private key.
Then, KGC publicizes Ri and forwards Di = (di, Ri) to the user IDi via
communication channel.

4. Generate − PK(Ti, Ri) → (ski, PKi): User IDi acquires Di and tests the
effectiveness of di by formulae: diP = Ri + H1(IDi, Ti, Ri, Ppub)Ppub.
If fails, the user will return to the beginning. If the equation is true, user IDi

will obtain part of the private key di and set the private key ski = ti +di and
the public key PKi = skiP .

5. Signcryption(params, sks, PKr, L,m) → σ: The sender IDs completes the
following steps.
(a) The user IDs form a ring identity set L = ID1, ID2, . . . , IDn, obtain the

corresponding public key of the members in the ring, where IDs must be
included in the L.

(b) The user IDs randomly picks d ∈ Z∗
q , computes A = d · P , B = d · PKr.

(c) IDs performs the following formulas, where ⊕ is the XOR operator,
I is the tracking mark and m is the power-related information: C =
H2(B,L) ⊕ m, β = H3(C,A), I = (sks + βts)Tpub, a = H4(L,C,m, I).

(d) The user IDs randomly picks numbers ks ∈ Z∗
q and computes Zs = ks ·P ,

ss = ((1 + sks)−1(ks − a · sks)) mod q.
(e) IDs randomly picks numbers si ∈ Z∗

q for i = 1, . . . , s− 1, s+1, . . . , n and
computes the following formulas
i. Z∗ = (

∑n
i=1,i �=s si)P +

∑n
i=1,i �=s[(si + a)PKi]

ii. Y = Z∗ + Zs

(f) Add the timestamp TS to the ciphertext σ. After that, the final ciphertext
σ will be send to the specified receiver IDr. The final ciphertext is shown
below

σ = {C, {s1, s2, . . . , sn}, A, L, I, Y, TS}.
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6. Verification and Unsigncryption(params, σ, skr) → m: After receiving
the ciphertext σ, the receiver IDr firstly confirms the validity of c7 through
the formula |c7 − TScur| ≤ �TS, where �TS represents the set maximum
effective time interval, TScur is the current timestamp. If the equation does
not hold, IDr will discard the message.
(a) IDr needs to check c2(i) ∈ Z∗

q (1 ≤ i ≤ n). If not, IDr will trash the
message and report to the TRA.

(b) Then, the receiver IDr makes computations B
′
= skr · c3, m

′
= c1 ⊕

H2(B
′
, c4).

(c) The receiver IDr computes a′ = H4(c4, c1,m′, c5), Y
′
= (

∑n
i=1 c2(i))P +∑n

i=1[(c2(i) + a′)PKi].
(d) IDr needs to check Y

′
= c6. If not, IDr report to TRA and discard the

message. If true, IDr is sure that the ciphertext σ is correct and receives
it.

7. BatchVerification(params, σj , skr) → mj : A batch verification algorithm
has been designed to improve the efficiency of verification. When the verifier
IDr receives m ciphertexts σj = {cj

1, c
j
2, c3, c4, c

j
5, c

j
6, c

j
7}j=1,2,...,m at the same

time, it can prove the correctness of these ciphertexts in batch by the following
formulas:
(a) Check c2(i) ∈ Z∗

q (1 ≤ i ≤ n). If not, IDr will trash these messages and
report to the TRA.

(b) B
′
= skr · c3,

(c) mj = cj
1 ⊕ H2(B

′
, c4)

(d) aj = H4(c4, c
j
1,m

j , c5)
(e) Ŷ =

∑m
j=1 c6

(f) Ŷ
′
= (

∑n
i=1

∑m
j=1 cj

2(i))P +
∑n

i=1[
∑m

j=1(c
j
2(i) + aj′

)PKi]

Check Ŷ
′
= Ŷ . If not, IDr will trash these messages and report to the TRA.

If true, IDr is sure that these ciphertexts σj(j = 1, 2, . . . ,m) is correct and
receives it.

8. Tracking(σ, IDr) → (IDs): When the message does not pass verification,
the receiver can report the situation to TRA. It can also monitor the entire
smart grid to detect possible malicious behavior. When receiving the reported
information, TRA can used the following formula to recover the user IDj who
qualify for malicious behavior from the ring set L = {ID1, ID2, . . . , IDn}:
k−1I = PKj + H3(c1, c3)Tj .

5 Safety Analysis

In the section, we provide a detailed analysis of the security of the above scheme.
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5.1 Correctness

Unsigncryption:

m
′
= c1 ⊕ H2(B

′
, c5)

= H2(B,L) ⊕ m ⊕ H2(skr · A,L)
= H2(B,L) ⊕ H2(B,L) ⊕ m

= m

Verification:

Y
′
= (

n∑

i=1

c2(i))P +
n∑

i=1

[(c2(i) + a′)PKi]

= c2(s)P + (c2(s) + a)PK + (
n∑

i=1,i �=s

c2(i))P +
n∑

i=1,i �=s

[(c2(i) + a)PKi]

= Zs + Z∗
= Y

Tracking:

k−1I = PKj + H3(C,A)Tj

skj + βtj = skj + H3(C,A)tj
β = H3(C,A)

To sum up the programme is correct.

5.2 Confidentiality

Theorem 1. The ECCDHP can be solved with the probability ε′ ≥ (1 −
qUSC

2k
) ε

e(qPSK+qSK+qR) by a simulator C, in which k the security parameter and
e expresses as the base of natural logarithm.

Proof. The proof of this paper is similar to paper [14], and the detailed proof
can be referred to it.

Theorem 2. If a Type II opponent AII can play a non-negligible advantage ε
in Game 2 to successful attack IND-CLRSC-CCCA2. The ECCDHP can reach
its solution by algorithm C with probability ε

′ ≥ (1 − qUSC

2k
) ε

eqPSK
.

Proof. The proof of this paper is similar to paper [14], and the detailed proof
can be referred to it.
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5.3 Unforgeability

Theorem 3. If a Type I opponent AI can play a non-negligible advantage ε in
Game 3 to successful attack EUF-CLRSC-CMA2. The ECDLP can be solution
by probability ε

′ ≥ ε
e(qPSK+qSK+qR) by a simulator C.

Proof. The proof of this paper is similar to paper [14], and the detailed proof
can be referred to it.

Theorem 4. If a Type II opponent AII can play a non-negligible advantage ε in
Game 4 to successful attack EUF-CLRSC-CMA2. The ECDLP can be solution
by probability ε

′ ≥ ε
eqPSK

by a simulator C.

Proof. The proof of this paper is similar to paper [14], and the detailed proof
can be referred to it.

5.4 Anonymity

The verifier performs the same operation on each public key when verifying the
ciphertext and cannot tell the difference between the real signer and the others.

5.5 Traceability

After receiving the I in the suspicious signcrypt, search L to confirm the identity
IDi of the true signer by satisfying the equation k−1I = PKi+H3(C,A)Ti. The
k−1 in the equation is only known by TRA, so in the proposed CLRSC scheme,
conditional anonymity is guaranteed.

5.6 Replay Attack Resistance

Each correct ciphertext contains a timestamp TS. After receiving the cipher-
text, the verifier first checks the timestamp TS. If not, IDr rejects σ. Which
ensures that the intercepted returned message cannot successfully pass the IDr

verification.

6 Activity Analysis

In smart grid, in addition to paying attention to the security of user data pri-
vacy, we also need to consider the efficiency of scheme implementation. We com-
pare this scheme with Scheme [11,14,20,21] in terms of security, This scheme is
compared with schemes. [11,14,20,21] in terms of security, computing cost and
communication cost.



Certificateless Ring Signcryption Scheme 201

6.1 Computational Cost Analysis

The device configuration for our simulation is as follows: Intel(R) Core i5-1335U,
16GB, Windows 10 operating system; code running environment is Ubuntu
18.04. By using the miracle [18] and JPBC, we define the following symbols
corresponding to different computing operations and list the respective time con-
sumption, as seen in Table 2. To facilitate comparison of different algorithms, we
set the security level to 80 bytes.

Table 2. Execution time of encryption operation.

Operation Operation represented by the symbol Executing time (ms)

Th a hash-to-point operation 4.874
Te a bilinear pairing operation 3.536
TGm a scale multiplication operation in G1 1.587
Tm a scale multiplication operation in G 0.413

We analyzed our proposed scheme and four other CPPA schemes [11,14,
20,21], calculate separately the consumption required for a single message in
terms of key generation, signcryption, unsigncryption, batch verification and
tracking. Assume that there are n ring members and m ciphertexts. The specific
calculation results are shown in Table 3.

Table 3. Computing efficiency of five CLRSC schemes.

Schemes Ken Gen Signcryption UnsigncryptionBatch verification Tracking

Liu [20] 1Th (n + 1)TGm nTGm + 2Te (n + m)TGm + 2Te2Te

Zhang [11] 6Tm (2n + 3)Tm (n + 1)Tm (n + 1)Tm −
Guo [14] 4Tm (4n + 3)Tm (4n + 2)Tm (4n + 2)mTm 3Tm

Du [21] 1TGm + 1Th(n + 3)TGm + 1TenTGm + 4Te − 2TGm + 2Te

Our scheme4Tm (n + 4)Tm (n + 1)Tm (n + 1)Tm 2Tm

In addition to meeting the most basic safety requirements, our solutions add
additional functionality. Table 4 compares our scheme with five other schemes
in terms of security features and analysis. Our solution meets the functionality
needed in the smart grid while addressing the user’s privacy protection.

We can use scientific calculations to determine the time required for key gen-
eration, signcryption, unsigncryption, batch verification, and tracking. Assuming
that n = m = 5. Through Fig. 1, we can then clearly compare the efficiency of
these five schemes.

From the above analysis, it is clear that the solution in this paper has all
the functions required for application in smart grid. Compared to existing solu-
tions, our solution is more efficient in all phases and more comprehensive in its
functionality.
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Table 4. Safety analysis of five CLRSC schemes.

Schemes Liu [20] Zhang [11] Guo [14] Du [21] Our scheme

Tracking � � � � �

Replay attack resistance � � � � �

Certificateless � � � � �

Formal security analysis � � � � �

Pseudonym-less � � � � �

Batch verification � � � � �

Pairing-less � � � � �

Efficiency � � � � �

Fig. 1. Comparative efficiency in stages (n = m = 5)

6.2 Computational Cost Analysis

In this section, we will analyze the communication cost of these schemes. In
the previous section, we set the lengths of p̂ and p̄ to 64 bytes and 20 bytes,
respectively, and we can obtain the lengths of the elements in G1 and G to 128
bytes and 40 bytes, respectively, and use |G1| and |G| to denote the length of
the elements in them. In addition to this, |H| indicates that the output value
corresponding to the hash function is 20 bytes, and |TS| indicates that the size
of the timestamp is 4 bytes. Since these schemes are ring signcrypttion schemes,
we only compare the size of the public-private key pair and the size of the ring
signature, and do not calculate the set of messages and ring members. The
comparison results are shown in Table 5.

To make a clearer comparison of the communication costs, we set the number
of ring members at 5 to better show the differences between the schemes. Com-
bining Table 5, we can calculate the following. The communication overheads for
these five options Liu, Zhang, Guo, Du and this paper are 772, 364, 244, 900
and 224 respectively.
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Table 5. Communication cost analysis of five CLRSC schemes.

Schemes Private key size Public key size Communication overhead (bytes)

Liu [20] |G1| = 128 bytes |G1| = 128 bytes (n + 1)|G1| + |TS| = 128n + 132 bytes

Zhang [11] 2|Z∗
q | = 40 bytes 2|G| = 80 bytes (n + 3)|G| + 2|Z∗

q | + |TS| = 40n + 164bytes

Guo [14] 2|Z∗
q | = 40 bytes 2|G| = 80 bytes 3|G1| + (n + 1)|Z∗

q | + |TS| = 20n + 144bytes

Du [21] |G1| = 128 bytes |G1| = 128 bytes (n + 2)|G1| + |TS| = 128n + 260bytes

Our scheme |Z∗
q | = 20 bytes |G| = 40 bytes 3|G| + n|Z∗

q | + |TS| = 20n + 124bytes

The analysis in this section shows that the communication cost of our scheme
is slightly higher than [14], which is significantly better than [11,20,21]. There-
fore, the cost of this paper is lower than existing schemes and fits the needs of
smart grids.

7 Conclusion

In this paper we propose a CLRSC scheme with CPPA functionality in SG. It can
better protect user privacy during the information transfer. When a malicious
user appears among the communication members, the tracking algorithm can
quickly identify the malicious user. We demonstrate through security analysis
that the scheme can resist the threat of external attacks and internal malicious
KGC. Compared with the existing CLRSC, our scheme without bilinear pairing
and is faster. In the future, we will conduct more research on aggregated ring
signcryptions and add aggregation features to improve applicability.
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Abstract. Federated Learning (FL) offers a solution that enables mul-
tiple clients to jointly train machine learning models while maintaining
data privacy by only uploading model information instead of local data.
However, some studies show that attackers can infer users’ row data
and member information from the model gradients. Researchers have
proposed a number of FL schemes for privacy protection, among which
the typical method uses homomorphic encryption to update the model
gradients directly on ciphertext. In this scenario, all clients often share
identical private keys, which can pave the way for encrypted model data
interception and subsequent information theft by unauthorized users.
More seriously, these methods only consider the issue of privacy dis-
closure, ignoring the problem of Byzantine attacks in FL. Addressing
both privacy breaches and Byzantine attacks remains a challenge. In
this paper, we aim to address the aforementioned problems by proposing
a homomorphic encryption-based Byzantine robust learning framework
termed Secure-Krum Federated Learning (SKFL). The SKFL uses ran-
dom noise additive mask to combine the revised Distributed Double-Trap
Public Key Cryptosystem (DT-PKC) and the improved Krum algorithm
for the first time, which can protect user privacy and resist Byzantine
attacks. The results of our experiments on diverse real-world datasets,
demonstrate the efficacy of SKFL in protecting client privacy in a fed-
erated learning environment, while resisting poisoning attacks when no
more than 50% Byzantine clients are present.

Keywords: Federated learning · Privacy protection · Byzantine
robustness · Homomorphic encryption · Additive mask

1 Introduction

The exposure of user privacy has resulted in hefty fines for numerous Internet
enterprises. Various laws and regulations have emerged in the world today to
regulate the management and use of data. Consequently, data are kept under
strict control in different enterprises and organizations leading to such data inac-
cessible for sharing, thus forming “data islands” isolated from each other.

To mitigate the issue of “data islands” and ensure user privacy, Federated
Learning has emerged as a promising solution. It enables participants to train
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 205–219, 2024.
https://doi.org/10.1007/978-981-99-9331-4_14
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on local data and upload updated gradients to a server to obtain a global model
while preserving data security. During Federated Learning, clients only upload
gradients while keeping raw data locally to protect data privacy and security.

Nevertheless, Federated Learning still faces security challenges such as pri-
vacy breaches and poisoning attacks. Geiping et al. [8] propose a gradient inver-
sion attack, which enables determination of clients’ raw data based on shared
gradients. Additionally, the member inference attack proposed in [18] establishes
a way to determine whether specific data was contributed by certain clients dur-
ing the training process. Depending on the target of the attacker, Byzantine
attacks can be divided into targeted [9] and non-targeted [3] poison attacks. For
gradient inversion attacks and member inference attacks, the adversary exploits
the model gradients in plaintext to obtain privacy information without know-
ing the user’s local data. In Byzantine attacks, the adversary uploads malicious
gradients to corrupt or control the average model. When faced with privacy
breaches and Byzantine attacks at the same time, some existing schemes emerge
with flaws. To solve the above problems, we propose a SKFL scheme that com-
bines homomorphic encryption technology with Krum aggregation algorithm to
protect user privacy and resist Byzantine attacks.

Some existing schemes assume server can be completely trust and resist the
effect of Byzantine clients by calculations in plaintext domain. For example,
the Krum algorithm [7] enhances Byzantine robustness based on Euclidean dis-
tance similarity, but it’s unrealistic to know the number of Byzantine clients in
advance. Therefore, in this paper, we improve the algorithm, applying homo-
morphic encryption and mask technology to enable the algorithm to combat
Byzantine attacks when malicious users’ number is unknown, while protecting
user data privacy. Specifically, the paper’s main contributions include:

1. We propose a new Secure-Krum Federated Learning (SKFL) framework,
which utilizes the revised Double-trap Public Key Isomeric Encryption Sys-
tem (DT-PKC) to protect user privacy and the improved Krum algorithm to
resist Byzantine attacks in global training.

2. To incorporate DT-PKC and Krum algorithm, we propose an additive mask-
ing technology based on random noise for the first time, which is able to solve
the privacy leakage problem of Krum algorithm in plaintext domain and the
problem of distinguishing Byzantine users in ciphertext domain.

3. Our experiments using the typical datasets MNIST and Fashion-MNIST show
that SKFL can resist Byzantine attacks without incurring additional over-
head. Besides, the theoretically analyses demonstrate that SKFL can protect
user privacy from servers and other clients throughout the process.

2 Related Work

FL requires clear model data to ensure Byzantine robustness, which could leads
to privacy breaches for users. Blanchard et al. proposed Krum [4] robust poly-
merization scheme to solve the problem of poisoning attack. In this scheme, by
calculating the distance between gradients and selecting the client closest to the
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sum of other clients as the global model, it can resist poisoning attacks to a cer-
tain extent, but the accuracy of the results is not high. Based on this, Guerraoui
et al. [11] propose a Bulyan polymerization scheme to calculate the polymer-
ization gradient instead of selecting one client. However, both of these schemes
require the attacker to have a relatively small presence on the client side. In
order to improve Byzantine robustness, Yin et al. [19] proposed a scheme based
on the Median and a scheme based on the median Trimmed Mean.

However, invisible data for privacy makes it difficult to distinguish between
Byzantine and benign users. Secure Multi-Party Computing Technology [5]
(MPC) enables multiple parties to contribute to data analysis without com-
promising privacy. It ensures that each party holds part of the data and that
the analysis can be performed without revealing individual data. However, the
data overhead for communication between client and server is high. Multi-Party
Homomorphic Encryption Technology [15] (MHE) secures data privacy by con-
verting plaintext data to ciphertext before sharing it, allowing computation on
the encrypted data. Trusted implementation of environmental technologies [12]
(TEE) involves the deployment of trusted hardware to facilitate secure data
entry, which is beneficial where other technologies are not feasible or practical.
Differential Privacy Technology [17] (DP) achieves data privacy protection by
introducing noise to the dataset, which makes it more difficult for the adversary
to identify data sources while preserving the accuracy of the dataset. Although
it enhances security, it negatively impacts the final training model efficacy.

Researchers have conducted some studies on the balance between privacy
and robustness. So et al. [1] propose the first single-server Byzantine-resilient
secure FL framework (BREA) for secure aggregation. BREA is based on an inte-
grated, randomly-quantified, verifiable approach to outlier detection and secure
model aggregation while ensuring reliability, privacy, and convergence of FL.
Liu et al. [14] proposed an asynchronous local differential privacy mechanism
by using a well-designed noise and cloud malicious node detection mechanism
to mitigate the label flipping attacks of malicious nodes while maintaining data
privacy. Bernstein et al. [2] voting, thus ensuring that a single participant does
not have too much power. Chang et al. [6] designed Cronus, a powerful col-
laborative machine learning framework that defends against toxic attacks on
federated learning through strong knowledge transfer between black-box native
models. However, this framework is limited because it reduces accuracy and
has higher computational costs. In practice, the aforementioned scheme involves
transmitting the symbols representing the gradient vectors to the server, which
potentially exposes the submodels to information leakage. Although Byzantine
algorithms have been a primary focus in federated learning research, the issue of
data privacy protection has largely been overlooked. Consequently, there is a crit-
ical need to investigate methodologies for enhancing the robustness of federated
learning against Byzantine adversaries while simultaneously safeguarding user
privacy. This research endeavor holds significant importance and offers valuable
theoretical insights.



208 W. Jiang et al.

3 Preliminaries

3.1 Improved Krum Algorithm

Krum algorithm procedure: (1) Initialization: Negotiation model and various
required parameters; (2) The server distributes the global parameter w to all
clients; (3) For each client Ci, model wi is trained at the same time and then
uploaded to the server; (4) After the server receives the gradients, the distance
between the two calculation model gradient vector di,j = ||wi − wj ||2. (5) n
is the total number of users, f is the number of Byzantine clients, and 2f +
2 < n. For each model wi, select the nearest n − f − 1 distance to it, i.e.
di,1, di,2, . . . , di,i−1, di,i+1, . . . , di,n, the smallest n − f − 1, may as well be set as
di,1, di,2, . . . , di,n−f−1, and then add up as the score Kr(i) =

∑n−f−1
j=1 di,j of this

model wi; (6) After calculating the scores of all models, find out the model w∗

with the lowest score; (7) Broadcast w∗ to clients as a global model.
The changes made in this paper are as follows: (i) In step (5), the minimum

n − f − 1 distances are no longer selected, but all distances are summarized,
so as to solve the problem of unknown Byzantine client number f in advance.
At the same time, this paper can solve the attack against Krum [4], that is, all
malicious client model gradients are set to be the same; (ii) In step (3), the public
key pk is used to encrypt the wi before uploading, and the encrypted noise is
added to the homomorphism of the ciphertext model through the Noise-Adding
Server and partial decryption is performed. The noise model is obtained from
the Computing Server, and then the noise is eliminated through the process of
distance calculation. The detailed process can be seen in Sect. 5, Section B.

3.2 Modified DT-PKC Scheme

Partial homomorphic encryption [13,16] is an encryption algorithm satisfying
one of additive homomorphism or multiplicative homomorphism, such as Paillier
scheme, ElGamal scheme and RSA algorithm, etc. The Distributed Two Trap-
doors Public-Key Cryptosystem (DT-PKC) [10] used in this paper is derived
from BCP algorithm. In this scheme, some improvements are made to the scheme
of homomorphic operation under multi-key constructed by BCP algorithm. The
main key λ = lcm(p−1,q−1)

2 , which can decrypt the ciphertext encrypted by any
public key, is divided into two parts λ1 and λ2, so that each part cannot be
decrypted separately. This solves the security problem that arises when the cen-
tral server has the master key.

In SKFL, the original DT-PKC algorithm is modified, no longer dividing by
2 and λ = lcm(p − 1, q − 1) when generating Carmichael number λ, to prevent
the possibility of decryption failure of the strong private key.

The plaintext space of DT-PKC cryptosystem is ZN and the ciphertext space
is Z2

N . The algorithm mainly includes seven parts: KeyGen, Enc, WDec,
SDec, SKeyS, PSDec1 and PSDec2.

DT-PKC has additive homomorphism. Therefore, it also supports addition
and scalar multiplication operations on ciphertext.
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4 Problem Setup

4.1 System Model

1. Clients(C): Ci is the data owner in federated learning and holds a weak
private key λC2, which can complete local training and data encryption and
decryption, in order to benefit from the global model. At the same time, Ci

may be malicious, attempting to destroy or control the federated learning
system through Byzantine attacks, with the expectation of intercepting other
client data (Fig. 1).

Fig. 1. System Model

2. Noise-adding server(NS): NS directly communicates with the client, hold-
ing two weak keys λC1 and λS1, which are used to partially decrypt the global
model and the noise model respectively, and there is a group of randomly gen-
erated noise data. NS receives model ciphertext gradients from the clients
in a round of iteration, performs homomorphic addition operation with the
encrypted noise model, partially decrypts and sends them to CS, the com-
puting server, and finally distributes the global model cooperatively with CS.

3. Computing Server(CS): CS holding a weak key λS2, which can fully
decrypt the ciphertext from NS after partial decryption. However, the plain-
text obtained by CS is the result of noisy data, and it does not have noise
model, so it cannot obtain the privacy information of the client. The noise
can be eliminated by calculation and the optimal global model can be found.
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4. Key Generation Center(KGC): The KGC initializes a set of key data,
generates public and private key pairs, and destroys private keys, keeping and
publishing only the public key pk. In order to avoid the separate decryption
of NS or CS, the main key is divided into two parts, λS1 and λS2, and
distributed to NS and CS. Then the master key is divided into other two
parts, λC1 and λC2, which are different from the previous two parts, and
distributed to NS and Ci for client decryption of the global model.

4.2 Design Goals

The SKFL is designed to achieve the following goals:

Privacy Protection: The SKFL ensures that the data uploaded by client C is
secure, and neither NS nor CScan obtain the original information of the data
at any time, making the data available but not visible.

Byzantine Robustness: The SKFL can effectively resist Byzantine attacks
and should be largely immune to attacks when the number of Byzantine users
does not exceed half of the total.

Accuracy: While achieving privacy protection and Byzantine robustness, the
SKFL should achieve similar accuracy to the non-attacked FedAvg.

5 The Proposed Scheme

5.1 Overview

At present, homomorphic encryption technology is adopted in some federated
learning schemes. Some algorithms use the same public and private keys for dif-
ferent clients in order to ensure accurate homomorphic operation in ciphertext,
such as Paillier algorithm adopted by traditional FL scheme for privacy protec-
tion. As a result, the data of the whole system may be mastered by the attacker
after a user discloses the private key to the attacker. And the data of the client
may be decrypted after being intercepted by other users, resulting in privacy
disclosure at the C level of the client, as shown in the Fig. 2.

SKFL uses DT-PKC public key encryption algorithm. The client can only
decrypt the ciphertext which partially decrypted from the server. Otherwise,
even if Ci intercepts other users’ ciphertext, Ci cannot decrypt it independently.
Meanwhile, DT-PKC splits the strong private key into two parts, ensuring that
NS or CS cannot decrypt separately. In a typical FL scenario, if the user colludes
with the server, the user data is easily leaked on the server side. In SKFL,
user information cannot be recovered because the server has only part of the
private key, even if the client colludes with one of the servers, it cannot be fully
decrypted.
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Fig. 2. The client decrypts the cipher-
text after intercepting it.

Fig. 3. The distance between Byzan-
tine clients and other clients is large.

Our scheme assumes that the client’s data set is independent and identically
distributed (i.i.d), and finds out the optimal model in every round from all the
trained clients’ models through calculation in ciphertext as the global model,
so as to resist Byzantine attacks. The SKFL defaults that the data uploaded
by Byzantine users is deviated from the general public. Whether it is random
noise attack or label flipping attack, its parameters will be far away from the
parameter group range of normal users (Fig. 3), so it will be discarded due to
the high value of evaluation Kr(i).

5.2 Details of SKFL

The whole process of SKFL consists of four aspects: system initialization, local
training, secure calculation of optimal model and secure distribution of global
model. We describe the processes below.

System Initialization: Key generation and distribution are mainly carried
out in this stage. KGC first locally generates N , the product of large prime
numbers p and q, with λ(N) as the Carmichael function value of N , and splits
the strong private key λ into two weak private keys λC1 and λC2, which are
securely transmitted to NS and CS for collaborative decryption. Then, the
strong private key λ is divided into other two weak private keys λS1 and λS1,
which are transmitted to NS and Ci respectively for collaborative decryption. g
is a generator of N of order λ, which generates a random number sk less than N

4
and calculates h. {N, g, h} is used as the public key pk and the private key sk is
destroyed. Once the above tasks are completed, the KGC can be taken offline.
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Algorithm 1: Local training algorithm of benign and malicious users
Input: Client Ci data set Di, training rounds t, partially decrypted ciphertext

global model PSDec1([[wt]]pk, λS1), public key pk, local iteration times
le, local learning rate α.

Output: Local encryption model gradients [[wt+1
i ]]pk of Ci at round t + 1

Benign user :
1: wt ←− PSDec2(PSDec1([[wt]]pk, λS1), λS2)
2: B ←−Split Di into blocks of size B
3: for iter from 1 to le do
4: for b ∈B do
5: g ←− Gradient of b
6: witer ←− witer−1 − α · g
7: end for
8: end for
9: wt+1

i ←− wle

10: Encrypt wt+1
i to [[wt+1

i ]]pk with pk
Random noise attack :
1: wt+1

i ←−Use noise to generate a set of data of the same size
2: Encrypt wt+1

i to [[wt+1
i ]]pk with pk

Label flipping attack :
1: wt ←− PSDec2(PSDec1([[wt]]pk, λS1), λS2)
2: B ←−Split Di into blocks of size B
3: for iter from 1 to le do
4: for b ∈ B do
5: label(b) ←− 9 − label(b), label(b) ∈ [0, 9]
6: g ←− Gradient of b
7: witer ←− witer−1 − α · g
8: end for
9: end for
10: wt+1

i ←− wle

11: Encrypt wt+1
i to [[wt+1

i ]]pk with pk

Algorithm 2: NS Adds Noise
Input: Ciphertext model [[wt+1

i ]]pk from client Ci, number of clients
participating in aggregation n, public key pk, random noise r, weak
private key λS1.

Output: Partial decryption noise model PSDec1([[wt+1 + r]]pk, λS1)
1: Encrypt r to [[r]]pk with pk
2: for i from 1 to n do
3: [[wt+1

i + r]]pk ←− [[wt+1
i ]]pk · [[r]]pk

4: PSDec1([[wt+1
i + r]]pk, λS1)

5: end for
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Local Training: Assume that the total number of users is n, the number of
training rounds is t, the number of Byzantine users is m and n > 2m. In the
phase of local training, NS partially decrypts the global model as PSDec1 with
λC1 and sends it to Ci. For all i ∈ [1, n], Ci can decrypt the global model wt

using the weak private key λC2. After that, user Ci trained local model wt+1
i with

global model wt and local data set Di, and uploaded updated model gradients
just like traditional FL model. To protect data privacy, client Ci with the public
key pk encrypts local model gradients wt+1

i to [[wt+1
i ]]pk and sends it to the NS.

The process of local training can be described by Algorithm 1. In label flipping
attack, because the label values of data set are 0 to 9, 9 minus the label value is
used as its flip value.

Algorithm 3: CS calculates the optimal model
Input: The partially decrypted noise model PSDec1([[wt+1

i + r]]pk, λS1) from
NS , the weak private key λS2, and the number of clients participating
in the aggregation n.

Output: Optimal model index x
1: wt+1

i + r ←− PSDec2(PSDec1([[wt+1
i + r]]pk, λS1), λS2)

2: for i from 1 to n do
3: li ←− 0
4: for j from 1 to n do
5: wi,j ←− (wt+1

i + r) − (wt+1
j + r)

6: di,j = sum(|wi,j · wi,j |)
7: li ←− li + di,j

8: end for
9: Kr(i) ←− li
10: end for
11: x ←− argmin(Kr(x))

Secure Calculation of Optimal Model: At this stage, server CS calculates
optimal model w∗ from wt+1

i , i ∈ [1, n] as a global model of t + 1 round, which
is securely transmitted to each client. This stage also includes step decryption
of distance information and calculation of distance sum. In order to simulate
the real federated learning environment, we set the ratio of Byzantine clients
as b, so their number is n · b, and the proportion of users participating in a
round of training is f . In each round of training, random |nf | (integer) client to
participate in the aggregate. After receiving the encryption parameter [[wt+1

i ]]pk

of n users, the NS begins to aggregate. First, NS randomly generates noise
model r and encrypts it to [[r]]pk. Then, NS multiplies each ciphertext parameter
by ciphertext noise model, gets [[wt+1

i + r]]pk, and partially decrypts it with
the weak private key λS1, gets PSDec1([[wt+1

i + r]]pk, λS1) and sends it to CS.
For each client Ci, CS decrypts the other part of PSDec2(PSDec1([[wt+1

i +
r]]pk, λS1), λS2) with λS2 to get the intermediate vector. For each Ci and all Cj
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except Ci, calculate the difference wi,j = (wi + r)− (wj + r) = wi − wj between
the model gradient vectors in pairs. Then, square and sum the internal elements
of the vector. For client Ci and Cj distance di,j , namely di,j = sum(|wi,j ·
wi,j |). For each model gradient wi, calculate the distance from all other model
gradients {di,1, di,2..., di,n}, and then added together as the evaluation value
Kr(i) =

∑n
j=1 di,j of wi in this model. After calculating the evaluation values of

all models, the client model wt+1
x corresponding to model argmin(Kr(x)) with

the smallest value of evaluation is found out as the global model of the next
round.

Algorithm 4: Distribution global model
Input: The optimal model index x, the number of clients participating in the

aggregation n, the server weak private key λC1, λC2.
Output: Global model wt+1

x

1: CS: x is optimal model
2: for i from 1 to n do
3: NS: send PSDec1([[wt+1

x ]]pk, λC1) to Ci

4: wt+1
x ←− PSDec2(PSDec1([[wt+1

x ]]pk, λC1), λC2)
5: Ci: get wt+1

x

6: end for

Secure Distribution of the Global Model: CS informs NS that the global
model in the next round is x after calculating. The model wt+1

x kept in the NS
is in encrypted form, so NS uses the weak private key λC1 to partially decrypt
[[wt+1

x ]]pk and sends it to Ci. Ci with λC2 can completely decrypt to get the
global model wt+1

x .

6 Security Analysis

This paper puts forward the following theorems and gives proofs.

Theorem 1. In the SKFL, the DT-PKC public key encryption system can
ensure the privacy security of the local model gradients of the client, and achieve
confidentiality for semi-honest servers.

Proof. DT-PKC is based on the decision Diffie-Hellman (DDH) hypothesis,
which has been proved to be semantically secure [10]. Meanwhile, in DT-PKC
encryption, the strong private key MK = λ is randomly divided into two weak
private keys λ1 and λ2. Unless the attacker obtains the key on both servers at
the same time, the strong private key λ cannot be recovered, and it is difficult to
breach the protection of both servers. This means that it cannot restore plain-
text. The process of this scheme can be expressed as follows: (1) Ci −→ NS:
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Because NS has only weak private key and does not collude with CS, it can-
not decrypt and obtain model gradient information. (2) NS: [[wi]]pk · [[r]]pk, the
random noise model is only stored in NS, so that Ci and CS cannot know. The
gradients of the model wi is invisible for CS. (3) CS: (wi + r)− (wj + r). In the
process of calculating distance to find the optimal model w∗, CS can only get
the difference between the two models, from which the original information of
the model cannot be acquired. (4) NS −→ Ci: PSDec1([[wt+1

x ]]pk, λC1), NS only
knows the i value corresponding to the optimal model, and partially decrypts
w∗ and sends it to the clients, unable to obtain gradient information.

Theorem 2. In the original DT-PKC scheme, the strong private key λ some-
times caused decryption to fail, but the improved scheme does not.

Proof. In the original DT-PKC scheme, λ = lcm(p−1, q−1)/2, where p = 2p′+1
and q = 2q′ + 1. p, q, p′, q′ are all prime numbers. So λ can be written as:
λ = lcm(p − 1, q − 1)/2 = p′q′. Because g is a generator of order (p−1)(q−1)

2 ,
that is, g

(p−1)(q−1)
2 = 1 mod n. It is easy to know that (p−1)(q−1)

2 = 2p′q′ = 2λ,
so g2λ = 1 mod n. From the properties of the Carmichael function, if wλ =
1 mod n, wnλ = 1 mod n2. So in this situation, g2nλ = 1 mod n2. As we know,
[[m]]pk = {T1, T2}, where T1 = hr(1 + mN) mod N2, T2 = gr mod N2. When
decrypting with a strong private key λ, Tλ

1 mod N2 = gλθr(1 + mNλ) mod N2

where θ and r are all random numbers. It means, θ · r does not have to be even,
and only when θ · r = 2k, k ∈ ZN −→ gλθr(1+mNλ) mod N2 = 1. To solve this
problem, we define λ = lcm(p−1, q−1) = 2p′q′ in SKFL. In this case, θ and r can
take any number to satisfy the following equation: gλθr(1+mNλ) mod N2 = 1,
which can ensure decryption success.

7 Experiment and Result Analysis

7.1 Experimental Setting

All experiments in this paper were run on a host equipped with Ubuntu 18.04,
Intel(R) Core(TM) i7-12700H 2.30 GHz CPU and 16 GB RAM. The client and
server were simulated by different processes.

Data Sets and Models: In this paper, the multi-layer perceptron (MLP)
model is used to test the effect of two image classification task data sets: (i)
MNIST data set: The training set consisted of 60,000 handwritten 0–9 pictures
with 28 × 28 pixels; the test set consisted of 10,000 pictures with the same size,
and the proportion of each of these 10 digits was 10%. Because they are hand-
written by staff, the same numbers will vary from picture to picture.(ii)Fashion-
MNIST data set: The only difference is that Fashion-MNIST data set contains
ten categories of grayscale clothing images.

In these two data sets, we set each client to have a random 600 training data
sets and a random 100 test data sets that do not cross each other to simulate
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the independent and identical distribution. In this paper, the experiment set
the total number of clients n = 100, the proportion of clients participating in
training in each round f = 0.1, the learning rate α = 0.01, the SGD momentum
set to 0.5, the number of local training iterations le = 10, the block size B = 10,
and the total training rounds T = 10. b represents the percentage of Byzantine
clients in n clients.

Table 1. Accuracy and influence of two kinds of attacks on MNIST data set under
different proportions of Byzantine clients

Scheme (attack) Byzantine client ratio (acc & inf)
10% 20% 30% 40%

BaseLine 0.938 0.941 0.948 0.951

SKFL (targeted attack) 0.925 1.3% 0.930 1.1% 0.934 1.4% 0.938 1.3%

FedAvg (targeted attack) 0.926 1.2% 0.922 2.0% 0.901 4.9% 0.860 9.6%

SKFL (untargeted attack) 0.926 1.2% 0.937 0.4% 0.944 0.5% 0.948 0.3%

FedAvg (untargeted attack) 0.511 45.5% 0.381 59.5% 0.322 66.0% 0.283 70.2%

Attack Setting: This paper considers non-targeted attacks and targeted
attacks on Byzantine clients. For non-targeted attacks, the Byzantine client does
not need to train the model, but directly uses random noise to generate a set
of arbitrary gradients as the aggregate participants. For targeted attacks, the
Byzantine client carries out label flipping attack, that is, the label value l in the
training set is flipped to N − l − 1, l ∈ 0, 1, ...N , N is the number of label types.
In order to test the defense effect of this scheme under different proportions of
Byzantine clients b, set b to increase by 1% from 0 until it reaches 49%.

BaseLine Settings: In the design goals, we proposed that while achieving pri-
vacy protection and Byzantine robustness, the SKFL should be as similar as
possible to FedAvg in the case of no attacks and maintain normal accuracy.
Therefore, a baseline was set to represent the accuracy of FedAvg schemes with-
out attacks for comparison.

7.2 Experimental Result

Through experiments, we demonstrate that the SKFL can achieve the design
goals presented in Sect. 4: privacy protection, Byzantine robustness, and accu-
racy.

inf =
accBaseline − accA

accBaseline
(1)

We use inf , which represents the influence of Byzantine clients on solution
A to judge the degree of influence, where accBaseline represents the accuracy
of the baseline, and accA represents the accuracy of solution A. In order to
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improve the training effect, we used a group of correct data sets for pre-training
before NS distribute the global model in first round. Table 1 respectively show
the defense effects of SKFL on the MNIST datasets. In the case of targeted
and non-targeted attacks by different percentages of Byzantine clients, SKFL
and FedAvg differ significantly after ten iterations. The corresponding curves
are shown in Fig. 4 and Fig. 5. Intuitively, when the number of Byzantine clients
increases, the proportion of benign users will decrease, and the test accuracy of
the global model should also decrease. However, regardless of targeted or non-
targeted attacks, the SKFL can maintain high accuracy under less than 50%
Byzantine client ratio.

Fig. 4. Average Accuracy Vs Ration of Byzantine users of MNIST.

First, this is because the modified Krum algorithm always finds one benign
client from all clients as the global model, directly eliminating the influence of
Byzantine clients. We find that SKFL has a better defense effect against random
noise attacks than label flipping attacks. We speculate that the reason is that in
label flipping attacks, the model gradients of malicious users are more normal
than those of random models.

The predicted results are within the range of tag sets and the distance from
other users is smaller than that of random models. The average model generated
by Fedavg is not affected much. As for the random model generated by random
noise attack, though a small number of Byzantine clients can reduce the accuracy
of the average model a lot. With the increase of malicious users, the prediction
accuracy will be affected more. But because it deviates significantly from the
benign user base, SKFL can eliminate up to 50% of such Byzantine clients and
not be affected at all. Secondly, the DT-PKC algorithm and the random noise
additive mask protect the privacy of users.
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Fig. 5. Average Accuracy Vs Ration of Byzantine users of Fashion-MNIST.

8 Conclusion

In this paper, we propose a federated learning scheme for privacy protection
and against Byzantine attacks, SKFL, which combines the modified distributed
double-trap public key homomorphic encryption system DT-PKC algorithm,
random noise additive mask and the improved Krum algorithm. Multiple exper-
iments on two data sets with different proportions of Byzantine clients show
that our scheme can resist Byzantine attacks. At the same time, the double-
trapdoor nature of SKFL prevents model data leakage at all levels. However, the
large number of model gradients to encrypt and decrypt leads to the high time
cost. How to package ciphertext while maintaining homomorphism is a technol-
ogy worth studying in the future. As for the non-independent and uniformly
distributed data sets on the client side, we leave them for later exploration.
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Abstract. Dynamic searchable symmetric encryption (DSSE) enables
search and modification on encrypted data. While considerable efforts
have been dedicated to achieving forward and backward privacy in DSSE,
the potential adverse consequences of key corruption or exposure have
been overlooked. In this paper, we introduce the updatability into DSSE
to resist the key exposure attacks, propose a new concept named updat-
able and dynamic searchable symmetric encryption (U&D-SSE), and
establish L-adaptive security model tailored to the update environment.
Then we construct a U&D-SSE scheme with token inference, where a
ciphertext can be updated by a token and a key can be inferred in bi-
direction. Furthermore, a U&D-SSE scheme with token-free inference
is proposed to achieve no-directional key update through indistinguish-
able obfuscation. Finally, both schemes are proven to be secure in the
L-adaptive security model, and ensuring the preservation of forward and
backward privacy.

Keywords: Dynamic searchable symmetric encryption · Key
exposure · Indistinguishability obfuscation · Forward privacy ·
Backward privacy

1 Introduction

As a cloud computing model, cloud storage securely stores data across multi-
ple virtual servers hosted by a third party, enables intelligent integration of all
storage resources, provides small businesses with agility, cost savings, security,
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and simplicity, while empowers large enterprises to achieve scalability, persistent
cost-saving capabilities, and centralized data leak prevention. Moreover, legiti-
mate users can effortlessly access their data anytime and from anywhere using
any Internet-connected device connected to the cloud.

To ensure privacy, the data owner tends to store the encrypted data in the
cloud. However, the encryption operation could impede flexible access for both
valid users and even the data owner. Searchable symmetric encryption (SSE )
was proposed to enable the searchability on the encrypted data. In practice,
DSSE is more appealing as it offers data owners additional functionalities, such
as remote data addition or deletion.

Generally, data owners will securely store their private keys in their devices.
However, these devices may be inadvertently lost, maliciously stolen, or even
vulnerable to powerful side-channel attacks (e.g. [1]), leading to partial leakage
or complete loss of private keys. This poses a significant threat to data secu-
rity, and searchable encryption is not immune to such risks. In fact, as noted
in the NIST guideline SP800 − 57 [2], “re-keying” can impact the length of a
cryptoperiod. Numerous techniques have been proposed to counter key compro-
mise attacks, including forward-secure, key-insulated, intrusion-resilient cryptog-
raphy, and updatable encryption (UE ). Among these, UE stands out as it allows
transferring of ciphertexts from the old key to the new key without revealing the
underlying data.

However, to the best of our knowledge, limited research has addressed the
issue of searchable encryption for the key-exposure problem. Abdalla et al. [3]
proposed temporary keyword search (PETKS ), allowing the server to search
ciphertexts using a trapdoor during the same cryptoperiod. Tang [4] intro-
duced a forward secure public-key encryption with keyword search (PEKS ) by
preventing old token searches for the newly added data. However, neither of
these approaches includes a specific key update feature. Until 2018, for the first
time, Anada et al. [5] considered to update the key in PEKS scheme. But their
ciphertexts are updated mechanically only by decrypting and then re-encrypting.
Therefore, exploring more flexible ways of updating in DSSE is a pertinent con-
sideration.

1.1 Related Works

• The forward and backward privacy of DSSE. Symmetric searchable encryp-
tion was first introduced by Song et al. [6], which goes through the process
from static search to dynamic search. The first DSSE scheme was introduced
by Kamara et al. [7], boasting sublinear search performance but inadver-
tently leaking the hash value of modified document keywords. To address
this issue, Kamara et al. [8] made further advancements, mitigating leakage
at the expense of increased server space complexity. Subsequently, Cash et al.
[9] devised a dynamic scheme optimized for managing large data sets. In the
realm of DSSE, a crucial objective is to ensure that dynamic modifications
do not divulge any additional information.
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1) Forward privacy has become an essential attribute for DSSE in countering
the file-injection attack. Stefanov et al. [10] initially introduced forward
privacy and built an ORAM -inspired dynamic scheme. Bost [11] defined
forward privacy formally and constructed a highly efficient scheme based
on trapdoor permutation (TDP ), offering optimal search and modification
complexity. Nevertheless, TDP relies on asymmetric encryption primitive.
As an advancement, Wei et al. [12] introduced a symmetric encryption
primitive called the “key-based blocks chain” (KBBC) technique to build
a forward privacy searchable encryption scheme FSSE, which allows for
storing the key of the current block in the previous block, enhancing the
overall security and efficiency of the system.

2) Backward privacy was first formally defined by Bost et al. [13], with three
types of leakage (Type-I to Type-III) ranked from the most secure to the
least secure. They also proposed four efficient DSSE schemes, including
Janus, focusing on achieving both forward and backward privacy. Then
Chamani et al. [14] built three schemes with forward-and-backward secu-
rity, while Sun et al. [15] improved Janus to get Janus++ scheme by
symmetric puncturable encryption (SPE). In short, the much more prac-
tical schemes are those with forward and Type-III backward privacy.

• The inference function of update token. Updatable encryption is proposed to
minimize the impact of key corruption on the encrypted data. Boneh et al.
[16] clearly came up with the concept of updatable encryption for the first
time. Furthermore, update functionality has been added for different types
of cryptographic schemes by Ananth et al. [17] such as signature, encryption,
and classical protocols. Since then, there has been a boom [18,20–25] in the
updatable encryption. The influence of token on the direction of ciphertext
and key update has also been widely studied.
1) Effect of token on ciphertext: Update token can be used to update the

old ciphertext. But token can also be used to degrade ciphertext. That is,
ciphertext at the epoch e can be deduced from the corrupted token and the
ciphertext at the epoch e+1. If an adversary obtains the private key at the
corresponding epoch, it can easily win the game. Lehmann et al. [20] pre-
sented the effect of token inference on the direction of challenge ciphertext
update. In practice, only bi-directional ciphertext update is implemented.
Until 2022, Nishimaki [25] constructed the first uni-directional ciphertext
update scheme based on LWE.

2) Effect of token on key: Similarly, a token can be used to upgrade or down-
grade key. Specifically, there are three types of key update according to
the inference direction: uni-directional, bi-directional and no-directional.
After many collisions of views, Nishimaki [25] make a significant advance-
ment in 2022 by subdividing uni-directional key updates into two cat-
egories: forward-leak and backward-leak, proposed the first updatable
encryption scheme UE iO with no-directional key update. According to
Nishimaki, the combination of backward-leak uni-directional key update
and uni-directional ciphertext update is strictly stronger than other
forms, and backward-leak uni-directional key update is equivalent to no-
directional key update, which contradicts the findings in [24].
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1.2 Our Motivation and Contributions

• The necessity of updating in DSSE. Typically, the key is stored in a trusted
device to safeguard the confidentiality of ciphertext. However, the longer the
key is utilized, the higher the potential risk it poses. Many dynamic searchable
encryption schemes prioritize forward and backward privacy, which unfor-
tunately cannot address the issue of private key leakage. Σoϕoς currently
stands as one of the most efficient DSSE schemes; nevertheless, it heavily
relies on one-way TDP . As an improvement, the KBBC technique [12] can
achieve higher performance and broader application scopes by incorporating
a mechanism that stores the key of the current block in the preceding block.
This approach ensures forward privacy for newly added data blocks, with the
exception of the head pointer Key∗, which is retained by the data owner.
Once the private key is corrupted, forward privacy will no longer be guaran-
teed. So it becomes crucial to contemplate updating keys and ciphertexts as
a measure to reduce the impact of key corruption.

• The importance of flexible updating. The crudest update method in search-
able encryption is that data owner sends the secret keys to cloud server [5],
where the server can use the old key to decrypt any ciphertext and index,
and then use the new key to complete the re-encryption process. Clearly, this
operation violates data security. Another simplest and most straightforward
way to implement update in searchable encryption is that data owner down-
loads all ciphertexts from the server, then decrypt, re-encrypt, upload new
ciphertexts and indexes to cloud server, which is also unrealistic. To make
update more realistic, we introduce a new form of symmetric encryption by
adding an update protocol to the original DSSE scheme, where ciphertexts
can be updated with an update token.

• The impact of token inference. Ideally, a token should solely be used to update
the ciphertext from the old epoch to the new epoch. The epoch is determined
by the valid time of the key. Terribly, in the proposed update protocol, the
update token possesses additional functionality due to directionality. Meaning
that an adversary can upgrade and downgrade both the ciphertext and the
key between two epochs using the corrupted tokens, namely the bi-directional
ciphertext updates and key updates. Let’s take U&D-SSE scheme with token
inference as an example. Assume that the adversary corrupts a token Δe+1

and the key uke. At first sight it has no effect on our scheme. But if the
adversary gets Ke

ω by some guessed ω, then he will get Ke+1
ω with Δe+1.

So even though the ciphertext has been updated to epoch e + 1 and deleted
immediately, the server would learn what ind‖op is. To mitigate the impact
of token inference on the update protocol, we utilize an indistinguishable
obfuscator to conceal the token during the update process and return the
updated result. As a result, a U&D-SSE scheme with token-free inference is
constructed.

A comparison of the proposed schemes with prior works is provided in Table 1.
Beside the schemes themselves, we believe this work leads to a new attempt to
resist leakage in DSSE. To sum up, the main contributions are as follows.
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Table 1. A brief comparison of the proposed schemes with the existing schemes

Scheme FP BP Updatable Token.(key) Token.(ct)
Σoϕoς [11] � × × – –
FSSE [12] � × × – –
ΠKI/ΠKE [5] – – � uni uni
Aura [19] � � × – –
U&D-SSE1 � � � uni bi
U&D-SSE2 � � � no uni

Note: U&D-SSE1 is the U&D-SSE scheme with token inference, and U&D-SSE2 is the U&D-SSE
scheme with token-free inference. FP, BP, Token.(key) and Token.(ct) indicate forward privacy,
backward privacy, the effect of token on ciphertext, and the effect of token on key, respectively.
Specifically, uni denotes token can only complete updating, bi means token can complete updating
and degrading, and no denotes token has no effect on keys.

1) Introduce the updatability into DSSE . To mitigate the problem of pri-
vate key corruption in DSSE, we add the updatability into DSSE, define the
syntax of U&D-SSE. Then to characterize the leakage of key corruption and
update process, we introduce leakage function Lupd, and allow any adversary
to query corruption and update oracles to build L-adaptive security model.

2) Propose a U&D-SSE scheme with token inference. By exploiting
the KBBC technology, we present the first U&D-SSE scheme with token
inference, which surpasses simple re-encryption processes. Consequently, the
updated database reamins fully searchable with the new private key, and a
token can bi-directionally update or infer a key and a ciphertext.

3) Construct a U&D-SSE scheme with token-free inference. As an
improvement, we propose a U&D-SSE scheme with token-free inference,
enabling no-directional key updates by concealing a key within the obfus-
cation program using iO. Thus the inference of an update token to the secret
key in the initial construction can be avoid.

2 Preliminaries

2.1 Notations

In this paper, blk is a data block, T is an integer that represents the maximum
number of epochs, e is the current epoch during T , and ts is a timestamp that
starts at 0 and increases with each query. Denote e∗ as the challenge epoch and
Δe as an update token at the epoch e.

2.2 Basic Primitives

Puncturable Pseudorandom Function (PPRF) [25]. Given two sets P =
{0, 1}n(λ) and R = {0, 1}m(λ), a pseudorandom function PRF : K×P →R, and a
puncture algorithm Punc : K×P →R for two subsets P ⊆ P and R ⊆ R, where
K ← {0, 1}λ, and n(λ),m(λ) are two efficiently computable functions. Then a
puncturable pseudorandom function PPRF is consisted of a tuple of algorithms
(PRF,Punc) that satisfies the following two conditions.
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1. Functionality preserving under puncturing : For all polynomial size subset
{xi}i∈[k] of P and x ∈ P\{xi}i∈[k], we have

Pr
[
PRF (K,x) = PRF (K∗, x) : K ← {0, 1}λ,K∗ ← Punc(K, {xi}i∈[k])

]
= 1.

2. Pseudorandomness at the punctured points: For all polynomial size subset
{xi}i∈[k] of P, and any PPT adversary A, it holds that

AdvPPRF
PRF,A := Pr[A(K∗, {PRF (K, xi)}i∈[k]) = 1] − Pr[A(K∗, Uk) = 1] ≤ negl(λ),

where K ← {0, 1}λ,K∗ ← Punc(K, {xi}i∈[k]), and U denotes the uniform
distribution over R.

Indistinguishability Obfuscation (iO) [26]. For a circuit class {Cλ}(λ ∈
N), a PPT algorithm iO is an indistinguishability obfuscator that satisfies the
following two conditions.

1. Functionality : For any security parameter λ∈N , circuit C ∈Cλ, and input x,
we have that

Pr[C ′(x) = C(x)|C ′ ← iO(C, λ)] = 1.

2. Indistinguishability : For any PPT distinguisher D and C0, C1 ∈ Cλ, if ∀x,
Pr[C0(x) �= C1(x) ∩ |C0| = |C1|] ≤ negl(λ), then the following holds

AdviO,D(λ) :=
∣
∣
∣Pr

[
D

(
iO(C0, λ)

)
= 1

]
− Pr

[
D(iO(C1, λ)

)
= 1

]∣∣
∣ ≤ negl(λ).

Key-Based Block Chain (KBBC) [12]. A key-based block chain BC has the
capability to link arbitrary number of blocks while concealing their relations.
Each data block is of the form blk = (id, value, key, ptr), where (id, value) means
data identifier and data value of the current block blk, and (key, ptr) refers
to encryption key and identifier of its next data block, respectively. Once the
key for the header block is corrupted, the forward privacy of KBBC cannot
be guaranteed. Generally, the KBBC technique involves adding data block and
searching data as follows.

1. AddHead(BC, id, value, 1λ) is an algorithm performed by data owner to add a
new block into BC. Data owner chooses a random key k from {0, 1}λ, retrieves
(BC.head.key,BC.head.ptr) of the current header block in the chain, encrypts
(value,BC.head.key,BC.head.ptr) by k, and stores the ciphertext in BC.id.
After completing the adding, the owner updates and shares the stored header
block information (id, k) with data user for retrieval, deletes the old header
block information, and returns a block blk to cloud server.

2. Retrieve(BC, id, k) is an algorithm run by cloud server to search the corre-
sponding data. After receiving the search information (id, k) from data user,
this algorithm takes an identifier id and a key k as inputs, finds a block blk
by the identifier id, uses the key k to decrypt the block blk to obtain key
blk.key and identifier blk.ptr of the next data block, and returns the current
value to the data user. Then this algorithm uses (blk.key, blk.ptr) to repeat
the above operation, until blk.ptr = ⊥.
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3 Formal Updatable and Dynamic Searchable Symmetric
Encryption

In this section, we introduce the formal definition and the security model for
updatable and dynamic searchable symmetric encryption (U&D-SSE).

3.1 System Framework

There are three entities in the system framework of updatable and dynamic
searchable symmetric encryption, as shown in Fig. 1.

Fig. 1. System framework of U&D-SSE

– Data Owner. Data owner (DO) uses a key to encrypt some documents
and search keywords into ciphertexts and indexes, respectively. As the need
arises, DO can dynamically modify the database by adding or deleting some
ciphertexts and indexes, and update the database by sending an update token
to update these ciphertexts and indexes. In addition, if the data owner needs
to share the data with others, they can transmit the secret key to the intended
data users through a secure channel.

– Cloud Server. Cloud server (CS ) can faithfully perform the operations for
data owners or users, such as storing, searching, modifying and updating. For
a particular keyword, cloud server searches the documents by matching the
encrypted index, and then sends the searched results back to data user. After
receiving an update token from DO, CS periodically executes the update
algorithm to update the stored ciphertexts and delete the old ciphertexts.

– Data User. A valid data user (DU ) is an entity who can access to the
outsourced data and issue search queries. When DU generates a search query
embedded with the desired search keyword and submits the query to cloud
server, she or he can decrypt the ciphertext returned by cloud server with
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the secret key to obtain the corresponding documents. Upon receiving an
updated key from DO, the data user must exclusively utilize the new key for
posting search queries and decrypting the ciphertexts.

3.2 Syntax

Definition 1 (Updatable and dynamic searchable symmetric encryption). An
U&D-SSE scheme consists of an algorithm Setup and three protocols {Modify,
Update, Search} executed by data owner, data user, and cloud server.

• Setup(1λ,DB) → (EDB0, uk0) is an algorithm run by data owner to establish
an encrypted database that supports keyword search. This algorithm takes a
security parameter 1λ and a database DB as inputs, and outputs a tuple of
(EDB0, uk0), which means an encrypted database and an initial key of data
owner, respectively.

• Modify(uke, op, inp; EDBe) →
(
ModifyDO(uke, op, inp);ModifyCS(EDBe)

)
is a

protocol between data owner and cloud server to support the modifying oper-
ation. For DO, the algorithm ModifyDO(uke, op, inp) takes the current key
uke, the operation op, and an input inp (parsed as the index and a set of key-
words W) as inputs, and outputs a modification of encrypted database. For
CS, the algorithm ModifyCS(EDBe) stores the modified database into EDBe.

• Update(uke;EDBe) →
(
UpdateDO(uke);UpdateCS(EDBe)

)
is a protocol between

data owner and cloud server to support the update operation. For DO, the
algorithm UpdateDO(uke) takes the key uke as input, and outputs a new key
uke+1 at the next epoch and a special token �e+1 for CS. After receiving
�e+1, CS runs UpdateCS(EDBe) and outputs the updated database.

• Search(uke, ω;EDBe) →
(
SearchDU (uke, ω); SearchCS(EDBe)

)
is a protocol

between data user and cloud server to perform a search query at the epoch e.
For DU, the algorithm SearchDU (uke, ω) takes the key uke, and the keyword
ω as inputs, and returns a query que. For CS, the algorithm SearchCS(EDBe)
takes EDBe and the query que as inputs, and outputs the search results SR.

Correctness. An U&D-SSE scheme is correct if the search protocol Search
always returns a correct result with an overwhelming probability for each query.
At the same time, the update of a valid EDBe from the epoch e to epoch e + 1
yields a valid encrypted database EDBe+1, which can be searched by DU under
the new key uke+1 at the epoch e + 1.

3.3 Security Models

We firstly define the family of leakage functions to capture the leakage caused by
executing three protocols, which can be used to formalize the adaptive security.
Let Q∗ record plaintexts (inp, e) by which an adversary can generate a ciphertext
at the epoch e. After the key uke has been corrupted, the adversary can also
obtain the underlying plaintext of U&D-SSE, which also contained in Q∗.
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Leakage Functions. The leakage function L [13,15] maintains a list QU of
all queries issued up to now, containing search queries (ts, ω) and modification
queries (ts, op, inp) to capture the leakage during search and modification:

• sp(ω) = {ts : (ts, ω) ∈ QU}: List of timestamps that leaks which search
queries are related to the same keyword ω.

• TimeDB(ω) =
{(

ts, ind
)∣∣(ts, add, (ω, ind)

)
∈ QU and ind has not been

deleted
}
: List of all existing documents matching ω and the timestamps they

were inserted into the database.
• TimeMod(ω) =

{
ts

∣
∣(ts, add, (ω, ind)

)
∪

(
ts, del, (ω, ind)

)
∈ QU

}
: List of

timestamps of all modifications on ω.

If a private key is corrupted and not updated in time, A can decrypt to obtain
the underlying plaintext or initiate a modification query maliciously. In addition,
the ciphertexts before and after the update will also expose some information,
which can be used to launch attacks by A. To formalize the definition of leakages
from key corruption and update process, we introduce three types of leakage
functions at the current epoch e as follows.

• KeyCor(e′): List of the plaintexts of the encrypted databases. When the key at
the epoch e′ has been corrupted, A can decrypt all ciphertexts updated to the
epoch e′. Assume that c1 ∈ EDBe′ is obtained by encrypting (op, inp) at the
epoch e1 and updated to the epoch e′, then KeyCor(e′) = {(op, inp)|e′ ≤ e}.

• KeyMod(e): List of the modification queries issued after the current epoch
key has been corrupted. The adversary A can utilize the corrupted key to
issue a modification query at will, which can be used to launch a malicious
attack. Let KeyMod(e) = {(e, op, inp)|(inp, e) ∈ Q∗}.

• KeyUpd(e): List of the timestamps and relationships between the correspond-
ing ciphertexts before and after the update, which can be used to get some
information by A. At the same time, A can also use a corrupted token to infer
the key and ciphertexts. Assume that a ciphertext ce′′ is generated at the
epoch e′′, then KeyUpd(e) = {(e′′, e)|ce is updated from ce′′ at the epoch e}.

L-Adaptive Security. The L-adaptive security [13] is portrayed by simulat-
ing the security games between U&D-SSEReal and U&D-SSEIdeal, and taking
L = (LStp,LSrch,LMod) as the input to a simulator S. In order to describe the
information leaked to the adversary A during the update, a function LUpd is
introduced to characterize the leakage caused by any operation that occurs before
and after the update, which can be depicted by three leakage functions: KeyCor,
KeyMod, KeyUpd. More formally, we consider the following security games, and
the details are expressed in Appendix B.

• U&D-SSERealA(λ): At the epoch e, A initially chooses a database DB, and
calls Setup(1λ,DB) to generate EDBe. Then A adaptively performs the search
queries, modification queries, and update queries before and after the key is
compromised at the epoch e. By running Search(uke, ω; EDBe), Modify(uke, op,
inp; EDBe), and UpdateCS (�e+1, EDBe), then A can output a bit b ∈ {0, 1}
based on the results of the queries.



Updatable and Dynamic Searchable Symmetric Encryption 229

• U&D-SSEIdealA,S,L(λ): A chooses a database DB, and receives EDBe gener-
ated by the simulator S(LStp(DB)). Then A adaptively performs the search,
modification and update queries, respectively. The simulator S outputs a
transcript by using the leakage functions LSrch, LMod, and LUpd. Eventually,
A outputs a bit b ∈ {0, 1}.

The L-adaptive security states that any PPT adversary A cannot distinguish
between real and ideal games at any epoch e. However, if KeyUpd(e) �= null, A
can obtain information from the update of the ciphertexts and indexes, and
the L-adaptive security will be broken. Thus the condition KeyUpd(e) = null is
necessary. Formally, the L-adaptive security of U&D-SSE is shown below.

Definition 2 (L-Adaptive Security of U&D-SSE). Given a leakage function L =
(LStp,LSrch,LMod,LUpd), a U&D-SSE scheme is said to be L-adaptively secure at
the epoch e, if for any PPT adversary A that makes a polynomial q(λ) of queries
and KeyUpd(e) = null, there exists an efficient simulator S such that:

∣
∣
∣Pr

[
U&D-SSERealA(λ) = 1

]
− Pr

[
U&D-SSEIdealA,S,L(λ) = 1

]∣∣
∣ ≤ negl(λ).

4 Construction of Updatable and Dynamic Searchable
Symmetric Encryption

Due to the severe consequences of key exposure in DSSE, an updatable and
dynamic searchable symmetric encryption scheme is constructed, building upon
Wei’s scheme [12], which features bi-directional key updates. Moreover, to
address the potential issue of tokens inferring keys in the initial construction,
we introduce a novel U&D-SSE scheme with token-free inference, incorporating
a key update mechanism that is non-directional.

4.1 U&D-SSE with Token Inference

Construction. F is a pseudorandom function, G is a group of order q (a λ-bit
prime) with a generator g, and A[ω] denotes the number of times that ω has
been searched. H1 :{0, 1}λ × {0, 1}log|w|+1→Zq, H2 :{0, 1}λ × {0, 1}μ →{0, 1}λ.
Let blk

(j)
i mean the ciphertext generated at the epoch i is updated j times.

• Setup:
1) DO chooses a random key uk0

γ← {0, 1}λ and sets A[ω] ← 0 for all ω.
2) Select a random transformation π1 :{0, 1}∗ → G and a mapping function

π2 :G → {0, 1}2λ+μ, and replace each ω with ω‖0 in DB.
3) Pick an empty tree EDB and a set W that stores the information of the

header block.
• Modify(uke, op, inp;EDBe):

1) DO executes ModifyDO(uke, op, inp) with the following steps:
(a) Parse inp as (ind, ω) to compute Ke

ω ←H1(uke, ω,A[ω]) at epoch e.
(b) Retrieve (id, keye) ←

(
W (ω‖A[ω]).id, W (ω‖A[ω]).key

)
.
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(c) Choose id∗ γ← {0, 1}μ and r
γ← {0, 1}λ to compute key∗

e ← Fuke
(r).

(d) Generate blk
(0)
e = (id∗, P‖Q) ←

(
id∗, [(keye‖id) ⊕ maske]

‖π2

(
[π1(ind‖op)]K

e
ω

))
, where maske←H2(key∗

e , id∗).
(e) Send the data block blk

(0)
e to CS, and DO replaces (id, keye) with(

W (ω‖A[ω]).id, W (ω‖A[ω]).key
)

←
(
id∗, key∗

e

)
locally.

2) CS performs ModifyCS(EDBe) to insert the block blk
(0)
e into EDBe.

• Update(uke; EDBe):
1) DO chooses a new key uke+1 ← {0, 1}λ and executes UpdateDO(uke):

(a) Compute Ke+1
ω ← H1(uke+1, ω,A[ω]).

(b) Retrieve
(
id, keye

)
←

(
W (ω‖A[ω]).id,W (ω‖A[ω]).key

)
.

(c) Compute Ke
ω ← H1(uke, ω,A[ω]) and maske ← H2(keye, id).

(d) Select r′ γ← {0, 1}λ, and compute keye+1 ← Fuke+1(r
′) and

maske+1 ← H2(keye+1, id).
(e) Let

(
W (ω‖A[ω]).id,W (ω‖A[ω]).key

)
←

(
id, keye+1

)
.

(f) Generate �1
e+1 ← Ke+1

ω /Ke
ω and �2

e+1 ← maske+1 ⊕ maske.
(g) Send (�1

e+1,�2
e+1, keye, id) to CS.

2) CS updates blke to blke+1 with UpdateCS(EDBe) as follows:
(a) Retrieve blk

(j)
i from blk

(j)
i ← EDB.id, where i + j = e.

(b) Update blk
(j+1)
i .P with blk

(j+1)
i .P = blk

(j)
i .P ⊕ �2

e+1.
(c) Update blk

(j+1)
i .Q with blk

(j+1)
i .Q = π2{[π−1

2 blk
(j)
i .Q]�

1
e+1}.

(d) Find the next block from blk
(j)
i .P ⊕ H2(keye, id) → id′‖key′ to gen-

erate other blk
(j+1)
i .Q parts as (c).

• Search(uke, ω;EDBe):
1) DU carries out SearchDU (uke, ω) to retrieve (id, keye) from

(
W (ω‖

A[ω]).id, W (ω‖A[ω]).key
)

and sends (id, keye) to CS.
2) CS returns the search results SR as in SearchCS(EDBe):

(a) Compute maske ← H2(keye, id) with (id, keye) returned by DU.
(b) Retrieve blk

(j)
i from EDBe with id.

(c) If i + j = e, then store SRi ← blk
(j)
i .Q and get (blk(j)

i .ptr, blk
(j)
i .key)

from blk
(j)
i .P ⊕ maske → id′‖key′. Otherwise return ⊥, until

blk
(j)
i .ptr ==⊥.

3) DU decrypts SR to get indi‖opi as follows:
(a) π−1

1

(
[π−1

2 (SRi)]1/Ke
ω

)
→(indi‖opi).

(b) Run Modify(uke, add, inp) by A[ω] := A[ω] + 1 again to re-encrypt
document indices.

The reason why other blk
(j)
i .P is not updated in the blocks is that key‖id

is available to cloud server and maske is generated by two random strings keye

and id, so the corruption of uke has no effect on other blk
(j)
i .P . Furthermore,

an intuitive example is shown in Fig. 2. Assume that there are three data blocks
(blk(0)

1 , i) containing keyword ω at the epoch e = 1, and only one block need to
be inserted at the next epoch, where i ∈ {1, 2, 3} denotes the i-th block. Then
blk

(1)
1 .Q←π2

(
[π−1

2 (blk(0)
1 .Q)]�

1
2
)
, the value of P in the third block (blk(0)

1 , 3) is
updated to blk

(1)
1 .P ←(blk(0)

1 .P )⊕�2
2, and blk

(1)
1 .P = blk

(0)
1 .P in the rest blocks.
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Fig. 2. An intuitive example about U&D-SSE

4.2 U&D-SSE with Token-Free Inference

In U&D-SSE scheme with token inference, it is clear that if A corrupts both �1
e+1

and Ke
ω (guessed by the corrupted key uke and ω), A can infer Ke+1

ω , which will
increase A’s advantage of decrypting the ciphertext at the latest epoch. There-
fore, the functionality of token inference should be avoided, and indistinguishable
obfuscation make the proposed no-directional key update scheme more sense.

Construction. A[ω] denotes the number of times that a keyword ω has been
searched and F is a pseudorandom function. Let PRG : {0, 1}λ → {0, 1}2λ,
PRF : {0, 1}λ × {0, 1}2λ →{0, 1}l, H : {0, 1}λ × {0, 1}μ →{0, 1}l, and (E,D) is
a normal symmetric encryption and decryption algorithm.

• Setup: It is the same as U&D-SSE with token inference.
• Modify(uke, op, inp;EDBe):

1) DO executes ModifyDO(uke, op, inp) to generate a data block blk
(0)
e as

follows.
(a) Choose re ∈ {0, 1}λ, and compute te = PRG(re), ye= PRF (uke, te).
(b) Retrieve (id, key) ←

(
W (ω‖A[ω]).id,W (ω‖A[ω]).key

)
.

(c) Choose id∗ γ← {0, 1}μ and r
γ← {0, 1}λ, and compute key∗ ← Fuke

(r).
(d) Generate blk

(0)
e =

(
id∗, te, ye ⊕ mask⊕

[
(key‖id)‖Euke

(ind‖
op‖A[ω])

])
, where mask←H(key∗, id∗), and update (id, key) in map(

W (ω‖A[ω]).id, W (ω‖A[ω]).key
)

with
(
W (ω‖A[ω]).id,W (ω‖A[ω]).

key
)

←
(
id∗, key∗).

(e) Send the data block blk
(0)
e to CS.

2) CS performs ModifyCS(EDBe) and inserts blk
(0)
e into EDBe.

• Update(uke; EDBe):
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1) DO chooses a new key uke+1 from {0, 1}λ and generates an update circuit
with the algorithm UpdateDO(uke):
(a) Retrieve

(
id, key

)
←

(
W (ω‖A[ω]).id,W (ω‖A[ω]).key

)
.

(b) Generate an update token �e+1 ← iO
(
Cupd[uke, uke+1]

)
at the epoch

e + 1, where Cupd[uke, uke+1] is described in Table 2.
(c) Send (�e+1, id, key) to CS.

2) CS runs UpdateCS(EDBe) and calls the circuit Cupd[uke, uke+1] with a
random string re+1 ∈ {0, 1}λ as input to update blke.

• Search(uke, ω; EDBe):
1) DU performs SearchDU (uke, ω) and sends (id, key) from

(
W (ω‖A[ω]).id,

W (ω‖A[ω]).key
)

to CS.
2) CS returns the search results SR as the algorithm SearchCS(EDBe).

(a) Compute mask←H(key, id) with (id, key) sent by DU.
(b) Retrieve blke = blk

(j)
i = (id, te, Ce) from EDBe with id.

(c) If i + j = e, then generate P‖Q ← Ce ⊕ PRF (uke, te) ⊕ mask and
store Q in the set SR. Otherwise return ⊥.

(d) Find the next block by P.ptr, repeat the above until P.ptr ==⊥, and
send SR to DU.

3) DU can get indi‖opi from Duke
(SR) and run Modify(uke, add, inp) by

A[ω] := A[ω] + 1 again to re-encrypt document indices.

Since the secret keys uke and uke+1 are subtly embedded in the token by
using the indistinguishable obfuscation technique on the punctured program,
there is no way to infer uke+1 (resp. uke) from uke (resp. uke+1) and �e+1.
That is to say, the tokens are not helpful for upgrading and degrading keys.
Thus the proposed scheme can implement no-directional key update.

Correctness. The output of the update algorithm Update(uke; EDBe) is
exactly the same as that of the algorithm Modify(uke, op, inp;EDBe) by the
definition of Cupd[uke, uke+1], so the search protocol Search always returns a
correct result with an overwhelming probability for each query. Once the secret
key uke has been updated, the trapdoors generated from old keys cannot search
keywords due to i+j �= e, which will return ⊥. Thus, the correctness for U&D-SSE
with token-free inference holds.

5 Security Analysis

In this section, we will put forward the L-adaptive security of U&D-SSE scheme
with token-free inference. Since U&D-SSE scheme with token-free inference is an
enhancement of the first construction in terms of update direction, the security
and the proofs of them are similar.

Theorem 1. If F and PRF are two secure pseudorandom functions, PRG is a
secure pseudorandom generator, hash function H is modeled as a random oracle
outputting l bit, we define LU&D-SSE =

(
LSrch
U&D-SSE, LMod

U&D-SSE, LUpd
U&D-SSE

)
, where

LSrch
U&D-SSE(ω) =

(
sp(ω), T imeDB(ω), T imeMod(ω)

)
, LMod

U&D-SSE(op, ω, ind) = op,
LUpd
U&D-SSE =

(
KeyCor(e′),KeyMod(e),KeyUpd(e)), and KeyUpd(e) = null,

then the proposed U&D-SSE scheme is LU&D-SSE-adaptive-secure.
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Table 2. The description of program Cupd[uke, uke+1]

Program 1 Update algorithm Cupd[uke, uke+1]

Hardwired:
uke, uke+1.

Input:
A random seed re+1 ∈ {0, 1}τ , id, key and blke.

Compute:
1) Retrieve blke = (id, te, Ce) from EDBe with id

2) u = P‖Qe = Ce ⊕ PRF (uke, te) ⊕ H(id, key)

3) Qe+1 ← Euke+1 [Duke(Qe)], u
′ = [P‖Qe+1] ⊕ mask

4) te+1=PRG(re+1), ye+1=PRF (uke+1, te+1)

5) blke+1 ← (id, te+1, Ce+1) = (id, te+1, ye+1 ⊕ u′)
6) Insert blke+1 into EDBe+1, and delete blke

7) Find the next block with P.ptr

8) Repeat the above until P.ptr ==⊥
Output:

A ciphertext blke+1.

Actually, the condition KeyUpd(e) = null states that the fresh ciphertext
generated by the modification algorithm Modify is indistinguishable from the
updated ciphertext generated by the update algorithm Update. In short, it
doesn’t matter whether the simulator S encrypts inp with the key uke(case
b = 0) or updates EDB with �e(case b = 1), and the final result has the same
form and does not reveal “age”(number of updates), thus the proposed schemes
satisfy KeyUpd(e) = null. Formally, the condition can be described as follows.

Definition 3 (KeyUpd(e) = null of U&D-SSE). An U&D-SSE scheme is said
to satisfy KeyUpd(e) = null iff for any valid PPT adversary A, the advantage
function

Adv
KeyUpd(e)=null
U&D-SSE,A =

∣
∣Pr[Exp

KeyUpd(e)=null
U&D-SSE,A = 1]− 1

2

∣
∣ ≤ negl(λ)

is negligible, where Exp
KeyUpd(e)=null
U&D-SSE,A is defined as Table 3.

Fact 1. If iO, PPRF satisfy definitions in Sect. 2.2, then U&D-SSE scheme with
token-free inference satisfy KeyUpd(e) = null in the no-directional key updates
setting. That is

Adv
KeyUpd(e)=null
U&D-SSE,A (λ) ≤ negl(λ).

The behaviors of the available oracles are shown in Table 4 in the Appendix
A, and the proof of Theorem 1 and Fact 1 is shown in Appendix C.

Forward Privacy. A L-adaptive-secure U&D-SSE scheme is forward privacy iff
LMod(op, inp) = L′(op, (indi, ui)

)
, where L′ is stateless. Since the proposed two
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Table 3. The condition of KeyUpd(e) = null for U&D-SSE

Exp
KeyUpd(e)=null
U&D−SSE,A (1λ) :
do Setup
(inp, EDB) r←− AO.Modify,O.Next,O.Corr,O.Upd(EDBe−1)(λ)
e∗ := e; flag := 1; b

r←− {0, 1}
if (EDB, e∗ − 1) /∈ E or (inp, e∗) /∈ Q∗ then return ⊥
if b = 0 then EDB∗

e∗
r←− Modify(uke∗ , add, inp)

else EDB∗
e∗

r←− UpdateCS(�∗
e , EDB)

b′ r←− AO.Next,O.Corr,O.Upd(EDBe−1),O.Upd ˜C(EDB∗)
if K∗ ∩ C∗ 
= ∅ then twf ← 1
if twf = 1 then b′ r←{0, 1}
if b = b′ then return 1

Note: flag = 1 denote A has issued a challenge query, otherwise flag = 0.

schemes are constructed on the basis of the key-based blocks chain technique,
which can provide forward privacy for the newly added block because its next
block identifier id is encrypted by data owner randomly, and the updated cipher-
text is indistinguishable from the encrypted ciphertext, the modified entries can-
not be linked with the previous modify and search queries.

Backward Privacy. A L-adaptive-secure U&D-SSE scheme is modify pattern
revealing backward privacy [13] iff LSrch(ω) = L′(TimeDB(ω), TimeMod(ω)),
LMod(op, ω, ind) = L′′(op, ω), where L′ and L′′ are stateless. In the first con-
struction, we change ind‖op to π2

(
[π1(ind‖op)]K

e
ω

)
with the corresponding key

Ke
ω, so that it is unable to recover ind‖op from the retrieval result for the

server while retrieving. Analogously, the ciphertext in the enhanced construc-
tion is ye ⊕ mask ⊕ [key‖id‖Euke

(ind‖op‖A[ω])], and two document indices are
re-encrypted after each search, so the proposed two schemes are backward pri-
vacy.

6 Conclusions

We have proposed two U&D-SSE schemes to mitigate the risk of secret key
exposure. Importantly, the U&D-SSE scheme with token-free inference has no-
directional key update, which avoids the ability of tokens to infer keys. At the
same time, the proposed two schemes can effectively achieve forward and back-
ward privacy. Compared to the outstanding scheme [5], which updates ciphertext
by decrypting and then re-encrypting, our proposed schemes rotate ciphertexts
using update tokens, offering a more efficient approach. Furthermore, a sophis-
ticated iO tool is utilized in the update process, making the construction of an
efficient U&D-SSE scheme an intriguing area for future research.
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A Leakage Sets

The bookkeeping techniques are widely used in UE [20,22,25]. In order to use
these techniques to track the information gained by A in U&D-SSE, we have made
the following adjustments and the behavior of oracles are defined in Table 4.

1. K: List of epochs when A corrupted the epoch key via O.Corr.
2. T : List of epochs when A corrupted the update token via O.Corr.
3. C: List of epochs when A obtained challenge-equal ciphertexts via O.Chall or

O.UpdC̃.
4. E: List of non-challenge ciphertexts (cnt, EDBe, e) returned via O.Modify or

O.Upd, where cnt means a query index incremented by each call of O.Modify.
5. Ẽ: List of challenge-equal ciphertexts (EDB∗

e, e
∗) obtained by O.Chall or

O.UpdC̃.
6. Q̃∗: List of challenge plaintexts {(inp, e∗), (inp1, e

∗)}, where (inp, EDB) is the
query to O.Chall and inp1 is the underlying plaintext of EDB.

The leakage sets K∗, C∗, E∗, Ẽ∗ can be inferred by token inference.

Table 4. The behavior of oracles in the process of querying

Setup(1λ): O.Corr(crp, ê)

(DB, uk0, σ0) ← Setup() if ê > e then

�0 :=⊥; e, cnt, twf := 0 return ⊥
E, ˜E, C, K, T := ∅ if crp = key then K := K ∪ ê

return Kê

O.Modify(op, inp) if crp = token then T := T ∪ ê

cnt := cnt + 1 return �ê

if inp ∈ ˜Q∗ then

return ⊥ O.Chall(inp, EDB)

if op = Add then if flag = 1 then

EDBe ← Modify(uke, add, inp; EDBe) return ⊥
if op = Del then flag=1; e∗ := e

EDBe ← Modify(uke, del, inp; EDBe) if (EDB, e∗ − 1; EDB1) /∈ E then

E := E ∪ (cnt, EDBe, e) return ⊥
return EDBe if b = 0 then

EDB∗
e∗ ← Modify(uke∗ , add, inp)

O.Next( ) else EDB∗
e∗ ← UpdateCS(�∗

e+1, EDB)

e := e + 1 C := C ∪ e∗

(uke, �e) ← UpdateDO(uke−1) ˜E := ˜E ∪ (EDB∗
e∗ , e∗)

if flag=1 then return EDB∗
e∗

EDB∗
e ← UpdateCS(Δe, EDB∗

e−1)

O.Upd ˜C()

O.Upd(EDBe−1) if flag=0 then

if (j, EDBe−1, e − 1) /∈ E, then return ⊥
return ⊥ C := C ∪ e

EDBe ← UpdateCS(Δe, EDBe−1) ˜E := ˜E ∪ (EDB∗
e , e)

E := E ∪ (cnt, EDBe, e) return EDB∗
e
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B The Adaptive Security of U&D-SSE

The L-adaptive security is defined by the indistinguishable of the two U&D-
SSEReal and U&D-SSEIdeal games as Table 5.

Table 5. U&D-SSEReal and U&D-SSEIdeal security games. Boxes highlight the differences
in the games.

U&D−SSERealA(λ, q) U&D−SSEIdealA,S,L(λ, q)

1. DB ← A() 1. DB ← A()

2. (EDBe) ← Setup(DB) 2. (EDBe) ← S(Lstp(DB))

3. Transcript ← (DB, EDBe) 3. Transcript ← (DB, EDBe)

4. for k = 1 to q do 4. for k = 1 to q do
5. QUk = (typek, paramk) ←

A(Transcript)
5. QUk = (typek, paramk) ←

A(Transcript)
6. if typek = Modify then 6. if typek = Modify then

7. Rk ← Modify(op, inp; EDBe) 7. Rk ← S(LMod(op, inp)
)

8. if typek = Search then 8. if typek = Search then

9. Rk ← Search(ω; EDBe) 9. Rk ← S(LSrch(que)
)

10. else (typek = Update) then 10. else (typek = Update) then

11. Rk ← UpdateCS(uke, uke+1; EDBe) 11. Rk ← S(LUpd(e or e′)
)

12. end if 12. end if
13. Append (QUk, Rk) to Transcript. 13. Append (QUk, Rk) to Transcript.
14. end for 14. end for
15. b ← A(Transcript) 15. b ← A(Transcript)
16. return b 16. return b

C Security Proof

In the following, we mainly prove Theorem 1, means that the L-adaptive security
of U&D-SSE scheme with token-free inference, who is an enhancement of the first
construction in terms of update direction.

Proof. In this proof, A is a probabilistic polynomial-time adversary who tries
to break the security of U&D-SSE scheme, the simulator S is responsible for
generating the transcripts for A.
Game G0: The first experiment G0 is exactly corresponding to the real world
game U&D-SSERealU&D-SSE

A (λ), such that

Pr[U&D-SSERealU&D-SSE
A (λ) = 1] = Pr[G0 = 1]. (1)
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Game G1: It is just like G0 except that: we choose some random strings instead
of using pseudorandom functions F and PRF. That is to say, for an identifier id∗,
S chooses two random strings tce ∈ {0, 1}n and yc

e ∈ {0, 1}l, and stores (id∗, tce, y
c
e)

in a table D. When querying F to generate key∗
e for (ω, id∗), S chooses a new

random string key∗
e ∈ {0, 1}λ if (ω, id∗) is never queried before, and stores it

in the key table KD. Otherwise, return the key corresponding to (ω, id∗) in KD.
Therefore, if the adversary A can distinguish G1 from G0, then we can build a
reduction and there exists an adversary B1, who can distinguish between F, PRF
and the truly random functions:

∣
∣Pr[G1 = 1] − Pr[G0 = 1]

∣
∣ ≤ AdvPRF,F

B1
(λ). (2)

Game G2: This game is identical to G1, except that we model H as a random
oracle, and only Modify is adjusted and the rest is the same as before.
Modify(uke, op, inp; EDBe): (Suppose the number of blocks containing ω is c)

• Data owner:
1)

(
(id0,mask0, key0), · · · , (idc,maskc, keyc), c

)
← W (ω‖A[ω])

2) idc+1
γ← {0, 1}μ, keyc+1

γ← {0, 1}λ, maskc+1
γ← {0, 1}l

3) W (ω‖A[ω])←
(
(id0,mask0, key0), · · · , (idc+1,maskc+1, keyc+1), c + 1

)

4)
(
(id0, te0, y

e
0), · · · , (idc, t

e
c, y

e
c)

)
← D, tec+1 ∈ {0, 1}n, ye

c+1 ∈ {0, 1}l

5) D ←
(
(id0, te0, y

e
0), · · · , (idc+1, t

e
c+1, y

e
c+1)

)

6) blk
(0)
e ←

(
idc+1, t

e
c+1, y

e
c+1 ⊕ maskc+1⊕ [keyc‖idc‖Euke

(ind‖op‖A[ω])),
and send the block blk

(0)
e to the server.

• Cloud server: Insert the block blk
(0)
e into the tree EDBe.

So we have
Pr[G2 = 1] = Pr[G1 = 1]. (3)

Simulator: Before emulation, we need to make sure that the update process
does not reveal the age of the ciphertext. Otherwise, the adversary can easily
distinguish the real game from the ideal game through the acquired information.
In other words, the condition KeyUpd(e) = null needs to be satisfied, which can
be guaranteed with Fact 1. So the simulator can directly be derived from Game
G2. What remains to do is to replace the direct use of the searched keyword
ω by min sp(ω), meaning that the search trapdoor about ω in this game is
generated by using the search pattern sp(ω). So G2 and U&D-SSEIdealA,S,L(λ)
will be identical games, the only difference being that, instead of the keyword ω,
S uses the counter ω = min sp(ω) uniquely mapped from ω. Hence we get that:

Pr[G2 = 1] = Pr[U&D-SSEIdealU&D-SSE
A,S,L (λ) = 1]. (4)

Conclusion: By combining all the distinguishing advantages from all the games,
there exists a PPT adversary B1 such that the advantage against the proposed
U&D-SSE scheme is:
∣
∣Pr[U&D-SSERealU&D-SSE

A (λ)] − Pr[U&D-SSEIdealU&D-SSE
A,S,L (λ)]

∣
∣ ≤ AdvPRF,F

B1
(λ).
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The proof of Fact 1 is similar to [25], and due to space limitations, we will
present the proof in the full version.
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Abstract. Human Genomics research has gained certain attention since
these studies provide an efficient way to identify potential relationships
between complex diseases and certain genes, thus making medical deci-
sions more rational and effective. However, implementing such studies
usually requires the aggregation of data from multiple organizations into
a large database. In view of the emergence of various privacy issues and
other security requirements, there is a need for a secure data querying
method to ensure correct querying of the database without compromis-
ing the privacy of the participants. This paper presents a method to
achieve efficient gene data querying, which not only protects the privacy
of participants but also effectively deals with storage and computational
issues. In particular, there are three main contributions. Firstly, this
paper introduces a new data structure, a hash tree, that improves query
performance and decreases communication costs by utilizing hash func-
tions. Secondly, to ensure the accuracy of search results, we combined
Bloom filter feedback with an added table. Thirdly, to maintain privacy
in the query process, we propose a data comparison protocol based on
Benaloh encryption. Moreover, our experiment shows higher efficiency
than previous schemes in time cost and communication cost.

Keywords: Privacy-Preservation · Genomic Data · Data Share

1 Introduction

With the advances in high-throughput sequencing technology, the cost of genome
data sequencing has decreased significantly [1]. Genomic data is biological big
data that contains a wealth of important information about humans. The human
genome has around 3 billion base pairs, with 0.1% of its sequence different due to
the presence of 50 million single nucleotide polymorphisms (SNPs). This means
that, instead of aiming to work on the entire genome, it is advisable to focus on
the common variants thereof. Because of its uniqueness and stability, genomic
data is highly valuable and used in a variety of research fields [2].

Cloud computing is a platform that provides both scalability and availabil-
ity services, and is well suited to store genomic data. However, this comes with
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 240–251, 2024.
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added security risks and challenges to data protection [3,4]. Such untrustworthy
situations create greater chances of genomic data privacy leakage. As genetic
data is a key source of human identity, there are many immense privacy diffi-
culties [5,6]. Furthermore, families’ data correlation amplifies the threat to their
privacy, potentially leading to related privacy disclosure [2]. The privacy leakage
of genomic data can also lead to genetic discrimination in education, employ-
ment, mortgage, and marriage [7]. Therefore, the privacy leakage of genomic
data has adverse effects on the harmonious and stable development of society,
directly resulting in economic losses to human beings.

In [8], it protects the privacy of users and can perform security queries. How-
ever, its solution requires users to be online all the time, resulting in significant
communication overhead. In this paper, we propose an improved scheme that
improves on the original scheme proposed in [8].

We aim to design an efficient and secure framework for carrying out encrypted
queries on outsourced genomic data. As a cloud server is both where genetic data
is stored and where the relevant computations are done, we need to ensure the
security of data.

Our contributions are mainly reflected in three aspects:

(1) We propose a new data structure, a hash tree, to store data. We use hash
functions to execute the query process, which not only achieves a high effi-
ciency of the query process but also ensures gene data security.

(2) To ensure the accuracy of the result, at the basic of [8], we combine the
Bloom filter with an added table. Besides, to ensure the security of diagnosis
information, we propose a data comparison protocol to encrypt data in the
table.

(3) As shown in our experiments result, our querying speed is millisecond class,
which indicates the high efficiency of our scheme. Moreover, because our
scheme is one-round interaction, the communication cost is much lower than
the previous scheme.

2 Related Work

Canim et al. [9] proposed a method for the secure storage and process of genomic
data. This approach is based on cryptographic hardware which is located at the
Data Storage Server (DS). All encrypted records are stored in DS which ensures
the privacy of the output. However, using this method can face challenges due to
its limited memory capacity and computational power [2,10]. Mohammad et al.
[8] presented a framework for executing count query operations on genomic data.
Meta et al. [11] proposed a sharing method based on XOR, which can protect
data privacy while maintaining data availability and accuracy, thus realizing
privacy protection of genome variation query. Jafarbeiki et al. [12] proposed a
model, named PrivGenDB, for outsourcing SNP-Phenotype data to the cloud
server.

Numerous encryption techniques have been utilized to address diverse med-
ical and genetic issues. Secret sharing is one of the most commonly employed
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encryption technologies in present times. Braun et al. [13] utilized proactive
secret sharing to safeguard confidential data. Zhang et al. [14] propose a privacy-
preserving optimization of clinical pathway query scheme to achieve the secure
clinical pathway query under e-healthcare CSs.

Homomorphic Encryption (HE) can execute a set of operations without need-
ing to decrypt due to its homomorphic capabilities. Lauter et al. [15] suggested
a method that encrypts all data with HE and stores all data on a single cloud
server to enable secure computation. Zhang et al. [16] deployed HE to com-
pute chi-square tests in untrusted public clouds. Cheon et al. [17] availed HE to
ensure the security of shared data in cloud servers and calculate edit distance
while guaranteeing security.

3 Preliminaries

3.1 Data Representation

Genetic data is a form of Big Data that contains important information about
humans, such as DNA sequences and how they affect reproduction, heredity, and
evolution. SNPs are the most widespread type of DNA variation and can be used
as genetic markers for gene analysis [2].

The gene sequence consists of four nucleotides {A, T,C,G}. Each can be
represented with two bits. The database contains patient-specific genotypes and
their related phenotypes, as illustrated in Table 1. These data will be sent from
each institution to the Certified Institution (CI). Each patient case S can be
expressed in the form: S = {site1, site2...siten‖phe1, phe2...}. phei represent the
different phenotypes reported by each patient. In order to simplify the represent
of phenotypes, abbreviations such as H = Hypertension and O = Obesity are
used.

Table 1. Contents of the Genetic Database

Cases Genotypes/SNPs Binary Representation Phenotypes

1 CC AA AC 100100000010 L

2 CC AC AG 101000101011 O

3 CT AA AG 100100000011 N A

4 CT AT AG 100100010011 H A

5 CC AC AC 101000100010 H

3.2 Count Query

As shown in Table 1, if the user wants to query the count of cases with hyper-
tension(H) and SNPs satisfying {site1 = CC, site3 = AC}, namely

Q = {site1 = CC, site3 = AC‖H ∈ phei}
Only case 5 meets the requirement, so the query result is 1.
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3.3 Bloom Filter

A Bloom filter is a probabilistic data structure that can effectively determine
whether an element exists within a set. It was first introduced by Burton H.
Bloom [18]. The fundamental idea involves using multiple hash functions to
obtain binary values that are then stored in an array of bits.

Suppose the total bit length of the Bloom filter set to m, X = {x1, x2, ..., xn}
denotes a set of n elements contained in the Bloom filter B. In addition, there are
k independent hash functions H = {h1, h2, ..., hk} for which each has a target
set that corresponds to the indices of the Bloom filter. Initially, all indices of
the Bloom filter are set to 0. To add an element x ∈ X in B, a hash result is
computed as H(x) = (h1(x), h2(x), ..., hk(x)). Then, the resulting hash values
are used as an offset into the bit array B, where the corresponding bits are set
to 1. To check whether a query q exists in B, one can check the corresponding
bit of H(q).

Bloom filters have high efficiency with time complexity of O(1), requiring
little storage overhead. However, one disadvantage lies in the possibility of mis-
judgment. As the number of elements and hash functions increases, so does the
error rate.

3.4 System Design Overview

Our proposed framework has a general architecture that consists of four main
participants: Data Owners, Certified Institution (CI), Cloud Server (CS), and
Researchers. Each of them has a specific role to play in making the system secure
and functional. Our system model is shown in Fig. 1. The following are the tasks
performed by each entity.

– Data Owners: Data owners are the institutions that share their genomic
data. These institutions may include health departments such as the main
contributors of data samples to dbGap [19].

– Certified Institution : The data shared by different data owners are stored
in a database owned by a trusted entity that is called CI. The main respon-
sibilities performed by CI are two:
(1) Key management. CI is responsible for managing the keys used for encryp-

tion and decryption.
(2) Hash tree generation. After receiving and decrypting the data from data

owners, CI collects and organizes all the data, builds a searchable tree of
all the shared data, and encrypts it before sending it to CS.

– Cloud server : The hash tree is encrypted and stored on CS, where all queries
are performed. CS manages all communication with researchers.

– Users: Users are the persons or organizations who query the shared data
stored in a CS, usually for research purposes.
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Fig. 1. System Model

4 Cryptographic Background

In this section, we introduce the encryption techniques needed in our proposed
scheme, including homomorphic encryption which is widely used and a proposed
data comparison protocol.

4.1 Homomorphic Encryption

Homomorphic encryption (HE) is a cryptographic technique that enables compu-
tations on encrypted data without revealing the data itself and has been widely
used. For example, Zhang et al. [20] proposed a privacy-preserving multiclass
SVM scheme for online medical diagnosis, whose HE technology can provide
doctors with safe diagnostic services. Besides, Ku et al. [21] proposed a fed-
erated learning scheme based on the cryptographic primitive of homomorphic
re-encryption to protect medical data.

HE allows multiple entities to perform general operations such as addition
and multiplication on the data without accessing the underlying user’s data.
Partially homomorphic encryption with an additive homomorphism has the fol-
lowing properties: Given two ciphertexts c1 = Enc1(m1), c2 = Enc1(m2) and
integer x, one can perform the following calculation:

1. Compute Enc1(m1 + m2) = c1c2, and obtain m1 + m2 after decryption.
2. Compute Enc1(xm1) = cx

1 , and obtain xm1 after decryption.

4.2 Data Comparison Protocol

We present a data comparison protocol built on Benaloh public key encryption,
which is designed to perform data comparison over encrypted data while pre-
serving data privacy. This protocol involves two main entities: an encryptor and
a data comparator. The encryptor encrypts the data, while the data comparator
performs data comparison without decrypting it.
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We assume that the data is in a space Zr = {0, 1, ..., r−1}, where r is a small
positive integer, similarly to Benaloh et al.’s scheme [22]. The protocol consists
of three phases: Key Generation, Encryption, and Data Comparison.

Firstly, select two large primes p, q such that: r|(p−1), gcd(r, (p−1)/r) = 1,
gcd(r, q − 1) = 1. Then, set n = pq and φ = (p − 1)(q − 1). And also, select
y, z ∈ Z∗

n such that: yφ/r �= 1 mod n, gcd(z, r) = 1, gcd(z, φ/r) = 1.
The public key is then revealed, being pk = (y, n, r), while the private key sk

is divided into two parts, i.e., (z, φ), which will be distributed to the encryptor
and the data comparator respectively. The encryptor receives z, while the data
comparator receives φ.

Secondly, to encrypt a message m ∈ Zr, given public key pk, part of the
private key k and a randomly chosen u ∈ Z∗

n, the ciphertext c is calculated using
the equation:

c = Enc2(m,u) = yzmur mod n

Finally, for data comparison, given two messages m1 and m2, as u is randomly
chosen, the encrypted data Enc(m1) and Enc(m2) will turn out different even
if m1 = m2. Given two encrypted data Enc2(m1) and Enc2(m2), public key
pk and part of the private key φ, the data comparator can proceed with data
comparison as follows:

Compute

c∗ =
Enc2(m1)φ/r

Enc2(m2)φ/r
= yzφ(m1−m2)/r mod n

If and only if, c∗ = 1, m1 = m2. Otherwise, m1 �= m2.

5 Our Proposed Scheme

Our scheme is comprised of four phases: data collection and integration, data
encryption and transmission, user registration, and encrypted query. The data
used in this paper is obtained from the National Center for Biotechnology Infor-
mation (NCBI) website which can be accessed at https://www.ncbi.nlm.nih.
gov/.

5.1 Data Collection and Integration Phase

At the beginning of the first phase, CI transmits keys to data owners through a
secure channel. Data owners such as hospitals and research organizations, send
their data securely to CI. CI creates an index tree based on the database received
from data owners and encrypts the data, and sends it to CS. The first is the
construction of the index tree, and the data is inserted in sequence according
to each SNP of each record. Taking Table 1 as an example, Fig. 2a, Fig. 2b, and
Fig. 2c respectively demonstrate the sequential insertion of the first, second, and
third records from the root node.

If each SNP does not have a sequence existing in the index tree, a new node
will be created to store the SNP, along with associated information. Otherwise,

https://www.ncbi.nlm.nih.gov/
https://www.ncbi.nlm.nih.gov/


246 G. Hu et al.

Fig. 2. Construction of Index Tree

the count of node will increase by one, while the phenotype content stored in
the node will also be updated.

For the content that will be added when creating a new node, they include
the ID, the SNP, the count of the current node, the list recording the ID of
the child node, another list recording the SNP information of the child node,
and a bloom filter used for phenotype detection. Finally, there is a table that
stores the individual phenotypes and their corresponding quantities. After insert-
ing all 5 records, Fig. 3a illustrates the index tree structure. The information
contained in node2 is shown in Fig. 3b, and the content stored in node2 is:
{2‖CT‖3‖[3, 9]‖[AA,AT ]‖[010...01]‖table}. The ID is 2, the SNP of the node
is CT , and the total count of records whose SNP1 is CT is 3, as node2 happens
to be the beginning of the record. After that is a Bloom filter, each phenotype
is used as input and is entered into the Bloom filter. To further identify the
required number of phenotypes, a table is used to store phenotypes and their
numbers.

Fig. 3. Construction of Index Tree with Information

5.2 Data Encryption and Transmission Phase

At this phase, a series of operations are performed on the index tree.
For SNP information of node and SNP information of child node, two hash

functions H1 and H2 are used to represent the hash value. For the root node,
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Hnode1 = H1(sp), where sp is the security parameter. After that, the hash value
of each node can be presented as:

Hchild = H1(H2(site‖SNP‖K)‖Hparent)

where Hchild is the hash value of the child node and Hparent is the hash value
of the parent node. K is a private key for the hash comparison, and it will be
transferred to the user after the registration. Besides, site means the position
SNP is in the DNA sequence. SNP is the SNP of the child node, which will
further be converted into a bit string. For example, the hash value of node7 can
be present as: Hnode7 = H1(H2(3‖AG‖K)||Hnode6).

For the count of each node, HE is used for security. Similarly, HE is also
used to protect quantitative information. For phenotype information, a data
comparison protocol is used to encrypt phenotype information.

Finally, for the bloom filter, we use AES in CTR mode to encrypt it, and
choose a random key kr for a pseudorandom function (PRF). CI then encrypts
each Bloom filter Bi as B∗

i = Bi ⊕ kr. Those methods are shown in Table 2.

Table 2. Encryption Tools for Different Data

Type of Data Encryption Tool

SNP Hash Function

Count HE

Bloom Filter AES in CTR mode

Phenotype Data Comparison Protocol

Quantity HE

At the end of the above sequence of operations, the encrypted hash tree is
sent to CS, while some other content is also sent to CS over a secure channel.
These include the hash function H1 for the hash comparison, pk1 for the HE,
pk2, and part of the sk2 for the data comparison protocol.

5.3 User Registration Phase

In this phase, a user sends a registration request to CI. After CI confirms the
identity of the user, CI sends the parameter and keys to the user over a secure
channel: K and H2 for the hash comparison, public key pk1 and secret key sk1
for the HE, an empty Bloom filter B and kr for the encryption of the Bloom
filter, public key pk2 and φ (part of the secret key sk2) for the data comparison
protocol.
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5.4 Encrypted Query Phase

In this phase, the user sends the encrypted query to CS. The query information
can be present as:

Q∗ = {site1 = H(SNP1), ...siten = H(SNPn)‖Enc2(phe)}

It contains site information and hash values of those SNP corresponding to site.
In addition, there is a ciphertext Enc2(phe) of the phenotype phe needs to be
queried.

Because CS is aware of the construction of the hash tree, the information
about site does not need to be encrypted. The user utilizes H2 and K to gen-
erate the hash value of the SNP. Besides, an encrypted Bloom filter B∗ is also
generated by using the empty Bloom filter B, the phenotype phe, and kr.

After completing the above operations, the user sends the entire content to
CS: Q∗ and B∗. CS performs a search on the encrypted hash tree T ∗ from its
root node root∗. The specific implementation method is depth-first algorithm,
where both the initial value of the number of layers layer and the initial value
of the request req is set to 0. Finally, CS send req to the user.

6 Security Analysis

To assess the security of our proposed system, we assume that the SNP sequences
are only disclosed to CI and not to any other participants. If the SNP sequences
are revealed to any other participant, the security of the system is compromised.
Besides, we also consider the ability of participants to infer information at dif-
ferent stages of the system. The leakage profiles of different participants in our
proposed model are provided below.

Leakage During the Data Encryption and Transmission Phase: During
the generation and encryption of the hash tree, CI is solely responsible and
is considered a trusted entity. Therefore, there is no leakage to CI during this
phase. CS cannot infer any information during this phase as it only receives the
encrypted index tree.

Leakage to CI in Each Query: CI is not involved at all during the query
phase. Its only responsibility is to provide keys to the users. Therefore, there is
no information leakage to CI during the query phase.

Leakage to Users in Each Query: Since our scheme utilizes HE and one-
round interaction is performed, users will only get the content they want to
query, but not any other content. Here we do not consider the leakage of the
user’s key, because our key transmission is done in a secure channel.
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Leakage to CS in Each Query: During the encrypted query phase, CS can
know the tree traversal path, that is, all the nodes visited during the query.
According to the hash function we designed, the hash values of tree nodes are
different even if these SNPs are the same.

7 Experimental Results

As mentioned above, the data used in this paper is obtained from the National
Center for Biotechnology Information (NCBI) website. We have constructed the
proposed model and assessed its efficiency, storage overhead, communication
overhead. Two distinct devices are employed for the user and CS, and the pro-
cessor of these devices is Intel (R) Core (TM) i5-10300H CPU @ 2.50 GHz. Our
source code is written in Python. The Python libraries we use are hashlib, pickle,
openyxl, etc.

Table 3. Comparison of count query time(s)

Query size 10 20 30 40

Kantarcioglu et al. [23] 1.5×103 1.62×103 1.68×103 1.8×103

Canim et al. [9] 20 40 60 80

Hasan et al. [8] 2.4 2.7 1.5 1.4

Jafarbeiki et al. [12]a 1.3 2.3 3.5 4.3

Jafarbeiki et al. [12]b 7.23×10−5 7.82×10−5 8.07×10−5 8.64×10−5

Our scheme 3.01×10−3 3.08×10−3 3.01×10−3 3.05×10−3

a The count and Boolean queries execution time proposed in [12]
b The query execution time for a particular patient proposed in [12]

Our implementation of the Bloom filter is implemented using Python’s hash-
lib library. The data comparison protocol primarily is implemented using only
some basic Python libraries. Additionally, we leverage Pailier encryption for
homomorphic encryption purposes.

Our queries are conducted with SNP lengths of 10, 50, and 100, respectively,
similar to the reference paper [8]. We ran each experiment several times to com-
pute the average time.

Query Time. To assess the query time and compare it with reference [8,9,12,
23], we recorded query execution time on 5000 records with query sizes between
10 and 40 SNPs. Table 3 presents the comparison of the query time of our scheme
with [8,9,12,23]. In [12], two different test results were presented.

Communication Overhead. As our query process is one-round interaction,
we employed Fig. 4 to show the communication overhead generated by queries
of varying lengths in two different datasets, comparing with the previous scheme
[8]. It highlights that the communication overhead is remarkably small.
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Fig. 4. Communication Overhead in Two Different Database

Fig. 5. Storage Overhead of Plaintext Data and Encrypted Data

Storage Overhead. The storage overhead is displayed in Fig. 5a and Fig. 5b,
illustrating the storage overhead occupied by our different types of data and
comparing with two previous scheme [8,12]. Because the data is processed intri-
cately, encryption of the hash tree significantly increases the storage overhead
just as [12].
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Abstract. This article demonstrates an automated method for produc-
ing a knowledge graph for sensitive personal information by utilizing
natural language processing techniques. It employs a combination of rule-
based and machine learning-based methods to extract entities and rela-
tionships from textual data and represent them as a knowledge graph.
The study presents two major contributions. Firstly, it achieves unsu-
pervised extraction of entities and relationships by using pre-trained lin-
guistic models to extract high-quality labeled embeddings. This enables
efficient clustering and scoring of potential entities and relationships,
even without labeled data. To enhance the accuracy and generalization
ability of extracting sensitive personal information relationships, a more
comprehensive set of relationship types is considered. The experimen-
tal results demonstrate that this method significantly improves entity
recognition accuracy and coverage compared to traditional named entity
recognition methods. Secondly, a context-aware graph fusion mechanism
is introduced to merge subgraphs extracted from multiple sentences into
a unified knowledge graph. This mechanism preserves important seman-
tic information, reduces noise and inconsistency, and results in a more
accurate and robust knowledge graph with improved accuracy and cov-
erage in identifying sensitive personal information entities. According to
the experimental findings, this approach leads to a significant increase in
the accuracy of relationship extraction and its ability to generalize, com-
parable to conventional methods. These results imply that the proposed
approach can effectively generate knowledge graphs for sensitive per-
sonal information with high accuracy and generalization ability, making
it suitable for fields such as personal information protection and privacy
security.

Keywords: Sensitive personal information · Knowledge graph ·
Relationship extraction · Privacy protection

1 Introduction

Sensitive personal information is a critical category of data that includes informa-
tion about an individual’s identity, health, finances, and other personal aspects.
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Due to the sensitive nature of this information, it is essential to protect it from
unauthorized access and misuse. Knowledge graphs (KGs) have emerged as pow-
erful tools for representing and managing complex information. KGs provide a
structured and semantically rich representation of data, enabling efficient and
accurate analysis and processing. Automatic construction of KGs is essential to
address the challenges of manual construction, which is labor-intensive and time-
consuming. In this paper, we propose a novel approach for automatic knowledge
graph construction for sensitive personal information. Our approach leverages
natural language processing techniques and combines rule-based and machine
learning-based methods to extract entities and relationships from textual data
and represent them as a knowledge graph. Our study offers two significant con-
tributions to this field. Firstly, our proposed approach adopts a context-aware
entity recognition technique that improves the accuracy and coverage of identi-
fying sensitive personal information entities. Secondly, our approach employs a
multi-task learning-based approach to enhance the accuracy and generalization
ability of extracting sensitive personal information relationships by considering
multiple relationship types. According to our experimental results, the precision,
recall, and F1-score of our approach surpass those of existing methods. Overall,
our proposed approach can effectively generate knowledge graphs for sensitive
personal information with high accuracy and generalization ability, making it
suitable for fields such as personal information protection and privacy security.

Knowledge graphs are large-scale structured representations of real-world
facts, consisting of entities as nodes and relations between entities as edges. Their
diverse range of functions, including but not limited to information retrieval,
recommendation systems, and question answering, has led to a notable increase
in interest over the past few years [1,4]. Constructing high-quality knowledge
graphs is essential to achieve better performance in these tasks. However, the
manual construction of knowledge graphs is labor-intensive, time-consuming,
and prone to inconsistencies. In recent years, there has been significant research
focused on automatic methods for constructing knowledge graphs [7,10].

Several approaches have been proposed for automatic knowledge graph con-
struction, including distant supervision [12], multi-instance learning [14], and
supervised methods based on deep learning models [3]. These methods often
require labeled data for entity and relation extraction, which can be expensive
and time-consuming to obtain. Moreover, these methods may not effectively han-
dle noisy and inconsistent data, which can lead to inaccuracies in the constructed
knowledge graphs. Our paper presents a novel approach for automatic knowledge
graph construction that addresses these challenges by leveraging unsupervised
learning and context-aware graph fusion mechanisms. Our approach introduces
two main innovations:

– A technique for extracting entities and relationships without supervision,
which involves using pre-trained language models to generate excellent
embeddings for tokens, allowing for efficient clustering and scoring of poten-
tial entities and relations without the need for labeled data.
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– A context-aware graph fusion mechanism that merges subgraphs extracted
from multiple sentences into a unified knowledge graph while preserving essen-
tial semantic information. This mechanism mitigates noise and inconsisten-
cies, resulting in more accurate and robust knowledge graphs.

Our approach has been extensively evaluated on various datasets, and the
experimental results indicate that compared to the most advanced techniques,
its precision, recall, and F1-score are superior. Additionally, our unsupervised
approach reduces manual effort in knowledge graph construction, making it more
scalable and applicable in real-world scenarios.

In this paper, you will find the sections arranged as follows: Sect. 2 presents a
summary of previous research endeavors in the domain of constructing knowledge
graphs. Section 3 presents the details of our proposed unsupervised entity and
relation extraction method, as well as the context-aware graph fusion mechanism.
Section 4 describes the experiments and evaluation of our approach, followed by
a conclusion in Sect. 5.

2 Related Work

Automatic knowledge graph construction has been an active area of research in
recent years. In this section, some of the most significant work in this area will
be reviewed, and our approach will be positioned with respect to the existing
literature.

2.1 Supervised and Semi-supervised Approaches

Many methods in the literature have relied on supervised or semi-supervised
approaches for knowledge graph construction. These approaches often involve
using labeled data for training machine learning models for identifying entities
and the relationships between entities in unstructured text. For instance, Mintz
et al. [9] proposed a distant supervision method that aligns existing knowledge
graphs with text data and trains a relation extraction model using the generated
labels. Riedel et al. [12] extended this approach by introducing a multi-instance
learning framework to handle the noise and misalignment in the distant super-
vision setting. An automated system was proposed by Michael R. Glass et al. [2]
to enhance knowledge graphs using corpora available on the web. The system
employs deep learning techniques for relation extraction, whereby models are
trained through the process of distant supervision. Moreover, they use the deep
learning method to complete the knowledge base, and the credibility of newly
discovered relationships is further improved by leveraging the induced global
structural information of the KG.

2.2 Rule-Based and Pattern-Based Approaches

Rule-based and Pattern-based approach, unlike supervised learning, does not
require labeled data for entity and relationship identification. Hearst [6] intro-
duced a method based on lexico-syntactic patterns for discovering hypernym
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relations in text. Later, Suchanek et al. [13]proposed the YAGO knowledge
graph, which is constructed using patterns extracted from Wikipedia. While
these approaches can produce high-quality knowledge graphs, they often require
manual effort in designing the patterns and may not generalize well to unseen
data. Shixiong Fan, Xingwei Liu et al. [5] proposed a knowledge graph construc-
tion method for power grid dispatch. This method leverages dispatch data to
perform entities extraction and identify patterns of dispatch behavior relation-
ships. To achieve this, they have introduced a model, called BiLSTM-CRF, for
identifying entities and dispatch behavior relationships patterns.

2.3 Pre-trained Language Models

The emergence of pre-trained language models, such as BERT [3] and GPT
[11], has revolutionized various natural language processing tasks. Several recent
works have explored the potential of these models for knowledge graph construc-
tion. For example, Wang et al. [8] proposed a BERT-based model for entity and
relation extraction in a supervised setting. However, these models still require
labeled data, and their application in unsupervised knowledge graph construc-
tion remains limited.

In contrast to the aforementioned approaches, our work proposes an unsuper-
vised approach for entity and relation extraction based on pre-trained language
models and introduces a context-aware graph fusion mechanism for generating
accurate and robust knowledge graphs. This novel combination of techniques
aims to overcome the limitations of existing methods and significantly reduce
the manual effort involved in the knowledge graph construction process.

2.4 Knowledge-Driven Top-Down, Data-Driven Bottom-Up

The construction of knowledge graphs can be approached in two main ways:
top-down and bottom-up, that is, the concept of ontology and their relationships
are defined at the initial stage, and the pattern layer is adjusted and improved
while entity and relationship extraction is carried out. For example, entity layer
construction of power transformer operation and maintenance knowledge map
is mainly carried out entity extraction, relation extraction, attribute extraction,
etc., based on the concept of ontology layer. At the same time, sample generation
of semi-structured transformer fault report is carried out to expand the corpus
number. Then deep learning algorithm is used to extract entity and relation from
power transformer operation and maintenance text, and triples are constructed
and stored in graph database. In this way, the construction of the knowledge
graph is completed.

3 Methodology

3.1 Unsupervised Entity and Relation Extraction

Our unsupervised approach for extracting entities and relations relies on pre-
trained language models. These models are first trained on massive amounts of



256 P. Li et al.

unstructublue text and then fine-tuned to recognize pairs of entities and their
respective relations, all without requiring labeled data. Here, we describe the
method in detail.

Entity Extraction. Given a sentence S, we first tokenize it into a sequence
of words {w1, w2, . . . , wn}. We use the pre-trained language model to generate
contextualized embeddings for each token. For BERT, we use the [CLS] toke as
s sentence representation:

E−sentence = BERT ([CLS], w1, w2, . . . , wn) (1)

The sentence representation for GPT-4 is generated by utilizing the ultimate
hidden state of its initial token:

E−sentence = GPT − 4 ([CLS], w1, w2, . . . , wn) (2)

Next, we apply an unsupervised clustering algorithm, such as DBSCAN or HDB-
SCAN, on the embeddings to group tokens into clusters representing entities. We
define the entity extraction function as:

E(S) = Cluster(E−sentence) (3)

Relation Extraction. To extract relations between entities, we introduce a
masked language model (MLM) objective. Given an entity pair (ei, ej) in sen-
tence S, we create a masked sentence S’ by masking the entity tokens with a
special [MASK] token:

S′ = Mask(S, ei, ej) (4)

We then feed S’ into the pre-trained language model and obtain a prediction P
for the masked tokens:

P = LM(S′) (5)

A scoring function is defined to measure the confidence of the predicted relation
between the entity pair.

Score(ei, ej) = f(p) (6)

The scoring function f can be the sum of the log probabilities of the predicted
tokens or a more sophisticated function that takes into account the order of the
tokens and the semantic similarity between the predicted relation and a set of
predefined relation types.

To indentify the most likely relation between entities, we maximize the scor-
ing function:

R(ei, ej) = argmax r Score(ei, ej , r) (7)

Entity and Relation Extraction Algorithm. Combining the above compo-
nents, the unsupervised entity and relation extraction algorithm can be summa-
rized as follows:
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Algorithm 1. Entity and Relation Extraction Algotrithm
Require: input corpus
1: for each sentence S in the input corpus do
2: Compute E sentence;
3: Extract entities E(S) using clustering on E sentence
4: end for
5: for each entity pair (ei, ej) in E(S) do
6: Create masked sentence S’ by masking the entities;
7: Obtain relation predictions P from the language model;
8: Compute relation scores using Score(ei, ej);
9: Determine the most likely relation R(ei, ej) by maximizing the scoring function;

10: end for

This unsupervised approach allows us to identify entities and their relations
without relying on labeled data, significantly reducing the manual effort involved
in the knowledge graph construction process.

3.2 Context-Aware Graph Fusion Mechanism

The context-aware graph fusion mechanism aims to merge extracted subgraphs
from multiple sentences into a unified knowledge graph while preserving essen-
tial semantic information. This mechanism relies on contextual information of
entities and relations to guide the fusion process, making the generated knowl-
edge graph more accurate and robust against noise and inconsistencies. Here, we
provide the details of the method.

Context Representation. Given a set of extracted entities and relations from
the unsupervised entity and relation extraction step, we first represent their con-
textual information using the embeddings generated by the pre-trained language
models. For each entity ei and relation rj , we compute their context representa-
tions C ei and C rj as follows:

C ei = LM(ei)
C rj = LM(rj)

(8)

Subgraph Alignment. To merge subgraphs, we need to align entities and
relationships that describe the same object in the real world. We measure the
similarity between context representations using a similarity function, such as
cosine similarity or dot product. The similarity between entity context represen-
tations C ei and C ek, and relation context representations C rj and C rl, are
computed as:

Sim e(C ei, C ek) = Cosin(C ei, C ek) (9)

Sim e(C rj , C rl) = Cosin(C rj , C rl) (10)
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We align entities and relations based on a similarity threshold, T e for entities
and T r for relations:

Align e (ei, ek) =

{
1, Sim e(C ei, C ek) > T e

0, otherwise
(11)

Align r (rj , rl) =

{
1, Sim r(C rj , C rl) > T r

0, otherwise
(12)

Graph Fusion. To fuse subgraphs, we first construct an initial graph G with
all extracted entities and relations. Then, we iterate through the graph and
merge aligned entities and relations based on the alignment functions Align e
and Align r. We update the graph G by merging nodes and edges until conver-
gence, the detailed algorithm details are as follows: The resulting fused graph G

Algorithm 2. Entity and Relation Extraction Algotrithm
Require: Initialize G with extracted entities and relations
1: repeat
2: for each entity pair (ei, ek) in G do
3: if Align e(ei, ek) = 1 then
4: merge ei and ek in G;
5: end if
6: end for
7: for each relation pair (rj , rl) in G do
8: if Align r(rj , rl) = 1 then
9: merge rj and rl in G;

10: end if
11: end for
12: until G convergence

represents the unified knowledge graph that combines information from multiple
sentences while preserving essential semantic information and mitigating noise
and inconsistencies. By incorporating the context-aware graph fusion mecha-
nism into the automatic knowledge graph construction process, our approach
can generate more accurate and robust knowledge graphs compared to existing
methods.

4 Experiments and Evaluation

This chapter presents a thorough examination of the experiments and assess-
ments conducted on our suggested methodology. We will expound on the utilized
datasets, the experimental parameters, the evaluation criteria and scrutinize the
outcomes achieved in contrast to other advanced techniques.
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4.1 Datasets

Our approach is evaluated on three datasets, covering various domains, which
are publicly available for research purposes:

NYT10: The dataset is comprised of sentences that were extracted from the
New York Times corpus, annotated with entity pairs and relations. There are
100,000 sentences in the training set and 10,000 sentences in the test set.

SemEval-2010 Task 8: This dataset is designed for relation classification and
includes 8,000 sentences for training and 2,717 sentences for testing, each anno-
tated with an entity pair and one of nine relation types.

WikiData5M: This dataset is generated from the WikiData knowledge base,
containing 5 million entity-relation-entity triples from various domains, along
with the corresponding sentences.

4.2 Experimental Settings

The experiments are conducted utilizing pre-trained BERT-base and GPT-4
models. We fine-tune these models on the training sets of each dataset. For entity
extraction, we employ HDBSCAN as the clustering algorithm. We set the similar-
ity thresholds Te and Tr for the graph fusion mechanism through cross-validation.
We evaluate our approach against several state-of-the-art methods, which are
commonly used in the field: Distant Supervision (DS), Multi-Instance Learning
(MIL), BERT-based Supervised Entity and Relation Extraction (BERT-SERE).

4.3 Experimental Process

We evaluate the performance of our approach and the baseline methods in terms
of precision, recall, and F1-score. We use the following metrics: Entity extraction:
We measure the precision, recall, and F1-score of the extracted entities with
respect to the ground truth entities in the test set. Relation extraction: We
measure the precision, recall, and F1-score of the extracted relations with respect
to the ground truth relations in the test set. Knowledge graph quality: We assess
the quality of the generated knowledge graphs by comparing them with the
ground truth graphs, measuring their structural similarity using graph-based
metrics such as Graph Edit Distance (GED) and Jaccard similarity.

4.4 Results and Discussion

In terms of precision, recall, and F1-score, our method has shown superior perfor-
mance compablue to the baseline techniques on all three datasets. The improve-
ment in performance can be attributed to the unsupervised entity and relation
extraction method, which leverages the pre-trained language models to obtain
high-quality embeddings for tokens, and the context-aware graph fusion mecha-
nism, which ensures accurate and robust knowledge graph construction.

In comparison to the supervised BERT-SERE method, our approach achieves
competitive performance without relying on labeled data, demonstrating the



260 P. Li et al.

Fig. 1. Precision-Recall Scatter Plot.

Fig. 2. F1-score Bar Chart.

effectiveness of our unsupervised method in reducing manual effort for knowledge
graph construction.

The presented results showcase the effectiveness of our proposed approach
for automating the construction of knowledge graphs. Figure 1 displays a scatter
plot comparing the precision and recall of our approach with that of the baseline
methods on three different datasets. The plot demonstrates that our approach
consistently achieves higher precision and recall across all datasets. Similarly,
In Fig. 2, a bar chart is shown that compares the F1-scores of our method to
the F1-scores of the baseline methods on three datasets. The chart indicates
that our approach is superior to the baseline methods in terms of F1-score.
Figure 3 further corroborates our approach’s effectiveness by displaying a line
chart illustrating its consistently superior performance trend compared to the
baseline methods in terms of F1-score across all datasets.
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Fig. 3. Performence Trend.

4.5 Ablation Study

To assess the effect of each component of our approach, ablation experiments
are essential. The resulting findings are presented in Table 1.

Table 1. Ablation Study.

Component Removed Dataset Precision Recall F1-score

Entity Clustering NYT10 0.68 0.64 0.66

Relation Scoring NYT10 0.71 0.67 0.69

Graph Fusion NYT10 0.72 0.68 0.70

None(Our Approach) NYT10 0.76 0.72 0.74

Entity Clustering SemEval-2010 0.75 0.71 0.73

Relation Scoring SemEval-2010 0.78 0.74 0.76

Graph Fusion SemEval-2010 0.79 0.75 0.77

None(Our Approach) SemEval-2010 0.81 0.77 0.79

Entity Clustering WikiData5M 0.67 0.63 0.65

Relation Scoring WikiData5M 0.69 0.65 0.67

Graph Fusion WikiData5M 0.71 0.67 0.69

None(Our Approach) WikiData5M 0.73 0.69 0.71

The results of our ablative study indicate that each individual component of
our proposed method contributes to its overall performance, and the combination
of all components produces the best results.

In conclusion, our proposed approach for automatic knowledge graph con-
struction demonstrates promising results across various datasets and exceeds
the most advanced methods. By incorporating unsupervised entity and elation
extraction techniques and a context-aware graph fusion mechanism, our app-
roach effectively reduces the manual effort involved in the knowledge graph
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construction process while maintaining high accuracy and robustness. These
experimental results suggest that our approach has great potential for further
development and application in real-world knowledge graph construction tasks.

5 Conclusion and Future Work

In this paper, we present an innovative method for automatic knowledge graph
construction, characterized by two key innovations: an unsupervised technique
for entity and relation extraction based on pre-trained language models, and a
context-aware graph fusion mechanism. Our experimental results demonstrate
the effectiveness of our approach, which outperforms existing methods and sig-
nificantly reduces the manual effort required in the process of constructing a
knowledge graph.

To achieve this objective, we first investigate existing methods for knowledge
graph construction, analyze their strengths and weaknesses, and identify areas
for improvement. Based on this analysis, we propose an unsupervised technique
for entity and relation extraction that harnesses the capabilities of pre-trained
language models to automatically identify entities and relationships from a large
volume of unlabeled text and organize them into a knowledge graph structure.
This approach eliminates the need for manually designing features and rules, as
required in traditional methods.

Furthermore, we introduce a context-aware graph fusion mechanism to inte-
grate knowledge extracted from various data sources. This mechanism considers
the variations in entities and relationships across different contexts and deter-
mines whether to merge them based on their similarity within their respective
contexts. This approach effectively tackles synonymy and disambiguation issues,
thereby enhancing the quality and usability of the knowledge graph.

To validate the effectiveness of our proposed method, we conducted experi-
ments on multiple datasets and compared the results with existing methods. The
experimental results revealed that our approach outperforms existing methods
across various evaluation metrics, particularly in terms of precision and recall
for entity and relationship extraction. Additionally, we analyzed the advantages
of our approach in reducing manual effort, such as automating the processes of
knowledge extraction and fusion, thereby reducing the dependence on human-
annotated data.

In summary, this paper presents an innovative method for automatic knowl-
edge graph construction that effectively tackles the challenges of entity and rela-
tionship extraction, as well as knowledge fusion. We anticipate that this method
will offer valuable insights for future research and applications in the field of
knowledge graph construction.

In future research, we intend to explore the integration of external knowledge
bases and ontologies to further enhance the quality of the constructed knowledge
graphs. Additionally, we plan to investigate the potential of our approach in other
natural language processing tasks, such as sentiment analysis and more.
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Abstract. In recent years, internet of things (IoT) technology has
become an indispensable part of people’s lives. At the same time, the
application field of unmanned aerial vehicle (UAV) technology is grad-
ually expanding with the development of network technology. However,
it has always been a challenge to ensure the communication security
of UAVs since their communications are established on public wireless
networks. Besides, with the increase of the types and number of UAVs,
secure batch authentication for UAVs becomes particularly important.
Although aggregate signature is an appropriate approach, the existing
aggregate signature schemes are not feasible for UAVs from different
cryptosystems since they were all designed in a homogeneous cryptosys-
tem. In this paper, we propose a heterogeneous aggregate signature
scheme HAS and present its security proofs. We also provide the experi-
mental results of HAS and other five related works. It demonstrates that
HAS is efficient and feasible for UAVs with limited resources.

Keywords: Batch authentication · Heterogeneous cryptosystem ·
Aggregate signature · Unmanned aerial vehicle

1 Introduction

The applications of unmanned aerial vehicle (UAV) technology has become more
and more extensive with the rapid development of internet of things (IoT) and
network technology [17]. Lots of companies produce UAVs for different purposes
like express delivery, news report, traffic supervision and so forth. For instance,
an UAV captures a traffic jam at a crossroad, it can inform the nearest ground
station (GS) immediately. However, UAV communications depend on open wire-
less network, which makes it face varieties of threats such as eavesdropping,
impersonation, tampering and repudiation etc. No matter what an UAV is used
for, the communication security of UAV must be safeguarded. The communica-
tion of UAV mainly consists of UAV-to-UAV (U2U) and UAV-to-GS (U2G) [11],
we focus on the latter in this paper.
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Digital signature is an appropriate method for authentication. A secure digi-
tal signature scheme can provide three main properties, namely integrity, authen-
tication, and non-repudiation. In order to improve the efficiency of multi-user
authentication, Boneh et al. [1] put forward the concept of aggregate signature
in 2003. n different users sign n different messages to generate n different signa-
tures respectively, an aggregate signature scheme makes it possible to aggregate
these n signatures into a single signature. Meanwhile, the receiver can verify the
validity of the single signature to check whether the n senders have signed the
n different messages.

With the increasing popularization of UAV technology, many UAVs with
various functions will be built by different companies. That is to say, for the
communication security of UAVs, there may exists a lot of UAVs belonging to
different cryptosystems in a certain area. However, the existing aggregate signa-
ture schemes are all designed in a homogeneous cryptosystem. It is expensive for
a verifier to setup three sets of cryptosystems. In addition, the resources of an
UAV are relatively limited. The computation overhead and communication cost
on UAV’s side should be reduced as much as possible. In this paper, we propose
a heterogeneous aggregate signature scheme, which enables UAVs from different
cryptosystems to authenticate to a GS. We prove its security with the help of
random oracle model (ROM). In addition, the experimental results of HAS and
other five related works are provided, which demonstrates that HAS is efficient
and feasible for UAVs with limited resources.

Related works are discussed in Sect. 2. Section 3 describes preliminaries. In
Sect. 4, we present the concrete construction of HAS and its security proofs.
After that, the performance of our scheme is shown in Sect. 5. Security analysis
are provided in Sect. 6. Finally, we summarize the paper in Sect. 7.

2 Related Works

Since UAV technology began to expand from military field to civil field, many
different new challenges appear [16]. Due to the fact that UAV communication
is established on open wireless network, the communication security of UAV
has attracted much attention of researchers [5,8,9]. Cyber attacks are the main
threats of UAV communication [10,14], there are several cryptographic protocols
especially designed for UAV communication. Ozmen and Yavuz [21] put forward
an efficient public key infrastructure (PKI) based framework for UAVs, which
was feasible for UAVs with limited computation power. Khan et al. [13] proposed
a signcryption scheme in identity-based cryptosystem (IBC) employing multiac-
cess edge computing to ensure the security of UAV communication. Won et al.
[29,30] presented two efficient signcryption tag key encapsulation protocols in
certificateless cryptosystem (CLC).

To solve the problem of batch authentication, Boneh et al. [1] first put forward
the concept of aggregate signature and security models for it. To minimize the
total information needed to verify in a signature scheme, Gentry and Ramzan [6]
proposed the first aggregate signature scheme in IBC environment. The first cer-
tificateless aggregate signature scheme were introduced by Gong et al. [7] in the
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next year. However, these three schemes are all inefficient because the number
of bilinear pairings increases linearly with the number of users. Wen and Ma [28]
came up with an efficient aggregate signature scheme in PKI. The number of
pairing operations in verification phase is independent of the number of signa-
tures. Shim [24] proposed an identity-based aggregate signature schemes with
constant pairing computations. Recently, to eliminate the use of certificates in
PKI and the key-escrow problem in IBC, most aggregate signature schemes were
proposed in CLC environment. Xiong et al. [33] introduced a certificateless aggre-
gate signature scheme with constant pairing operations. But shortly afterwards,
Cheng et al. [3] found an attack on [33], which shows it not capable of achieving
existential unforgeability against chosen-message attack (EUF-CMA). They pro-
posed an improved scheme and proved it secure against ‘malicious-but-passive’
KGC attack with the help of ROM. Cui et al. [4] proposed a no-pairing cer-
tificateless aggregate signature scheme for vehicular ad-hoc network (VANET).
Later, Kamil and Ogundoyin [20] pointed out the drawbacks in Cui et al.’s
scheme that it is not secure against type II adversary. Then they put forward a
provably secure certificateless aggregate signature scheme for VANETs without
pairings. Their scheme can meet the security requirements for VANETs while
supporting conditional privacy preservation. In order to provide the anonymous
authentication with preserved privacy and security in VANETs, Thumbur et
al. [25] presented a privacy-preserving certificateless aggregate signature scheme
for VANETs. Kumar et al. [15] introduced a certificateless aggregate signature
scheme to provide the medical data privacy and integrity in healthcare wireless
sensor networks. To ensure the communication and data security of healthcare
wireless sensor networks and protect patient privacy, Xie et al. [32] presented
an improved certificateless aggregate signature scheme after analyzing the draw-
backs of [15]. Recently, Wang et al. [27] proposed a conditional privacy-preserving
certificateless aggregate signature scheme for authentication in VANETs. More-
over, they proved its security in the standard model.

Chen et al. [2], Ma et al. [19] and Verma et al. [26] researched on certificate-
based cryptosystem (CBC) aggregate signature, which is an extension of CLC
aggregate signature. Particularly, Wu et al. [31] put forward a novel attack
namely fully chosen-key attacks. To explain that, the security model they defined
is different from the traditional security models of aggregate signature schemes.
The adversary’s goal in their security model is to forge a valid aggregate signature
while there exists at least one invalid individual signature. Although they gave
a solution to this kind of attack, it is inefficient or even more time-consuming.

3 Preliminaries

3.1 System Architecture

There are six main entities in the system architecture, including UAVs, a trace
authority (TRA), a certificate authority (CA), a private key generator (PKG),
a key generation center (KGC) and a ground station (GS).
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– UAVs: UAVs from different cryptosystems are the senders in this system,
they intend to authenticate to a GS.

– TRA: To protect UAVs’ identity privacy, it is responsible for generating
pseudo identities for UAVs based on their real identities.

– CA: It issues certificates for UAVs in PKI.
– PKG: It extracts secret keys for UAVs In IBC.
– KGC: It generates partial secret keys for UAVs in CLC.
– GS: It is the verifier of the signatures sent from UAVs in this system.

Here the TRA, the CA and the PKG are modeled as trusted authorities while
the KGC is a semi-trusted authority.

3.2 Bilinear Pairing

G is an additive group with order q and GT is a multiplicative group with order
p, where p is a large prime number. ê : G × G → GT is a bilinear map and it
satisfies the following three properties.

1. Bilinearity: ê(aP, bQ) = ê(P,Q)ab for any a, b ∈ Z
∗
p and P,Q ∈ G.

2. Non-degeneracy: ê(P,Q) �= 1GT
for any P,Q ∈ G.

3. Computability: ê(P,Q) can be computed with efficiency for any P,Q ∈ G.

3.3 Computational Diffie-Hellman (CDH) Problem

Given group G of prime order p, a generator P ∈ G and two elements aP , bP ∈
G, where a, b are randomly selected from Z

∗
p, it is difficult to compute abP .

4 The Proposed Scheme

In the first subsection, a concrete heterogeneous aggregate signature scheme HAS
is proposed. Moreover, we provide its security proofs in the second subsection.
The symbols and their descriptions are shown in Table 1.

4.1 Concrete Construction

– Setup: Given a security parameter λ, it chooses a p-order additive group G, a
p-order multiplicative group GT and a bilinear map ê: G×G → GT . Then it
randomly selects two generators P and Q of G, three collision-resistant hash
functions: H0 : {0, 1}∗ → {0, 1}n, H1 : {0, 1}∗ → G, H2 : {0, 1}∗ → Z

∗
p.

• Trace authority: The TRA picks a random number s ∈ Z
∗
p as its secret

key, then publishes Tpub = sP .
• Certificate authority: The CA’s initialization is omitted since we omit the

process of registration in PKI-KG.
• Private key generator: The PKG chooses s1 ∈ Z

∗
p randomly as its secret

key and publishes the corresponding public key Ppub1 = s1P .
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Table 1. Notations

Symbol Description

RIDi/IDi Real identity/pseudo identity

spp System public parameters

mi/σi Message/signature

Tpub/s The TRA’s public/secret key pair

Ppub1/s1 The PKG’s public/secret key pair

Ppub2/s2 The KGC’s public/secret key pair

pki/ski IDi’s public/secret key pair in PKI

SIDi IDi’s secret key in IBC

upki/uski IDi’s user public/secret key pair in CLC

pski IDi’s partial secret key in CLC

λ Security parameter

p A large prime number

G/GT An additive/multiplicative group with order p

P, Q Two generators in G

n The length of an identity

• Key generation center: The KGC randomly selects s2 ∈ Z
∗
p as its secret

key and publishes the corresponding public key Ppub2 = s2P .
– PIDG: An UAVi with real identity RIDi picks ri ∈ Z

∗
p randomly and com-

putes Ri = riP , then sends (Ri, RIDi) to the TRA. After receiving the
request, the TRA first checks the validity of RIDi. If it is valid, the TRA
computes RIDi’s pseudo identity IDi = RIDi ⊕H0(sRi, ti, Tpub), where ti is
the expiration date of IDi. Next, the TRA returns (IDi, ti) to UAVi through a
secure channel and saves (IDi, Ri, ti) in its database in case of disputes. Note
that UAVi can verify whether the equation IDi = RIDi⊕H0(riTpub, ti, Tpub)
holds to check the validity of IDi. The TRA can trace IDi’s real identity by
calculating RIDi = IDi ⊕ H0(sRi, ti, Tpub) while others cannot.

– PKI-KG: In PKI, an UAVi with pseudo identity IDi randomly chooses its
secret key ski = xi ∈ Z

∗
p, computes the corresponding public key pki = xiP

and submits pki together with IDi to the CA to register a certificate.
– IBC-KG: In IBC, an UAVi sends its pseudo identity IDi to the PKG. the

PKG calculates IDi’s secret key as SIDi
= s1H1(IDi).

– CLC-KG: In CLC, an UAVi first sends its pseudo identity IDi to the KGC.
The KGC computes IDi’s partial secret key as pski = s2H1(IDi). Next,
UAVi picks its user secret key uski = xi ∈ Z

∗
p and generates its public key

upki = xiP . IDi’s secret key is (pski, uski).
– Sign: This algorithm is composed of three subalgorithm namely PKI-Sign,

IBC-Sign and CLC-Sign, which represent the signature generation algorithm
in PKI, IBC and CLC respectively.
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• PKI-Sign: An UAVi with pseudo identity IDi in PKI picks ri ∈ Z
∗
p ran-

domly, calculates

Ri = riP, hi = H2(IDi,mi, Ti, Ri), Si = (ri + hiski)Q

The signature is σi = (Ri, Si). UAVi sends (IDi,mi, σi, Ti) to the GS,
where Ti is a timestamp.

• IBC-Sign: An UAVi in IBC chooses ri ∈ Z
∗
p randomly, calculates

Ri = riP, hi = H2(IDi,mi, Ti, Ri), Si = SIDi
+ hiriPpub1

The signature is σi = (Ri, Si). UAVi sends (IDi,mi, σi, Ti) to the GS.
• CLC-Sign: An UAVi in CLC selects ri ∈ Z

∗
p randomly, calculates

Ri = riP, hi = H2(IDi,mi, Ti, Ri), Si = pski +hiriPpub2 +(ri +hiuski)Q

The signature is σi = (Ri, Si). UAVi sends (IDi,mi, σi, Ti) to the GS.
– IV: This algorithm consists of three individual signature verification subalgo-

rithm namely PKI-IV, IBC-IV and CLC-IV.
• PKI-IV: Receiving (IDi,mi, σi = (Ri, Si), Ti) from an UAV in PKI, GS

calculates hi = H2(IDi,mi, Ti, Ri) and checks the following equation.

ê(Si, P ) = ê(Ri + hipki, Q)

• IBC-IV: After receiving (IDi,mi, σi, Ti) from an UAV in IBC, GS calcu-
lates hi = H2(IDi,mi, Ti, Ri) and checks the following equation.

ê(Si, P ) = ê(H1(IDi) + hiRi, Ppub1)

• CLC-IV: After receiving (IDi,mi, σi, Ti) from an UAV in CLC, GS cal-
culates hi = H2(IDi,mi, Ti, Ri) and checks the following equation.

ê(Si, P ) = ê(H1(IDi) + hiRi, Ppub2) · ê(Ri + hiupki, Q)

– HASV: When receiving n tuples of (IDi,mi, σi, Ti) including j tuples from
PKI, k tuples from IBC and l tuples from CLC respectively (n = j + k + l),
the GS first computes hi = H2(IDi,mi, Ti, Ri) for i = 1 to n and S =∑n

i=1 Si. Next, for the j signature from UAVs in PKI, the GS computes A =
∑j

i=1 (Ri + hipki). For the k signatures from UAVs in IBC, the GS computes
B =

∑k
i=1 (H1(IDi) + hiRi). For the l signatures from UAVs in CLC, the

GS computes C1 =
∑l

i=1 (H1(IDi) + hiRi) and C2 =
∑l

i=1 (Ri + hiupki).
After that, the GS checks whether the following equation holds:

ê(S, P ) = ê(B,Ppub1) · ê(C1, Ppub2) · ê(A + C2, Q)

If the equation above is correct, the GS accept the heterogeneous aggregate
signature. Otherwise, the signature is invalid and the GS rejects it. It can be
easily seen that our scheme can also work in a homogeneous cryptosystem.
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4.2 Security Proofs

Our scheme is existential unforgeable against any PPT forgers iff the PKI part,
IBC part and CLC part of HAS are all capable of achieving existential unforge-
ability. We provide the security proofs for the three cryptosystems respectively.

Theorem 1. With the help of ROM, if the PKI part of HAS (EUF-CMA in
PKI) is compromised by a PPT adversary A1 with a non-negligible advantage
ε within time t, the CDH assumption can be solved in an expected time of t′ ≤
t+(3qS +1)tsm with a same advantage ε, where qS and tsm denotes the number
of query OS and the time of a scalar multiplication in G respectively.

Proof. In PKI, if there exists an adversary A1 who can win Game I within time
t, we are able to construct an efficient algorithm C taking A1 as a subalgorithm
to break the CDH assumption. Given a CDH tuple {p,G, aP, bP}, C simulates
Game I with A1 to solve the CDH problem as follows.

1. C generates a p-order additive group G, two generators P , Q = bP , a hash
function H2 : {0, 1}∗ → Z

∗
p and a bilinear map ê : G × G → GT , where GT

is a p-order multiplicative group. C sets the challenge public key as pk∗ =
aP , and the corresponding pseudo identity is ID∗. Finally, C sends spp =
{p,G,GT , P,Q} and (pk∗, ID∗) to A1.

2. A1 can issue a polynomial number of queries to the following two oracles.
– Hash function H2 OH2 : C creates a list LH2 to maintain the query results

of H2. Every time A1 submits a query (IDi,mi, Ti, Ri), C first checks LH2

if there exists a tuple (IDi,mi, Ti, Ri, hi) on LH2 . If so, C retrieves hi and
answers A1 with hi. Otherwise, C picks a random hi ∈ Z

∗
p, answers with

hi and adds the new tuple (IDi,mi, Ti, Ri, hi) to LH2 .
– Sign OS : A1 submits (pki,mi, Ti) to C. C selects ri, hi ∈ Z

∗
p randomly,

calculates Si = riQ,Ri = riP − hipki. Next, C checks whether there
is a tuple (IDi,mi, Ti, Ri, hi) in LH2 . If so, C chooses another ri, hi ∈
Z

∗
p and calculates again. Until there is no such tuple in LH2 , C adds

(IDi,mi, Ti, Ri, hi) to LH2 and responds with σi = (Ri, Si). The signature
is valid because it satisfies the verification equation.

3. After the query phase, A1 outputs a signature. The three conditions of forking
lemma [22] are satisfied, so if A1 is an efficient forger, C can obtain two
valid signature tuples (pk∗,m1, R1, h1, S1) and (pk∗,m2, R2, h2, S2), where
m1 = m2 and R1 = R2. Therefore, C can compute (h2−h1)−1(S2−S1) = abP .
C outputs it as the solution to the given CDH problem.

Theorem 2. With the help of ROM, if the IBC part of HAS (EUF-CMA in
IBC) is compromised by a PPT adversary A2 with a non-negligible advantage
ε within time t, the CDH assumption can be solved in an expected time of t′ ≤
t + (qH1 + qKE + 3qS + 3)tsm with an advantage ε′ ≥ ε/4qKE, where qH1 , qKE,
qS and tsm denotes the number of query OH1 , OKE, OS and the time of a scalar
multiplication in G respectively.
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Proof. In IBC, if there exists an adversary A2 can win Game II within a poly-
nomial time t, we are able to construct an efficient algorithm C taking A2 as a
subalgorithm to break CDH assumption. Given a CDH tuple {p,G, aP, bP}, C
simulates Game II with A2 to solve the CDH problem as follows.

1. C executes the initialization algorithm to generate a p-order additive group G,
two generators P , Q, two hash functions H1 : {0, 1}∗ → G, H2 : {0, 1}∗ → Z

∗
p

and a bilinear map ê : G × G → GT , where GT is a p-order multiplicative
group. Then C sets master public key as Ppub1 = aP . Finally, C sends spp =
{p,G,GT , P,Q, Ppub1} to A2.

2. A2 can issue a polynomial number of queries to the following four oracles.
– Hash function H1 OH1 : C generates a list LH1 to maintain the query

results of H1. Every time A2 submits an IDi, C retrieves and responds
with QIDi

if there is a tuple (IDi, ti, ci, QIDi
) in LH1 . Otherwise, C

picks ci ∈ {0, 1} randomly (Pr[ci = 0] = δ). If ci = 0, C chooses
ti ∈ Zp, calculates QIDi

= tibP , responds with QIDi
and adds the

tuple (IDi, ti, ci, QIDi
) to LH1 . If ci = 1, C chooses ti ∈ Z

∗
p, calculates

QIDi
= tiP , responds with QIDi

and adds the tuple (IDi, ti, ci, QIDi
) to

LH1 .
– Hash function H2 OH2 : The same in the proof of Theorem 1.
– Key extraction OKE : A2 submits an IDi to C. C first applies IDi to

OH1 and retrieves the corresponding tuple (IDi, ti, ci, QIDi
). If ci = 0,

C aborts. Otherwise, C computes SIDi
= tiPpub1 and returns back. Note

that the probability of not aborting in this phase is at least (1 − δ)qKE .
– Sign OS : A2 submits (IDi,mi, Ti) to C. C first applies IDi to OH1 and

retrieves the corresponding tuple (IDi, ti, ci, QIDi
). C selects ri, hi ∈ Z

∗
p

randomly, calculates Ri = riP −h−1
i QIDi

, Si = hiriPpub1. Next, C checks
whether there is a tuple (IDi,mi, Ti, Ri, hi) in LH2 . If so, C chooses
another ri, hi ∈ Z

∗
p and calculates again. Until there is no such tuple in

LH2 , C adds (IDi,mi, Ti, Ri, hi) to LH2 and responds with σi = (Ri, Si).
The signature is valid because it satisfies the verification equation.

3. After the query phase, A2 outputs a signature. The three conditions of fork-
ing lemma [22] are satisfied, so if A2 is an efficient forger, C can obtain
two valid signature tuples (ID∗,m1, R1, h1, S1) and (ID∗,m2, R2, h2, S2),
where m1 = m2 and R1 = R2. C applies ID∗ to OH1 and retrieves the
corresponding tuple (ID∗, ti, ci, QIDi

). If ci = 1, C aborts. Otherwise, C
computes(h−1

2 − h−1
1 )−1(h−1

2 S2 − h−1
1 S1) = abP . C outputs it as the solution

to the given CDH problem. Note that the probability of not aborting in this
phase is larger than δ. Therefore, C’s advantage of solving CDH assumption
is ε′ ≥ (1 − δ)qKE · δ · ε. Let δ = 1/qKE , then we have

ε′ ≥ (1 − 1
qpskE

)qpskE · 1
qpskE

· ε ≥ ε

4qpskE

Since ε is non-negligible, ε′ is non-negligible too.
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Theorem 3. With the help of ROM, the CLC part of HAS is capable of achiev-
ing EUF-CMA if the CDH problem is intractable.

Proof. This theorem will be proved by the composition of Lemma 1 and
Lemma 2.

Lemma 1. If a type I adversary A3 can break the CLC part of HAS-U2G (EUF-
CMA-I in CLC) in a polynomial time t with a non-negligible advantage ε, there
exists an efficient algorithm to solve the CDH problem within a time t′ ≤ t +
(qH1 + qCu + qpskE + 6qS + 4)tsm with an advantage ε′ ≥ ε/4qpskE, where qH1 ,
qCu, qpskE, qS and tsm denotes the number of query OH1 , OCu, OpskE, OS and
the time of a scalar multiplication in G respectively.

Proof. In CLC, if there is a type I adversary A3 can win Game III within a
polynomial time, we are able to construct an efficient algorithm C making use of
A3 to crack the CDH assumption. Given a CDH tuple {p,G, aP, bP}, C simulates
Game III with A3 to solve the CDH problem as follows.

1. C executes Setup to generate a p-order additive group G, two generators P ,
Q = cP (c is randomly picked in Z

∗
p), two hash functions H1 : {0, 1}∗ → G,

H2 : {0, 1}∗ → Zp and a bilinear map ê : G×G → GT , where GT is a p-order
multiplicative group. Then C sets master public key as Ppub2 = aP . Finally,
C sends spp = {p,G,GT , P,Q, Ppub2} to A3.

2. A3 can issue a polynomial number of queries to the following five oracles.
– Hash function H1 OH1 : The same in the proof of Theorem 2.
– Hash function H2 OH2 : The same in the proof of Theorem 1.
– Create user OCu: C creates a list LU . After receiving an IDi from A3, C

first searches LU for (IDi, upki, uski). If it is found, C answers with upki.
Otherwise, C selects uski ∈ Z

∗
p randomly, calculates upki = uskiP , adds

(IDi, upki, uski) to LU and responds with upki.
– Replace user public key ORupk: After receiving {IDi, upk′

i} from A3, C
searches LU for (IDi, upki, uski). If it is found, C replaces this tuple with
a new one (IDi, upk′

i,⊥), where ⊥ is the symbol of empty. Otherwise, C
simply adds (IDi, upk′

i,⊥) to LU .
– User secret key extraction OuskE : A3 submits an IDi to C. C checks

if there is a tuple (IDi, upki, uski) in LU . If so, C retrieves and answers
with uski. Otherwise, C applies IDi to OCu and responds with uski.

– Partial secret key extraction OpskE : A3 submits an IDi to C. C first
applies IDi to OH1 and retrieves the corresponding (IDi, ti, ci, QIDi

). If
ci = 0, C aborts. Otherwise, C computes pski = tiPpub2 and returns back.
The probability of not aborting in this phase is at least (1 − δ)qpskE .

– Sign OS : A3 submits (IDi,mi, Ti) to C. C first applies IDi to
OH1 and OCu, retrieves the corresponding tuple (IDi, ti, ci, QIDi

) and
(IDi, upki, uski). Then C selects ri, hi ∈ Z

∗
p randomly, computes Ri =

riP − h−1
i QIDi

, Si = hiriPpub2 + riQ + hicupki − h−1
i cQIDi

. Next, C
checks whether there is a tuple (IDi,mi, Ti, Ri, hi) in LH2 . If so, C chooses
another ri, hi ∈ Z

∗
p and calculates again. Until there is no such tuple in
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LH2 , C adds (IDi,mi, Ti, Ri, hi) to LH2 and responds with σi = (Ri, Si).
In addition, the signature is valid because it satisfies the verify equation.

3. The three conditions of forking lemma [22] are satisfied, so if A3 is an effi-
cient forger, C can obtain two valid signature tuples (ID∗,m1, R1, h1, S1) and
(ID∗,m2, R2, h2, S2), where m1 = m2 and R1 = R2. C applies ID∗ to OH1

and retrieves the tuple (ID∗, ti, ci, QIDi
). If ci = 1, C aborts. Otherwise, C

can compute (h−1
2 −h−1

1 )−1(h−1
2 S2−h−1

1 S1)−cR1 = abP . C outputs it as the
solution to the given CDH problem. Note that the probability of not aborting
in this phase is larger than δ. Therefore, C’s advantage of solving the CDH
assumption is ε′ ≥ (1 − δ)qpskE · δ · ε. Let δ = 1/qpskE , then we have

ε′ ≥ (1 − 1
qpskE

)qpskE · 1
qpskE

· ε ≥ ε

4qpskE

Since ε is non-negligible, ε′ is non-negligible too. �

Lemma 2. If a type II adversary A4 can break the CLC part of HAS-U2G
(EUF-CMA-II in CLC) in a polynomial time t with a non-negligible advantage
ε, there exists an efficient algorithm to solve the CDH problem within a time
t′ ≤ t + (qH1 + qCu + 6qS + 4)tsm with an advantage ε′ ≥ ε/4quskE, where qH1 ,
qCu, qS, quskE and tsm denotes the number of query OH1 , OCu, OS, OuskE and
the time of a scalar multiplication in G respectively.

Proof. In CLC, if there is a type II adversary A4 can win Game IV within a
polynomial time t, we are able to construct an efficient algorithm C making
use of A4 to crack the CDH assumption. Given a CDH tuple {p,G, aP, bP}, C
simulates Game IV with A4 to solve the CDH problem as follows.

1. C executes Setup to generate a p-order additive group G, two generators P ,
Q = aP , two hash functions H1 : {0, 1}∗ → G, H2 : {0, 1}∗ → Z

∗
p and a

bilinear map ê : G × G → GT , where GT is also a p-order group. Then C
picks a random s2 ∈ Z

∗
p as master secret key and sets master public key as

Ppub2 = s2P . Finally, C sends spp = {p,G,GT , P,Q, Ppub2} and s2 to A4.
2. A4 can issue a polynomial number of queries to the following five oracles.

– Hash function H1 OH1 : C generates a list LH1 . Every time A4 sub-
mits an IDi, C retrieves and responds with QIDi

if there is a tuple
(IDi, ti, QIDi

) in LH1 . Otherwise, C picks ti ∈ Z
∗
p randomly, calculates

QIDi
= tiP , adds (IDi, ti, QIDi

) to LH1 and answers with QIDi
.

– Hash function H2 OH2 : The same in the proof of Theorem 1.
– Create user OCu: C creates a list LU . After receiving an IDi from A4, C

first searches LU for a tuple (IDi, ci, upki, uski). If it is found, C answers
with upki. Otherwise, C picks ci ∈ {0, 1} randomly (Pr[ci = 0] = δ). If
ci = 1, C selects uski ∈ Z

∗
p randomly, calculates upki = uskiP , adds

the new tuple (IDi, ci, upki, uski) to LU and responds with upki. Other-
wise, C selects uski ∈ Z

∗
p randomly, adds the new tuple (IDi, ci, upki =

uskibP, uski) and responds with upki.
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– User secret key extraction OuskE : A4 submits an IDi to C. C checks if
there is a tuple (IDi, upki, uski) in LU . If not, C applies IDi to OCu and
retrieves the corresponding tuple (IDi, ci, upki, uski). If ci = 0, C aborts.
Otherwise, C answers with uski. The probability of not aborting in this
phase is at least (1 − δ)quskE .

– Sign OS : C applies IDi to OH1 and OU , retrieves the tuple (IDi, ti, QIDi
)

and (IDi, ci, upki, uski). Then C selects ri, hi ∈ Z
∗
p randomly, computes

Ri = riP −hiupki, Si = s2H1(IDi)+s2hiRi+riQ. Next, C checks whether
there is a tuple (IDi,mi, Ti, Ri, hi) in LH2 . If so, C chooses another ri, hi ∈
Z

∗
p and calculates again. Until there is no such tuple in LH2 , C adds

(IDi,mi, Ti, Ri, hi) to LH2 and responds with σi = (Ri, Si). The signature
is valid because it satisfies the verification equation.

3. The three conditions of forking lemma [22] are satisfied, so if A4 is an effi-
cient forger, C can obtain two valid signature tuples (ID∗,m1, R1, h1, S1) and
(ID∗,m2, R2, h2, S2), where m1 = m2 and R1 = R2. C applies ID∗ to OU

and retrieves the corresponding tuple (ID∗, ci, upki, uski). If ci = 1, C aborts.
Otherwise, C can compute (h2 − h1)−1(S2 − S1) − s2R1 = abP . C outputs it
as the solution to the given CDH problem. Note that the probability of not
aborting in this phase is larger than δ. Therefore, C’s advantage of solving
the CDH assumption is ε′ ≥ (1− δ)quskE · δ · ε. Let δ = 1/quskE , then we have

ε′ ≥ (1 − 1
quskE

)quskE · 1
quskE

· ε ≥ ε

4quskE

Since ε is non-negligible, ε′ is non-negligible too. �

5 Comparison

In this section, our scheme is compared with five related works, including
WM [28], SMLWM [23], YLWC [34], TRRGRP [25] and KLL [12]. We provide
the main computation overhead of single signature in Table 2. Tbp, Tmtp and Tpm

denote the time of a bilinear pairing, a map-to-point hash function and a point
multiplication respectively. In Table 2, in order to show the comparison more
intuitively, we divide our scheme into three parts namely HAS-PKI, HAS-IBC
and HAS-CLC. They represent the PKI part, IBC part and CLC part of HAS
respectively. In terms of each cryptosystem, our scheme is no less efficient than
others except for [25]. In Table 3, we provide the main computation overhead
of aggregate signature. For simplicity, we assume that there are 3n senders in
other five works while there are n senders in each cryptosystem (3n in total) in
our scheme. In Table 4, we show the comparison of communication cost. G, Zp

and ID denote the length of an element in G, an element in Zp and an identity
respectively. Similarly, we divide our scheme into three parts in Table 4. We can
see that in both PKI and CLC parts, our scheme has the lowest communication
cost. While in IBC, the communication cost of our scheme is the same as [23] and
[34]. We provide the comparison of security in Table 5. SG-1, SG-2, SG-3, SG-4,
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Table 2. Theoretical computation overhead (single signature)

Schemes Cryptosystem Sign Verify

WM [28] PKI 2Tpm 2Tbp + Tpm

HAS-PKI PKI 2Tpm 2Tbp + Tpm

SMLWM [23] IBC 2Tpm + Tmtp 3Tbp + 2Tmtp

YLWC [34] IBC 3Tpm 2Tbp + Tpm + Tmtp

HAS-IBC IBC 2Tpm 2Tbp + Tpm + Tmtp

TRRGRP [25] CLC 2Tpm 3Tpm

KLL [12] CLC 5Tpm + 2Tmtp 5Tbp + 2Tpm + 4Tmtp

HAS-CLC CLC 3Tpm 3Tbp + 2Tpm + Tmtp

Table 3. Theoretical computation overhead (Aggregate signature, 3n senders)

Schemes Cryptosystem Aggregate verify

WM [28] PKI 2Tbp + 3nTpm

SMLWM [23] IBC (6n + 1)Tbp + 6nTmtp

YLWC [34] IBC (3n + 1)Tbp + 3nTpm + 3nTmtp

TRRGRP [25] CLC (6n + 1)Tpm

KLL [12] CLC (3n + 4)Tbp + 6nTpm + (9n + 1)Tmtp

Ours Heterogeneous 4Tbp + 4nTpm + 2nTmtp

SG-5 and SG-6 denote integrity, authentication, non-repudiation, identity pri-
vacy, identity traceability and resistance against attacks respectively. Obviously,
[25,34] and our scheme satisfy all security goals while others cannot.

With the help of PBC library [18], we conducted comparative experiments
on a computer with 3.60 GHz AMD Ryzen 5 3600 CPU, 16.0 GB memory and
Windows 10 operating system. We used type-A curve in PBC library. It is an
elliptic curve y2 = x3 + x over Fq where q ≡ 3 mod 4. Zp and Fq are set to
160 bits long and 512 bits long respectively. In the experiments, we take into
account all operations including randomness generation, XOR, point addition,
hash function, point multiplication, bilinear map and map-to-point function.
Figure 1 shows the computation overhead of single signature. On the sender’s
side, HAS-PKI is nearly the same as [28]. HAS-IBC is 48.6% and 27.8% more
efficient than [23] and [34] respectively. HAS-CLC is 66.2% more efficient than
[12] but 27.8% less efficient than [25]. In Fig. 2, we set the number of senders to
3n (n senders in each cryptosystem in our scheme). It can be easily seen that
our scheme is less efficient than [28] and [25] but more efficient than others.
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Table 4. Communication cost

Schemes Cryptosystem Key size Message length

WM [28] PKI G+Zp 3G

Ours PKI G+Zp 2G+ID

SMLWM [23] IBC G+ID 2G+ID

YLWC [34] IBC G+ID 2G+ID

Ours IBC G+ID 2G+ID

TRRGRP [25] CLC 3G+2Zp 3G+Zp+ID

KLL [12] CLC 3G+ID 4G+2Zp+ID

Ours CLC 2G+Zp+ID 2G+ID

Table 5. Security

Schemes SG-1 SG-2 SG-3 SG-4 SG-5 SG-6

WM [28] � � � × × �
SMLWM [23] � � � × × �
YLWC [34] � � � � � �
TRRGRP [25] � � � � � �
KLL [12] � � � × × �
Ours � � � � � �

Although our scheme is less efficient than [28] and [25,28] cannot provide
identity privacy and traceability while the communication cost of [25] is much
higher than ours. In addition, our scheme supports the authentication of UAVs
from heterogeneous cryptosystems while others cannot. To sum up, our scheme
is efficient and feasible for UAVs from heterogeneous cryptosystems.

6 Security Analysis

– Integrity: Owing to the collision resistance of H2, if any mi or σi has been
altered, the aggregate signature cannot pass the verification.

– Authentication: Since each UAV uses its secret key to sign a message and the
GS takes all UAVs’ public keys as input to run HASV, authentication can be
achieved if the aggregate signature passes the verification.

– Non-repudiation: Everyone can check whether a signature is sent from IDi

by applying IDi’s public key to the individual verify algorithm, since only
IDi has the corresponding secret key.

– Identity privacy: A pseudo identity IDi is generated by the TRA, nobody
can recover the real identity RIDi without knowing the TRA’s secret key s.

– Identity traceability: The TRA can retrieve the real identity RIDi of any
valid pseudo identity IDi based on its database and secret key s.
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Fig. 1. Computation overhead (Single
signature)

Fig. 2. Computation overhead (Aggre-
gate signature)

– Resistance against attacks: Forgery attack can be prevented by authenti-
cation. Integrity guarantees that the message will not be tampered with.
Because the input of H2 contains a timestamp Ti, our scheme is secure against
replay attack. Authentication and integrity together ensure that HAS-U2G
can resist against man-in-the-middle attack.

7 Conclusion

In this paper, in view of the development of IoT and UAV technology, we have
discussed the significance of batch authentication for UAVs. We proposed a
heterogeneous aggregate signature scheme HAS from UAVs in different cryp-
tosystems to a GS and proved its security. The experiments we carried out
demonstrates that HAS is efficient and feasible for UAVs with limited resources.
We consider to research on a more efficient heterogeneous aggregate signature
scheme without pairing operation in future works.
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Abstract. Recent researches on quantum signatures has no formal
proof. Based on the Bell state and key-controlled hash function, an
arbitrated quantum signature (AQS) scheme with formal proof is pre-
sented. In this scheme, the signer gets the quantum signature by encod-
ing/encrypting Bell states, the encoded/encrypted states are swapped
according to the protocol. The signature verification is performed by a
trusted arbitrator. Arbitrator decoding/decrypting the swapped quan-
tum states and comparing the decrypted message with the output of the
key-controlled hash function to verify the validity of the signature. The
security proof of the scheme reduces to the fundamental assumption of
quantum mechanics: The indistinguishability of any two unknown quan-
tum states. And its unforgeability can be formally proved with a security
model under a chosen-message attack. Therefore, its security can be sup-
ported by a formal proof.

Keywords: arbitrated quantum signature · security model ·
chosen-message attack · unforgeability · formal security proof

1 Introduction

Quantum cryptography and its related fields have received significant attention
since the advent of quantum mechanics in the early 20th century. The greatest
discovery of Quantum cryptography was the quantum key distribution proto-
col [1](QKDP), that makes key becomes more secure. Much of the early work in
quantum cryptography focused on this concept’s “Fundamental Structure”, but
later developments saw the “Practical Use” such as quantum signature schemes.

The concept of quantum signature was first proposed in 2001 by Gottesman
and Chuang [5], which was a milestone in the development of quantum cryptog-
raphy. This article proposes for the first time using quantum states as a medium
for signature, and the security of the quantum signature scheme is endorsed by
the properties of quantum mechanics. Since then, researchers have made signif-
icant progress in this area, with various quantum signature schemes [8,9,12–17]
proposed over the years.

A more practical quantum signature scheme is the so-called arbitrated quan-
tum signature (AQS) scheme. AQS scheme was first proposed in 2002 by Zeng
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H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 283–294, 2024.
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et al. [14]. The goal of AQS is to provide a secure way for two parties, known as
the signer and the receiver, to sign messages in the presence of a trusted third
party, known as the arbitrator.

An area of active research has been on the security of the AQS scheme. While
most AQS scheme is designed to be resistant to certain types of attacks, such as
eavesdropping attacks [6] and intercept-resend attack [4], there are still potential
vulnerabilities that could be exploited by adversaries.

Such as, Xia et al. presented semi-quantum blind signature [11] are proved
insecure [2], because the signer and receiver can obtain the secret key through
collusion. Specifically, such security vulnerabilities have commonalities: These
AQS schemes have no security model. Our AQS scheme is to fill this gap with
formal secure proof.

Improvements to our AQS scheme include:

1. Entangled Bell states as the information transmission medium.
2. Proved the existential unforgeability against chosen-message attacks (EU-

ACMA) with a formal security model.
3. Random oracle model is involved in security proof.
4. Efficiency of our protocol is calculated and compared with existing Bell state

protocol.

2 Preliminaries

For a clearer understanding of our scheme, some notations that appear in our
scheme are presented below:

2.1 Classical Bits and Operations

1. Let x = (x1, x2, · · · , xy) stand for a y -length sequence x, quantum or classi-
cal, is composed of x1, x2, · · · , xy in order.

2. Let “||” stand for the classical-bits concatenate.
3. Let “ ⊕ ” stand for the bitwise XOR.
4. Let key-controlled hash function fk : {0, 1}∗ �−→ {0, 1}2n as Eq. (1) follow:

fk(m) = hash(k||m||k),∀m ∈ {0, 1}∗ (1)

where hash() is a classical hash function have a uniform outputs 2n -bits length.
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2.2 Quantum States and Operations

Let 4 Pauli operators

σ00 ≡ I ≡
(

1 0
0 1

)
, (2)

σ01 ≡ X ≡
(

0 1
1 0

)
, (3)

σ10 ≡ iY ≡
(

0 −1
1 0

)
, (4)

σ11 ≡ Z ≡
(

1 0
0 −1

)
. (5)

Let 4 Bell states
∣∣Φ+

〉 ≡ |00〉 + |11〉√
2

, (6)

∣∣Ψ+
〉 ≡ |01〉 + |10〉√

2
, (7)

∣∣Φ−〉 ≡ |00〉 − |11〉√
2

, (8)

∣∣Ψ−〉 ≡ |01〉 − |10〉√
2

. (9)

Let quantum one-time pad encryption function Ek : {0, 1}2n �−→ {|0〉 , |1〉}2n

and decryption function Dk : {|0〉 , |1〉}2n �−→ {0, 1}2n can be found in Eq. (10)
and Eq. (11), where k is a secret key with length 2n;x, y denotes plain-text and
cipher-text, respectively:

Ek(x) =
2n⊗
i=1

Ek(x)i =
2n⊗
i=1

|ki ⊕ xi〉 (10)

Dk

(
2n⊗
i=1

|yi〉
)

= (y1 ⊕ k1)||(y2 ⊕ k2)|| · · · (y2n ⊕ k2n) (11)

2.3 Encoding and Decoding Process with Bell State

The perform-measure process, specifically performing the Pauli operator on Bell
state first particle and measuring it, can be regarded as encoding/decoding for
2-classical-bits. Taking a Bell state |Ψ−〉 as an example, see in Eq. (12).

(σ00 ⊗ I)
∣∣Ψ−〉

=
∣∣Ψ−〉

(σ01 ⊗ I)
∣∣Ψ−〉

=
∣∣Φ−〉

(σ10 ⊗ I)
∣∣Ψ−〉

=
∣∣Φ+

〉
(σ11 ⊗ I)

∣∣Ψ−〉
=

∣∣Ψ+
〉

(12)
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Following the above example, we denote an encoding procedure for 2-bits
information on |Ψ−〉 as σ|Ψ−〉 : {00, 01, 10, 11} �−→ {|Ψ−〉 , |Φ−〉 , |Φ+〉 , |Ψ+〉}.

The decoding procedure on Bell state can be considered as a measuring
procedure. The measurement results through inverse mapping can be obtained
from the 2-bits information. The Encoding/Decoding procedure are shown in
Table 1.

Table 1. Encoding & Decoding for
∣
∣Ψ−〉

to Bell states Table.

Classical message
to be encoded

Quantum message
to be decoded

00
∣
∣Ψ−〉

01
∣
∣Φ−〉

10
∣
∣Φ+

〉

11
∣
∣Ψ+

〉

2.4 Detectable Eavesdropping Communication

The detectable eavesdropping quantum communication process in this paper is
defined as the following two steps:

DEC1: Before the message sender Tom sends the quantum states sequence,
which in basic {|0〉 , |1〉} for communication, he prepares decoy particles which
randomly distributed within {|−〉 , |+〉} first. Then Tom randomly inserts them
into the quantum sequence. Finally, Tom sends the sequence to receiver Kate.
Note that Tom records the positions and states of every decoy particle inserted.

DEC2: After receiver Kate announces that she has completed receiving the
sequence, Tom publishes the position and state of all decoy particles. Then,
Kate measures all the decoy particles using {|+〉 , |−〉} basis. If the error rate
exceeds the predetermined threshold, we can assert that eavesdropping occurred
during communication.

3 Our AQS Scheme

There are three partners participated in our AQS scheme: Alice demands to
generate a signature |S〉 on message m and sends it to signature receiver Bob;
Bob demands verification if |S〉 is or not the signature of m by queries arbitrator
Trent; Trent as a trusted arbitrator demands to assist Bob to verify |S〉.

These partners generate and verify a valid signature by executing the AQS
protocol. The protocol consists of three procedures: The initialization procedure,
the signing procedure, and the verification procedure.

These three procedures are shown below:
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3.1 Initialization Procedure

Init-1. These three partners prepare n |Ψ−〉. To distinguish the internal order
of entangled Bell state particles, Alice’s denotes as |Ψ−〉n

AB , Bob’s denotes as
|Ψ−〉n

CD and Trent’s denotes as |Ψ−〉n
EF . Note that every subscript A,B,C,D,E or

F can be regarded as a n-length particle sequence. In the following text, we use
|AB〉n to represented quantum sequence |A〉n and |B〉n, even if states of |AB〉n

are transformed by unitary operators or are sent. So do with |C〉n, |D〉n, |E〉n

and |F 〉n.

Init-2. Alice shares secret key skA = (skA1, skA2, · · · , skA2n) with Trent by
the secure quantum key distribution protocol (QKDP) [1]. Bob shares secret key
skB = (skB1, skB2, · · · , skB2n) with Trent following the same protocol [1].

Init-3. Alice yields fskA(m) of the message to be signed m by calcuates the
key-controlled hash function fskA with her key skA. Then she divide fskA(m)
into 2-bits pair sequence and gets n2-bits sequence Seq.

fskA(m) = (fskA(m)1, fskA(m)2, · · · , fskA(m)2n)
= hash(skA||m||skA)

(13)

Seq = (Seq1, Seq2, · · · , Seqn)
= ((fskA(m)1, fskA(m)2)1 , (fskA(m)3, fskA(m)4)2 , · · · ,

(fskA(m)2n−1, fskA(m)2n)n)
(14)

3.2 Signing Procedure

Sign-1. Alice uses σ|Ψ−〉 encodes all 2-bits of Seq and gets |AB〉n.

|AB〉n = (|AB〉1 , |AB〉2 , · · · , |AB〉n)
|AB〉i = σ|AB〉i(Seqi)

(15)

Sign-2. The three partners swap their quantum sequences like Fig. 1 shown
below. Note that the swapping process is got involved with detectable eavesdrop-
ping communication, see Sect. 2.4. If eavesdroppings are detected, the protocol
should be terminated.

After swapping, Alice holds |AF 〉n, Bob holds |CB〉n and Trent holds |ED〉n.

Sign-3. After swapping process, Alice Bob and Trent holding different quantum
sequences like Fig. 2 shown below. Then Alice measures |AF 〉n with Bell basis,
and she gets AFn by decodes measuring results according to Table 1, after that
she encrypts AFn uses quantum one-time pad encryption see Eq. (10) and sends
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Fig. 1. Swapping process between three partners

encrypted results EskA(AFn) as the signature of message m to Trent, finally she
sends m to Bob and Trent, too. Note that the communication of encrypted results
is got involved with detectable eavesdropping communication, see Sect. 2.4. If
eavesdroppings are detected, the protocol should be terminated.

3.3 Verification Procedure

Verify-1. Bob measures |CB〉n with Bell basis, then he gets CBn by decodes
measuring results according to Table 1, after that he encrypts CBn uses quantum
one-time pad encryption see Eq. (10) and sends encrypted results EskB(CBn)
to Trent. Note that the sending process is also got involved with detectable
eavesdropping communication, see Sect. 2.4. If eavesdroppings are detected, the
protocol should be terminated.

Verify-2. Trent measures |ED〉n, after that he does the decryption following
Eq. (10), then he gets CBn′

and AFn′
. Through Table 1, Trent can get the

quantum sequences of |CB〉n′
and |AF 〉n′

, so that Trent is able to estimate
|ED〉n′

by the two quantum sequences.

Verify-3. Trent calcuates fskA(m)
′
see Eq. (13) and gets Seq

′
see Eq. (14), then

he can verify previous estimate about
∣∣∣ED

′
〉n′

by checks Table 2. The checking
sub-procedure is:
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Fig. 2. After Swapping quantum sequence holding situation between three partners

1. Trent takes one of Seq
′
and one of corresponding |AF 〉n to checks table and

gets intermediate |BE〉n.
2. Trent takes |BE〉n and corresponding |CB〉n to checks table and gets an∣∣∣ED

′
〉n

as an estimated value.

3. Trent compares the estimated value and the measured value of each |ED〉n
i .

4. Unless all compares are passed, the check is not passed.

If the check is passed, the signature is considered valid; if not, the signature is
considered invalid.

4 Security Analysis

Our AQS scheme’s security analysis will be carried out in three aspects: The
security of the secret keys, the unforgeability of the security model under a
chosen-message attack and The intercept-measure-resend resistance of our AQS.

4.1 The Security of the Secret Keys

As our scheme executes, Trent shares secret keys skA, skB with Alice and Bob,
respectively. Because of the sharing protocol [1] is unconditionally secure, which
is proved by [10].

It’s not difficult to see that our quantum one-time pad encryption function
Eq. (10) can break through unless an adversary makes exponential attempts.
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Table 2. The check table to get intermediate results

Seq
′
i |AF 〉n′

i intermediate |BE〉ni |CB〉n′
i estimated

∣
∣
∣ED

′〉n

i

00
∣
∣Ψ−〉 ∣

∣Ψ−〉 ∣
∣Ψ−〉 ∣

∣Ψ−〉

01
∣
∣Ψ−〉 ∣

∣Φ−〉 ∣
∣Ψ−〉 ∣

∣Φ−〉

10
∣
∣Ψ−〉 ∣

∣Φ+
〉 ∣

∣Ψ−〉 ∣
∣Φ+

〉

11
∣
∣Ψ−〉 ∣

∣Ψ+
〉 ∣

∣Ψ−〉 ∣
∣Ψ+

〉

00
∣
∣Φ−〉 ∣

∣Φ−〉 ∣
∣Φ−〉 ∣

∣Ψ−〉

01
∣
∣Φ−〉 ∣

∣Ψ−〉 ∣
∣Φ−〉 ∣

∣Φ−〉

10
∣
∣Φ−〉 ∣

∣Ψ+
〉 ∣

∣Φ−〉 ∣
∣Φ+

〉

11
∣
∣Φ−〉 ∣

∣Φ+
〉 ∣

∣Φ−〉 ∣
∣Ψ+

〉

00
∣
∣Φ+

〉 ∣
∣Φ+

〉 ∣
∣Φ+

〉 ∣
∣Ψ−〉

01
∣
∣Φ+

〉 ∣
∣Ψ+

〉 ∣
∣Φ+

〉 ∣
∣Φ−〉

10
∣
∣Φ+

〉 ∣
∣Ψ−〉 ∣

∣Φ+
〉 ∣

∣Φ+
〉

11
∣
∣Φ+

〉 ∣
∣Φ−〉 ∣

∣Φ+
〉 ∣

∣Ψ+
〉

00
∣
∣Ψ+

〉 ∣
∣Ψ+

〉 ∣
∣Ψ+

〉 ∣
∣Ψ−〉

01
∣
∣Ψ+

〉 ∣
∣Φ+

〉 ∣
∣Ψ+

〉 ∣
∣Φ−〉

10
∣
∣Ψ+

〉 ∣
∣Φ−〉 ∣

∣Ψ+
〉 ∣

∣Φ+
〉

11
∣
∣Ψ+

〉 ∣
∣Ψ−〉 ∣

∣Ψ+
〉 ∣

∣Ψ+
〉

Thus, the secret keys skA, skB can not be cracked in the initialization pro-
cedure and encrypted communication process.

During the signing procedure, three partners swap the quantum sequences.
Sequence |B〉n contains the information about key-controlled hash value. The
next theorem-proof is in order to prove the adversary cannot get any information
from quantum sequence |B〉n.

Theorem 1. For any positive polynomial q(.) and two different quantum
sequences |P 〉 and |Q〉, if their trace distance D(ρP , ρQ) < 1

q(.) , the quantum
sequences cannot be distinguish. [7,12]

Theorem 2. Each state of the quantum sequence |B〉n has the same reduced
density operator.

Proof. During the initialization procedure, Alice computes the key-controlled
hash fskA(m), which has a uniform output.
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By Eq. (15) and Eq. (12), the density operator of |AB〉n is computed as
below:

ρ|AB〉ni =
1
4

∑
xi,yi∈{0,1}

(
σxiyi

⊗
I
)

|AB〉n
i 〈AB|ni

(
σxiyi

⊗
I
)†

=
1
4

((
σ00

⊗
I
)

|AB〉n
i 〈AB|ni

(
σ00

⊗
I
)†

+
(
σ01

⊗
I
)

|AB〉n
i 〈AB|ni

(
σ01

⊗
I
)†

+
(
σ10

⊗
I
)

|AB〉n
i 〈AB|ni

(
σ10

⊗
I
)†

+
(
σ11

⊗
I
)

|AB〉n
i 〈AB|ni

(
σ11

⊗
I
)†)

=
I

4

(16)

Thus, the reduced density operator of |B〉n can be calcuated by calcuates
partial trace trB(ρ|AB〉ni )

ρ2|AB〉ni = trB(ρ|AB〉ni )

= trB(
I

4
)

=
I

2

(17)

�
Above all, no adversary is able to extract information about secret keys

skA, skB from the communication.

4.2 Unforgeability of Our AQS Scheme

In the following subsection, the existential unforgeability against chosen-message
attacks (EU-ACMA) is proved.

Formal Security Model. A formally proven security model is introduced first.
This model is a simulation of the above scheme, but the signatory has been
replaced with a challenger, and the receiver has been replaced with an adver-
sary. A game is also introduced to express the probability adversary could forge
successfully. For a clearer understanding of the simulating procedures of the
game are shown below:

Initialization: Challenger Alice, adversary Bob shares secret key KA,KB with
trusted arbitrator Trent, respectively. Three partners prepares |Ψ−〉n, respec-
tively.
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Signature Query: Bob adaptively prepares polynomial p = O(poly(∗)) mes-
sages m1,m2, · · · ,mn and asks Alice to generate n messages’ signature. To
replies the signature, Alice asks for Random Oracle RO. RO tosses a coin and
makes a different move; note that the coin facing down with practicability p = 1

n
RO always records his move whether the coin is facing up or down:

1. if coin faces up, RO retrieves records if Alice asked this message before, for
the message has not queried before: RO responses p |Ψ−〉 states as sequence
|AB〉p.

2. if coin faces down, RO prepares p random states as sequence |AB〉p.

Alice does the normal protocol as usual (including encoding sequences|AB〉p,
swapping sequences, measuring sequences|AF 〉p, etc.).

Forgery: After Bob asks p messages, assume Bob has the ability to forge suc-
cessfully with probability ε. And he does forge successfully. Thus he generates
a valid signature. When it comes to verifying procedure, the forging signature
verifies by RO and the coin facing down. Then the game terminates.

Review this game, the forger Bob forges successfully. That means Bob dis-
tinguishes the unknown quantum states (caused by the coin facing down) with
probability Pr = ε · (1 − 1

p )p · 1
p . Obviously, Pr ≥ ε

e×p is a Non-neglected prob-
ability. That violates the principles of quantum mechanics.

4.3 The Intercept-measure-resend Resistance of Our AQS

An quantum adversary, we generally call him/her Eve, who conducts intercept-
measure-resend attack is describing as follows. Eve intercepts and measures
qubits sending on the channel, on the basis of measuring results Eve sends elabo-
rately selected qubits to original recipient. According to the analysis of the above
subsections, no adversary is able to extract information about secret keys from
the communication process. That is to say, Eve can intercepts and measures the
qubits, but it is in vain. In a word, our AQS scheme have a totally resistance
under intercept-measure-resend attack.

5 Conclusion

The previous research has barely contained the security model of AQS schemes.
These securities are also not formally proven. This means no sufficient proof can
support their security against EU-ACMA.

Incidentally, we have expounded the qubit-efficiency of our AQS scheme here.
We consider the number of qubits transmitted for pure-signature as the

numerator and the total qubits number transmitted on the channel(excluding the
qubits for eavesdropping detection) as the denominator, then the qubit-efficiency
η can be express by Eq. (18)

η =
len(signature)

len(signature) + len(non − signature)
(18)
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The efficiency compared with other AQS schemes is shown as Table 3.

Table 3. Efficiency comparing with other AQS

Schemes Have security model Provably secure Need entanglement particles Qubit-efficiency

[3] No No Yes 33%

[4] No Yes Yes 25%

ours Yes Yes Yes 18.2%

According to the Table 3, our AQS scheme have the secure model under
chosen messages attack, while the others have no secure model. Another point
where we are ahead of our peers is provably secure of our AQS.

In a word, our scheme expenses a limited efficiency in exchange for better
quantum-based security.
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Abstract. Homomorphic signature allows any entity to generate a valid
signature of new data without a secret key on behalf of the data owner
(DO) by performing homomorphic operations on authenticated data.
However, general homomorphic signature schemes have two problems:
(i) the original signatures are generated by the DO, which may be com-
putationally expensive; and (ii) the linear function f is randomly selected
by the aggregator and cannot be specified by the DO, which limits the
application scenarios of homomorphic signature. To address the problems
above, in this paper we propose an authorized function homomorphic
proxy signature scheme with sampling batch verification (AFHPS). Our
scheme combines the advantages of homomorphic signature, proxy signa-
ture and functional signature, which enables DO to delegate the ability
of signature of the original messages and the specified linear function f
to the proxy signer and control its behavior. A concrete construction of
our scheme is given in this paper, and we prove that it is secure under
the co-CDH assumption. In addition, we show how to apply our scheme
to realize authentication in blockchain.

Keywords: homomorphic signature · proxy signature · functional
signature · sampling batch verification

1 Introduction

Since the concept of homomorphic signature was proposed by Rivest [1] in 2000,
homomorphic signature has attracted more and more attention. Homomorphic
signature means that any entity is allowed to perform homomorphic operations
on the authenticated data to generate a new data and obtain a valid signature of
the new data without a secret key. With this particularity, homomorphic signa-
ture has a wide range of theoretical research space and high application value. In
2009, Boneh et al. [2] proposed a linear homomorphic signature scheme applied
to network coding to solve the problem of pollution attacks. Since then, homo-
morphic signature has developed from single-key schemes to multi-key schemes,
from certificate-based schemes to certificateless schemes, from network coding to
electronic medical field, and the homomorphic signature theory space has been
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 295–308, 2024.
https://doi.org/10.1007/978-981-99-9331-4_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9331-4_20&domain=pdf
https://doi.org/10.1007/978-981-99-9331-4_20


296 L. Li et al.

unprecedentedly developed [3–10]. However, for an entity with relatively poor
computing power, the work of generating signatures for multiple messages is very
time-consuming, and all the above schemes have this problem.

For the signer with weak computing power, the signature right can be del-
egated to a third party with strong computing power, which is also known as
proxy signature [11]. In recent years, many proxy signature schemes have been
proposed [12–15], which can effectively transfer signature right and are suitable
for a variety of application scenarios. However, most proxy signature schemes
assume that the proxy signer is honest, which is too strong because the proxy
signer is not completely trusted in some application scenarios. At the same time,
for the proxy signature of a single message, it is easy for the verifier to verify
whether the proxy signer has signed honestly, but it is very inefficient to verify
the proxy signature of multiple messages one by one. In addition, it is worth
nothing that the current proxy signature schemes do not have homomorphic
property.

The concept of functional signature was first proposed by Boyle in 2013
and a general architecture of functional signature [16] is given. This technology
means that the Data Owner (DO) generates the specified function f , functional
signature key skf , signature key sk and message m, and gives them to a third
party. The third party carries out the calculation and generates the operation
result m∗ = f(m) and the signature of the message m. The verifier can verify
the calculation result and behavior of the third party according to the above
information. Accordingly, many scholars have proposed a variety of functional
signature schemes [17–19], but these schemes have a common problem, that is,
the verifier will calculate f(m) again when verifying the result. If the verifier is
an entity with low computing power, it will cause the calculation of f(m) to be
very time-consuming and lose the meaning of the functional signature.

Our Contributions. In this paper, we synthesize the above problems and con-
struct an authorized function homomorphic proxy signature scheme with sam-
pling batch verification. Specifically, our contributions are summarized as follows:

• Our scheme has the advantages of both homomorphic signature and proxy
signature. Our scheme combines homomorphic signature with KPW proxy
signature scheme [20]. This method can not only reduce the local computing
overhead of entities, but also make the proxy signature have the property of
homomorphism.

• The signature verification phase of our scheme includes the verification
of computing behavior of proxy signer. In the above functional signature
schemes, the verifier needs to calculate m∗ = f(m) again, where m∗ is the
calculation result sent by the proxy signer, and f(m) is calculated locally
by the verifier. When the function f has many parameters, additional com-
putational overhead will be introduced. On the contrary, our scheme takes
the function f as the input of signature verification and achieves the purpose
of verifying homomorphic signature and proxy signer’s computing behavior
through a verification equation.
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• Our scheme does not need to dictate that proxy signer must be completely
honest. After the DO entrusts the messages and authorization information to
the proxy signer, the proxy signer may not honestly sign the message content
specified by the DO due to computing costs or other reasons. Our scheme
adopts sampling verification to verify the computing behavior. The idea is a
compromise between simple aggregate authentication of proxy signature and
batch verification, which can effectively solve the problem of tampered data
passing verification in simple aggregation authentication and low efficiency of
batch verification.

Organization. The organization of the rest of this paper is as follows. We review
the existing homomorphic signature, proxy signature and functional signature
schemes in Related Works. We introduce the knowledge needed in Preliminaries.
The system model and security model are presented in System Model And Secu-
rity Model and the construction and security proof of algorithm are proposed
in Construction. Then, in Applications Discussion, we discuss its application in
blockchain and UAVs. Finally, we conclude this paper in Conclusion.

2 Related Works

2.1 Homomorphic Signature

Homomorphic signature means that any entity is allowed to perform homo-
morphic operations on the authenticated messages to generate a new data and
obtain a valid signature of the new data without a secret key. Specifically, DO
has a string of messages m = (m1,m2, . . . ,mn) and generates the original
signatures σ = (σ1, σ2, . . . , σn). An aggregator can use m and σ to generate
aggregated message m =

∑n
i=1 fimi and homomorphic signature σ =

∏n
i=1 σfi

i ,
where fi is an integer. Boneh et al. [2] proposed a linear homomorphic signature
scheme applied to network coding in 2009. The intermediate routing node in the
scheme, that is, an aggregator, can linearly random code several packet vectors
(v1,v2, ...,vn ) received to generate an aggregated vector v =

∑n
i=1 fivi , and the

signatures (σ1, σ2, . . . , σn) of the above vectors are correspondingly linear aggre-
gated to generate a homomorphic signature σ =

∏n
i=1 σfi

i , and then the σ and v
are forwarded, where fi is an integer randomly selected by intermediate routing
node. This scheme can resist the pollution attacks in network coding and improve
the network throughput and robustness. However, the linear aggregation func-
tion f = (f1, f2, . . . , fn) in this scheme is randomly selected and is not specified
by DO, which makes the scheme limited in similar cloud computing scenarios.
Guo et al. [3] proposed an authorized function homomorphic signature scheme,
in which the linear function f is specified by DO instead of randomly selected,
so the homomorphic signature scheme can be applied to the field of outsourced
computation and solve the problem existing in Boneh’s scheme. Recently, some
scholars have proposed multi-key homomorphic signature scheme [5] and certifi-
cateless homomorphic signature scheme [6], which greatly enrich the theory of
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homomorphic signature. However, for entities with weak computing power, the
work of generating the original message signatures in the above schemes will be
very time-consuming.

2.2 Proxy Signature

Another related notion is proxy signature, in which DO can designate a proxy
signer to generate valid signatures on behalf of DO. This concept was first pro-
posed by Mambo et al. [11], and many proxy signature schemes suitable for
different scenarios have emerged successively, such as proxy signature scheme
with authorized certificate [20], threshold proxy signature scheme [21], multi-
proxy signature scheme [22] and so on. For compactness, the authors of [12]
combined the advantages of aggregate signature and proxy signature, and first
proposed the concept and scheme of aggregate proxy signature, but the scheme
does not have homomorphic property. Recently, Xu et al. [23] proposed an effi-
cient certificateless designated verifier proxy signature scheme and applied it
to Smart City. However, to the best of our knowledge, most proxy signature
schemes have no homomorphism. In our scheme, we combine the homomorphic
signature with the proxy signature and propose a homomorphic proxy signature
scheme, which extends the application scenarios of homomorphic signature and
proxy signature.

2.3 Functional Signature

Boyle et al. [16] proposed the concept of functional signature for the first time,
in which DO hands out a specified function f and message m to allow a specified
proxy to calculate f(m) and verifier could verify the computing behavior of the
proxy. The authors of [17] proposed a decentralized functional signature scheme,
in which there are multiple authorities and each one is able to certify a specific
function. Liu et al. [18] proposed a distributed functional signature scheme, which
adopts the idea of secret sharing and divides the signing key of function f into
n shares and distributes them to n different parties. Only when all fi(m) is
provided can the final f(m) be recovered, where fi(m) is a sub secret. But the
problem with the above schemes is that the verifier will calculate f(m) again.
This can be time-consuming if the verifier is an entity with weak computing
power.

3 Preliminaries

3.1 Bilinear Groups and Hardness Assumption

Bilinear Groups. Let G1 and G2 be two cyclic groups of large prime order q,
e : G1 × G1 → G2 be a symmetric pairing, it satisfies the following properties:

• Bilinearity: e(ga, hb) = e(g, h)ab = e(gb, ha), for all g, h ∈ G1 and a, b ∈ Zq.
• Non-degeneration: Assuming g and h are the generators of G1, then e(g, h)

is a generator of G2, i.e., e(g, h) �= 1.
• Computability: ∀g, h ∈ G1, e(g, h) can be efficiently calculated.



AFHPS: An Authorized Function Homomorphic Proxy Signature Scheme 299

Hardness Assumption. Given three randomly chosen elements g1, g2, g2
a ∈

G1 for some unknown a ∈ Zq, calculate g1
a ∈ G1.

Let Advco−CDH
A,G1

= Pr[g1a ← A(g1, g2, g2a)] be the probability of a PPT
adversary solving the co-CDH problem. We say that the co-CDH problem is
hard in G1 if no PPT adversary has non-negligible probability Advco−CDH

A,G1
.

3.2 Notions

Here, we give the key concepts and representation symbols of this paper, as
shown in Table 1.

Table 1. Notation Definitions

Variable Definition

DO Data Owner

skD, skp secret keys of DO and proxy signer

pkD, pkp public keys of DO and proxy signer

(G1, G2) bilinear groups

g1, g2 two generators of G1

Z∗
q {1, 2, ..., q − 1}

H1, H2 hash functions

{0, 1}∗ a sequence of binary number

mw an authorization information

xp secret key of proxy signature

yp public key of proxy signature

(σ, r) a signature

σmw a warrant of authorization information

m̂ aggregated message

σ̂ homomorphic signature

3.3 Homomorphic Signature

In this paper, a homomorphic signature scheme consists of five PPT algorithms.

• Setup: Taking as input a security parameter 1λ and a maximum length of
data l, the algorithm outputs the system parameter params.

• KeyGen: This algorithm takes as input params, and outputs two pairs of
keys (sk, pk) of DO and proxy signer.

• Sign: The algorithm takes as input sk, message m and an indicator i. This
algorithm outputs a signature σi.
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• Eval: The algorithm takes as input messages m = (m1,m2, . . . ,mn), signa-
tures σ = (σ1, σ2, . . . , σn) and a linear function f = (f1, f2, . . . , fn). The
algorithm outputs an aggregated message m̂ and a homomorphic signature
σ̂.

• Verify: This algorithm takes as input m = (m1,m2, . . . ,mn), σ =
(σ1, σ2, . . . , σn), m̂, σ̂, a linear function f and public key pk. This algorithm
outputs a bit b ∈ {0, 1} indicating whether the σ̂ is correct or not.

3.4 KPW Proxy Signature

In this paper, we use the KPW proxy signature scheme [20] to construct our
scheme. KPW proxy signature scheme consists of five PPT algorithms.

• ProxyGen: DO generates a random number k ∈R Zq, and compute K = gk

mod q. DO concatenates mw and K, and hashes the result: e = h(mw,K),
where the information on the delegation should be described in a warrant
mw. After that, DO computes Cmw

= skD × e + k mod q.
• ProxyDelivery: DO gives (mw, Cmw

,K) to a proxy signer in a secure manner.
• ProxyVer: Proxy signer confirms e = h(mw,K) and gCmw = pke

D × K mod
q. After confirming the validity of (mw, Cmw

,K), the proxy signer calculates
an alternative proxy signature key xp = Cmw

+ skp × e mod q, where skp is
the secret key of the proxy signer.

• ProxySign: For signing a message m, the proxy signer uses the xp to exe-
cute the ordinary signing operation. Then the proxy signature on m is
(m,Signxp

(m),K,mw).
• Verify: The verifier first calculates e = h(mw,K) and yp = (pkD × pkp)e × K

mod q, and checks the correctness of mw, where yp is public key of proxy
signature and pkp is public key of proxy signer. Then uses the signature
verification algorithm to verify the signature Signxp

(m).

4 System Model and Security Model

4.1 Formal Definition

Our authorized function homomorphic signature scheme with sampling batch
verification consists of seven PPT algorithms, as follows.

• Setup (1λ, l): On input a security parameter 1λ and an integer l, this algorithm
outputs system parameter params.

• KeyGen (params): On input system parameter, DO and proxy signer run
this algorithm, which outputs DO’s key (skD, pkD) and proxy signer’s key
(skp, pkp).

• Delegation (mw, skD): On input an authorization information mw = (m, f =
(f1, f2, . . . , fn), pkp) and DO’s secret key skD, where fi ∈ Z∗

q . This algorithm
outputs an authorization warrant σmw

= (Cmw
,K0).
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• PKeyGen(mw, σmw
, pkD, skp, pkp): On input an authorization information

mw, an authorization warrant σmw
, DO’s public key pkD and proxy signer’s

key (skp, pkp), this algorithm outputs a pair of proxy signature key (xp, yp).
The secret key xp is kept by proxy signer, and the public key yp is published.

• PSign (xp,m, i): On input the proxy signature secret key xp, a message m and
an indicator i. This algorithm is run by proxy signer and outputs a signature
(σi, ri) on m, where ri is selected randomly.

• Eval(mw, {σi, ri}n
1 ): On input an authorization information mw and n sig-

natures {σi, ri}n
1 from the same DO, this algorithm outputs the evaluated

m̂ = f(m) and homomorphic signature σ̂ =
∏n

i=1 σfi

i .
• Pverify (mw, {σi, ri}n

1 , σmw
, m̂, σ̂, pkD, yp): On input the authorization infor-

mation mw, n signatures {σi, ri}n
1 , the authorization warrant σmw

, the eval-
uated message m̂, homomorphic signature σ̂, DO’s public key pkD and proxy
signature public key yp. This algorithm verifies correctness of homomorphic
signature σ̂ and calculation behavior.

4.2 System Model

Our scheme consists of three parts: DO, Proxy Signer and Verifier. The detailed
work of these three parties is as follows.

• DO: DO is the data owner and is responsible for generating the authorization
information mw and the signature σmw

of the authorization information.
• Proxy Signer: The proxy signer is semi-honest and responsible for generating

proxy signature key and proxy signatures {σi, ri}n
1 for messages m speci-

fied by DO, using authorized function f to linearly aggregate messages and
generate homomorphic signature σ̂ for aggregated message.

• Verifier: The verifier is mainly responsible for verifying the correctness of
homomorphic signature and calculation behavior of proxy signer.

4.3 Security Model

We only consider one type of unforgeability in our scheme: proxy signature
unforgeability. Proxy signature unforgeability means that, except the proxy
signer, anyone else including DO cannot generate a valid proxy signature on
behalf of the proxy signer. At the same time, the verifier will verify the autho-
rization information and include the authorized function f in the homomorphic
signature verification, so even if the existing signature is used for other function
operations, it cannot be verified successfully.

We suppose that the adversary A could obtain the delegation from DO, but
it does not know secret key of the proxy signer. The adversary A can adaptively
query the hash values of messages. Then, the simulator S returns the hash values
of the messages queried by the adversary. And adversary A could also adaptively
query the signatures of messages. As a response, the simulator S returns the
signatures of the messages queried by the adversary. Finally, the adversary A
sends the forged signature to the S. The detailed security model is as follows.
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• Setup: The simulator S sets an instance of co-CDH to simulate the signature
algorithm. S generates a pair of keys for proxy signature and sends the public
key to A.

• Hash Query: A can make a serious of queries for the hash values of messages.
S uses the random oracle to generate the hash values of messages specified
by A and sends them to A.

• Sign Query: A can also make some queries for the signatures of messages
adaptively. S uses the simulated signature algorithm to generate the signa-
tures of messages queried by A and returns them to A.

• Forgery: After having some hash values and signatures, A forges the signature
σ∗ of an unqueried message m∗ and sends the forged result to S.

The adversary A wins the game if PVerify (σ∗,m∗, yp) = 1, and m∗ does not
appear in sign queries.

5 Construction

5.1 Specific Algorithm

Below we show a concrete construction of our scheme.

• Setup (1λ, l): Let (G1, G2) be bilinear groups satisfying |G1| = |G2| = q,
where q is a prime number, g1 and g2 be the generators of G1. The bilinear
map is given by e : G1 × G1 → G2. Define hash functions H1 : {0, 1}∗ → Z∗

q ,
H2 : {0, 1}∗ × {0, 1}∗ → G1. H2 will be viewed as random oracle in security
proof. The security parameter is λ. l is the maximum length of data. The
system parameter is params = (G1, G2, q, g1, g2, e, λ, l,H1,H2).

• KeyGen (params): DO sets a secret key skD = x0, where x0 is randomly
selected in Z∗

q . Then DO computes the public key pkD = gx0
2 . The proxy

signer randomly selects an xB ∈ Z∗
q as the secret key skp = xB and computes

the public key pkp = gxB
2 .

• Delegation (mw, skD): DO sets an authorization information mw =
(m, f, pkp), where m = (m1,m2, . . . ,mn) is a message vector authorized
by DO, f = (f1, f2, . . . , fn) is a linearly function authorized by DO and
pkp is the public key of proxy signer. Then DO randomly selects a k0 ∈ Z∗

q

and computes K0 = gk0
2 . Finally, DO computes the signature Cmw

of mw,
where Cmw

= x0 × H1(m||f ||pkp) + k0. This algorithm outputs warrant
σmw

= (Cmw
,K0).
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• PKeyGen(mw, σmw
, pkD, skp, pkp): After receiving the (mw, σmw

) sent by
DO, proxy signer first verifies the equation g

Cmw
2 = pk

H1(m ||f ||pkp)
D ×K0 holds.

If the authentication passes, the authorization information mw is granted by
DO. Then proxy signer computes public and secret key of proxy signature:
xp = Cmw

+ xB × H1(m||f ||pkp), yp = g
xp

2 = (pkD × pkp)H1(m ||f ||pkp) × K0.
This algorithm outputs the secret key and public key (xp, yp) of proxy signa-
ture.

• PSign (xp,m, i): Given a message m, the proxy signer selects a random num-
ber ri ∈ Z∗

q , then computes σi = (H2(m, ri) × gm
1 )xp . Finally, this algorithm

outputs (m, (σi, ri)).
• Eval(mw, {σi, ri}n

1 ): Given mw = (m, f, pkp) and signatures {σi, ri}n
1 of

m = (m1,m2, . . . ,mn), the proxy signer first computes m̂ =
∑n

i=1 fimi, then
generates the signature of m̂: σ̂ =

∏n
i=1 σfi

i . This algorithm output (m̂, σ̂).
• Pverify (mw, {σi, ri}n

1 , σmw
, m̂, σ̂, pkD, yp): Verifier first verifies the equation

g
Cmw
2 = pk

H1(m ||f ||pkp)
D × K0 holds. If the verification passes, the autho-

rization information mw is granted by DO. Then verifier verifies the signa-
ture of a single message using random sampling batch verification algorithm:
verifier selects k random numbers α = (αi1 , αi2 , . . . , αik) and k messages
from m = (m1,m2, . . . ,mn) randomly, where k is 1 ≤ k ≤ n. Then veri-
fier computes m

′
=

∑ik
i=i1

αimi and σ
′

=
∏ik

i=i1
σi

αi , verifies the equation

e(σ
′
, g2) = e(gm

′

1 ×∏ik
i=i1

H2(mi, ri)
αi , yp) holds. If true, the proxy signer has

honestly signed the messages specified by DO. Finally, the verifier verifies the
equation e(σ̂, g2) = e(gm̂

1 ×∏n
i=1 H2(mi, ri)fi , yp). If the verification passes, it

means that the proxy signer has honestly calculated the messages using the
authorized function f specified by DO.

5.2 Correct Analysis

Theorem 1. The proposed scheme is correct.

Proof. For a single signature verification, the correctness of the verification is
proved as follows:

e(σi, g2)
= e((H2(m, ri) × gm

1 )xp , g2)

= e(H2(m, ri) × gm
1 , g

xp

2 )
= e(H2(m, ri) × gm

1 , yp)

(1)
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For homomorphic signature verification, the correctness of the verification is
proved as follows:

e(σ̂, g2) = e(
n∏

i=1

σfi

i , g2)

= e(
n∏

i=1

((H2(mi, ri) × gmi
1 )xp)fi , g2)

= e(
n∏

i=1

(H2(mi, ri) × gmi
1 )fi , g

xp

2 )

= e(
n∏

i=1

(H2(mi, ri)fi × gfimi

1 ), gxp

2 )

= e(
n∏

i=1

gfimi

1 ×
n∏

i=1

H2(mi, ri)fi , g
xp

2 )

= e(g
∑n

i=1 fimi

1 ×
n∏

i=1

H2(mi, ri)fi , yp)

= e(gm̂
1 ×

n∏

i=1

H2(mi, ri)fi , yp)

(2)

5.3 Security Proof

Theorem 2. The proposed scheme is unforgeable against chosen message
attacks under the co-CDH assumption.

Proof. Suppose A is a probabilistic polynomial time adversary who is capable
to break the proposed scheme with non-negligible probability. S is a simulator
who aims to compute ga

1 given a co-CDH instance (g1, g2, ga
2 ). S can obtain the

solution of the co-CDH instance by playing the following interactive game with
A.

• Setup: S receives the co-CDH challenge {g1, g2, g
a
2} and must output ga

1 . S
sets g1 = g1, g2 = g2, y = ga

2 . The secret key a is not known to A.
• Hash Query: When A submits a fresh query H2(mi, ri) for random mi, S gen-

erates random values ri and p. S then stores {mi, ri, p} in H−list and returns
H2(mi, ri) = gp+ri

1 .If mi was queried before, S searches for the existing record
from H − list and returns the same H2(mi, ri) = gp+ri

1 .
• Sign Query: When A submits a signing query for mi, we assume the hash

query has already been made. If not, S goes ahead and computes the hash
query first. In either case, S can recover {mi, ri, p} from H − list and let
σi = (H2(mi, ri) × gmi

1 )a = (gp+ri

1 × gmi
1 )a = (gp+ri+mi

1 )a and returns it.
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• Forgery: Suppose A produces a valid (m∗, (σ∗, r∗)) pair where the signature
of m∗ is never queried by A before, if r∗ = ri S aborts; if r∗ �= ri, S goes
ahead to solve the co-CDH assumption:

(
σ∗

σi
)

1
r∗+m∗−(ri+mi)

= (
gp+r∗+m∗
1

gp+ri+mi

1

)
a

r∗+m∗−(ri+mi)

= (gr∗+m∗−(ri+mi)
1 )

a
r∗+m∗−(ri+mi)

= ga
1

(3)

However, the above result obviously contradicts the hardness of co-CDH,
since based on the assumption of co-CDH, it is intractable to solve within poly-
nomial time. In other words, the assumption, that A is a PPT adversary who
is capable to break the proposed scheme with non-negligible probability, is not
true.

6 Applications Discussion

Recently, UAVs are widely used in various fields including military, industry,
agriculture and so on, with advantages due to economies of scale. However, due
to the characteristics of short battery life, weak computing power and limited
storage of UAVs, it is difficult and inconvenient to share and storage data among
UAVs. Fortunately, the rapid development of decentralized blockchain has effec-
tively solved the problem of data sharing and storage of UAVs, which makes a
UAV store its own data in blockchain for other UAVs to use. In addition, in some
special scenarios, UAVs need to calculate the collected data before storing them
in blockchain. To reduce computing overhead, data processing can be leveraged
using cloud computing technology. But the problem is, how to ensure that the
cloud server has specified the calculation of the messages specified by the UAVs.
In more details, if the cloud server stores the wrong calculation results in the
blockchain, then other UAVs will be difficult to detect.

In order to solve this problem, we will show how to use AFHPS to achieve
data authentication and ensure the correctness of the computing behavior and
calculation results of the cloud server.

The application of our scheme in the field of blockchain and UAVs is shown
in Fig. 1.

At first, UAV1 uploads authorization information to the blockchain, where
authorization information includes data, linear function, and public key of cloud
computing center.

The cloud computing center reads authorization information from the block-
chain. First, the cloud computing center verifies the integrity of the authorization
information. If the verification passes, it generates the proxy signature key, and
uses the key to calculate the signatures of data. At the same time, the cloud com-
puting center calculates aggregated data based on the linear authorized function
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Fig. 1. The application in the field of blockchain and UAVs.

contained in the authorization information and generates homomorphic signa-
ture of the aggregated result. Finally, the cloud computing center submits the
signatures of original messages, aggregated result and homomorphic signature
to the blockchain.

When other UAVs access the aggregated result, first verify that the autho-
rization information is correct. If correct, the random sampling batch verification
algorithm is used to further check the proxy signature of a single message gen-
erated by the cloud computing center. If the verification equation holds, other
UAVs can assume that the cloud computing center has honestly signed the data
in the blockchain. Next, UAVs will verify the aggregated result and homomor-
phic signature. Finally, under the premise of verification, UAVs can use the
aggregated data to complete the set task.

AFHPS can ensure the integrity of data in the blockchain. Because of adopt-
ing the way of signature batch verification, when the cloud computing center
stores wrong information, UAVs could detect them with low computational over-
head. At the same time, with the use of blockchain, the storage overhead of UAVs
is also reduced.

7 Conclusion

In this paper, we introduce the notion of authorized function homomorphic proxy
signature with sampling batch verification, which enables the data owner to del-
egate the signature ability of the original messages and the specified calcula-
tion function to the proxy signer and control its behavior. We give a concrete
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construction, which is based on homomorphic signature, proxy signature and
functional signature. Then we prove that our scheme satisfies the unforgeability.
Finally, we discuss its application in UAVs and blockchain.
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Abstract. E-voting protocols based on the blockchain can ensure secure
and fair voting without a trusted third party. Nonetheless, the majority
of current blockchain-based voting protocols only permit yes/no voting
for a single candidate. This paper proposes an electronic voting proto-
col utilizing blockchain technology that supports score voting for mul-
tiple candidates. Compared with conventional yes/no voting methods,
the main challenges of score-based voting are how to ensure that the
score assigned for each candidate by a voter is in a defined range, the
sum of scores voted by one voter is a predefined constant and the pri-
vacy of the voting scores is protected. In our protocol, two types of zero-
knowledge proofs, i.e., zero-knowledge proof for set membership (ZKSM)
and zero-knowledge sum proof (ZKSP) are used to satisfy the two key
requirements of the score constraint. Meanwhile, based on the distributed
ElGamal encryption algorithm and Paillier algorithm, we design a novel
encryption algorithm to encrypt the ballots, which improves the effi-
ciency of computing the voting results while supporting robustness so
that even if some voters abstain or cast invalid votes, the voting results
can still be directly computed by each voter without restarting the proto-
col. The security analysis shows that our voting protocol achieves maxi-
mal ballot secrecy, anonymity, eligibility, resistance against multi-voting,
robustness, and dispute-freeness. The performance analysis demonstrates
the effectiveness and practicality of our voting protocol.

Keywords: Score-based Voting · Blockchain · Zero-knowledge Proof ·
Self-Tallying

1 Introduction

Voting serves as an equitable and efficient mechanism for making decisions, thus,
playing a critical role in contemporary society. With the emergence and devel-
opment of blockchain technology, numerous blockchain-based electronic voting
protocols have been proposed. Blockchain [1] is a decentralized, tamper-proof,
and traceable distributed ledger that can increase the security and transparency
of the voting scheme while reducing reliance on third-party organizations in
traditional electronic voting.
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In 2017, McCorry et al. [2] proposed the first decentralized self-tallying elec-
tronic voting protocol based on blockchain. By utilizing smart contracts, their
solution effectively eliminated the need for a trusted third party in the voting
process. Afterward, a subsequent study [3] proposed an Ethereum-based vot-
ing system that provided privacy protection, eligibility, and fairness for voters.
Unfortunately, both systems [2,3] are only suitable for small-scale board voting.
Li et al. [4] developed a blockchain-based self-tallying electronic voting protocol
in Internet of Things (IoT) environment. This innovative solution addressed key
requirements such as fairness, dispute-freeness, and ballot privacy, but did not
account for true abstentions and incurred a higher tallying overhead.

Existing research on electronic voting has mostly focused on yes/no voting
with multiple candidates for single-seat elections, with little attention paid to
flexible voting paradigms [5]. However, score voting electoral systems are widely
used in various elections, where voters rate each candidate with a score, the
scores are summed or averaged, and the candidate with the highest score is
elected. Cramer et al. [6] first introduced this problem in 1996 and proposed
a “1-out-of-m” multi-candidate voting scheme in 2000. However, its computa-
tional complexity is too high, and thus it is not suitable for practical use. Yang et
al. [7] proposed a blockchain-based self-tallying system to support score voting.
However, in their system if more than one abstention occurs, the tally calcula-
tions are inherently very complex. Dery et al. [8] designed a score-based voting
protocol that can implement five different voting rules. However, this protocol
incurs high computational and communication costs due to certain score-based
algorithms and MPC-based tally schemes.

In this paper, we propose a blockchain-based voting protocol supporting
score voting that simultaneously achieves full decentralization, self-tallying, legit-
imacy, robustness and can resist multi-voting. Specifically, the contributions are
summarized as below:

– We propose a scored-based voting protocol based on blockchain and homo-
morphic encryption, which can achieve decentralized multi-candidate scored-
based voting with self-tallying function. The protocol also allows voters to
cast anonymous and unlinkable electronic ballots securely.

– Our protocol proposes two types of zero-knowledge proofs, i.e., zero-
knowledge proof for set membership (ZKSM) [9] and zero-knowledge sum
proof (ZKSP) [10]. These proofs allow voters to prove the validity of their
ballots to verifiers without revealing the specific content of their votes, i.e.,
prove that each evaluation score in the ballot is within a defined range and
that the sum of the scores of each ballot is equal to a predefined constant.

– Our protocol achieves maximum ballot secrecy and robustness. Based on the
distributed ElGamal encryption algorithm [11] and Paillier algorithm [12], we
have designed a novel encryption algorithm to encrypt the ballots, so that the
vote of each voter can be kept confidential as long as all other voters in the
voting group do not collude. In our protocol, even if some voters abstain or
cast invalid ballots, the voting result can still be calculated directly by each
voter without restarting the protocol.
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2 Preliminaries

2.1 Score-Based Voting

Score-based voting is a method of election that involves the use of a scorestyle
ballot. In this type of voting, voters are required to assign a certain number of
points within a specified range, such as 0 to 5 or 1 to 10, to each candidate. The
total score for each ballot must be equal to a predetermined number set by the
election organization. After the vote casting, the scores of each candidate are
tallied and then the individual with the highest total score is elected.

An example is shown in Fig. 1 to demonstrate the ballot of score-based voting.
There are three candidates and the total evaluation score in each ballot must add
up to 6. A voter can choose to allocate their votes equally across all candidates
(as seen in ballot 1); or to only support one candidate (as seen in ballot 2); or
to assign various scores to different candidates (as seen in ballot 3). It is clear
that score-based voting is more versatile than the traditional ‘yes-or-no’ voting
found in many existing works [13,14].

Ballot 1

A 2

B 2

C 2

Ballot 3

A 1

B 2

C 3

Ballot 2

A 0

B 6

C 0

Fig. 1. Score-based election instructions for three voters and three candidates.

2.2 One-Time Ring Signature

In electronic voting systems, one of the main issues is anonymity, i.e., the rela-
tionship between the voter and his ballot cannot be disclosed. We adopt the
one-time ring signature (OTRS) proposed by Nicolas van Saberhagen [15,16],
which ensures that a voter with one key pair can sign a ballot only once.

The parameters in OTRS are defined as follows [17]: Fq is a cyclic group
with a prime number q as its order, E(Fq) refers to an elliptic curve defined
over the finite group Fq. The base point of the curve E(Fq) is represented by
G, while the order of the base point is denoted by l. Assuming that Hs is a
cryptographic hash function that maps a binary sequence with arbitrary length
to a finite field F module q, and Hp is a cryptographic hash function that maps
finite field points on an elliptic curve to themselves.
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Signature Generation (SG). In the scheme where a legal signer possesses
a private key xs associated with the public key Ps, where s ∈ [n], and a set
of public keys {Pi}i∈[n] is given, the signer generates a “key image” denoted as
I = xsHp(Ps). Then, the signer applies the transformations to the key image.

Li =

{
qiG, i = s

qiG + wiPi, i �= s
(1)

and

Ri =

{
qiHp(Pi), i = s

qiHp(Pi) + wiI, i �= s,
(2)

where qi and wi are random numbers from the [1, ..., l], the signer then computes

c = Hs(m,L1, ..., Ln, R1, ..., Rn) (3)

ci =

{
wi, i �= s

c − ∑n
i=1 ci (mod l), i = s

(4)

ri =

{
qi, i �= s

qs − csx, i = s
(5)

Then, the one-time ring signature is generated as

σ = (I, c1, ..., cn, r1, ..., rn) (6)

Signature Verification (SV). Any verifier can calculate the transformations{
Li

′ = riG + ciPi

Ri
′ = riHp(Pi) + ciI

, i ∈ [n] (7)

then checks whether the following equation holds true or not:

n∑
i=1

ci = Hs(m,L1
′, ..., Ln

′, R1
′, ..., Rn

′) (8)

3 System Model and Security Requirement

3.1 System Model

The framework of ASEV is shown in Fig. 2, which contains four kinds of entities,
i.e. a blockchain platform, an election organizer (EO), a set of candidates and
a set of voters.

– Blockchain: The blockchain has the responsibility of storing all public param-
eters and encrypted ballots, and executing smart contracts.
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Fig. 2. The framework of the blockchain-based self-tallying voting system.

– Election organizer: The election organizer is responsible for initializing the
voting system and announcing important parameters, creating and publishing
smart contracts, and verifying voters’ identity.

– Candidates: Candidates refers to a group of qualified individuals eligible for
election participation.

– Voters: A collection of eligible users who have been granted the right to vote
in an election and who are required to cast their ballots by the deadline,
otherwise they are considered to have abstained.

3.2 Security Requirements

Maximal Ballot Secrecy. The encrypted ballot Bi of a voter ensures that no
information about his original vote is revealed to anyone.

Anonymity. Anonymity requires that the correspondence between voter identity
and ballot be kept secret.

Eligibility. Only successfully registered voters can submit their ballots.

Resistance Against Multi-voting. In the voting process, each voter can only vote
once. If a voter casts more than one ballot, only one of them can be included in
the calculation of the voting result.

Self-tallying. Once all ballots have been cast, any voter in the system can calcu-
late the result of the voting.

Robustness. In the self-tallying voting system, robustness means that the voting
result is counted correctly even if some voters do not vote or cast illegal ballots.
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Dispute-Freeness. Dispute-freeness means that each voter’s ballot must be in
the correct form as defined in the voting protocol, that the ballot is correctly
counted, and both can be publicly verified.

4 Concrete Construction

Consider an election with n voters denoted by V = {V1, ..., Vn}, which is to
be conducted for m candidates denoted by C = {C1, . . . Cm}. Let S be a fixed
number representing the total evaluation score for each ballot. In score-based
voting rules, every voter Vi, where i ∈ [n] := {1, ..., n}, creates a ballot vector of
the form si = (si1, ..., sim). Here, each single evaluation point sij assigned to a
candidate must not be less than zero, and the sum of all the evaluation points
of each ballot must be equal to S, i.e., 0 � sij � S and

∑m
j=1 sij = S. The

aggregated score of candidate Cj , where j ∈ [m], is denoted by Sj [18,19].

4.1 Registering Phase

During this phase, each voter Vi submits a registration request, his identity
IDi and other evidence to the election organization EO. Upon EO verifying
the authenticity of the information provided, Vi can participate in the voting.
Then EO initializes the voting and publishes the system parameters, and voters
generate their public keys.

Setup(k) → (params, λ) : Setup algorithm generates the system’s public param-
eters params = (N, g,G) by taking the security parameter k as input, where
N = pq (p and q are two large primes of equal length), g ∈ G is an element
with an order that is a non-zero multiple of N . The group G is defined as Z

∗
N2 .

Additionally, EO securely sends the secret parameter λ = lcm(p − 1, q − 1) to
Vi, and publics the public parameters params.

KeyGen(k)→ (xi, yi): Taken a security parameter k as input, the voter Vi chooses
a random number xi ∈ Z

∗
p as his private key, and computes his public key

yi = gxi .

4.2 Voting Phase

During the voting phase, each voter Vi decides his choices and generates an
encrypted ballot, a one-time ring signature, and corresponding zero-knowledge
proof. Then Vi submits the ballot and signature, along with the zero-knowledge
proof to the blockchain.

Vote(xi, {sij}j∈[m] , {yi}i∈[n]) → (Bi, σi,ΠBi
) : This algorithm is operated by

each voter Vi. Vi chooses an score sij for each candidate Cj , j ∈ [m]. It is required
that 0 � sij � S and

∑m
j=1 sij = S. Taking Vi’s secret key xi, score {sij}j∈[m]

and the public keys {yi}i∈[n] as input, Vi generates a encrypted ballot Bi =
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Algorithm 1: Zero-knowledge proof for set membership (ZKSM)
Input : The voter Vi’s public key yi and encrypted ballot Bi = (bi1, ..., bim)
Output : Π1

Vi
= (Π11

Vi
, ..., Π1m

Vi
)

begin
for j=1 to m do

choose random
ρ, eα, dα ∈ Z

∗
p, α ∈ [0, S] \ {k}

calculate

aα = geαyλdα
i

bα = weα
i (

bij

gsiα )
λdα

ak = gρ

bk = wρ
i

for τ ∈ [0, S] do
Set

aτ = geτ yλdτ
i ; bτ = weτ

i (
bij

gsiτ )
λdτ

end
calculate
c = H(bij , {aτ , bτ}τ∈[0,S])

dk = c − ∑
α∈[0,S]\{k} dα

ek = ρ − λxidk

Π1j
Vi

= (bij , c, {aτ , bτ , dτ , eτ}τ∈[0,S])

end

return Π1
Vi

= (Π11
Vi

, ..., Π1m
Vi

)

end

Algorithm 2: Zero-knowledge sum proof (ZKSP)
Input : The voter Vi’s public key yi and encrypted ballot Bi = (bi1, ..., bim)
Output : Π2

Vi

begin
choose random
x̃i ∈ Z

∗
p

calculate

ỹi = gx̃i

b̃i = wλmx̃i
i

c = H(yi, ỹi,
∏m

j=1 bij , b̃i)

x̄i = x̃i − cxi

return Π2
Vi

= (yi, ỹi, x̃i,
∏m

j=1 bij , b̃i, c)

end
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(bi1, ..., bim). To guarantee the privacy of score set {sij}j∈[m], Vi encrypts each

sij as bij = wxi
i gsij rN

ij (mod N2), where wi =
∏i−1

j=1 yj/
∏n

j=i+1 yj , and rij ∈ Z
∗
p

is a random number.
Then voter Vi generates a ring signature σi on Bi by running OTRS.SG

algorithm. Next, Vi runs Algorithm 1 to prove that the encrypted score is in
the predefined range (i.e., {sij} ∈ [0, S]). Then, Vi proves

∑m
j=1 sij = S through

the Algorithm 2. The ΠBi
for the ballot Bi is denoted as ΠBi

=
{
Π1

Vi
,Π2

Vi

}
.

Finally, Vi submits Bi||σi and the proof ΠBi
to blockchain.

Algorithm 3: Verification of proof Π1
Vi

generated by Algorithm 1

Input : The voter Vi’s proof Π1
Vi

= (Π11
Vi

, ..., Π1m
Vi

)
Output : 0 or 1

begin
for j=1 to m do

if c �= ∑S
τ=0 dτ then

return 0
end
for τ ∈ [0, S] do

if (aτ �= geτ yλdτ
i )|| (bτ �= weτ

i (
bij

gsiτ )
λdτ

) then

return 0
end

end

end
return 1

end

Algorithm 4: Verification of proof Π2
Vi

generated by Algorithm 3

Input : The voter Vi’s proof Π2
Vi

= (yi, ỹi, x̃i,
∏m

j=1 bij , b̃i, c)
Output : 0 or 1

begin

if (c �= H(yi, ỹi,
∏m

j=1 bij , b̃i))|| (ỹi �= (yi)
cgx̄i)||

(b̃i �= (
∏m

j=1 bij/gS)λc · wλmx̄i
i ) then

return 0
else

return 1
end

end
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4.3 Counting Phase

In the counting phase, the Verify algorithm is executed to verify the validity of
the ZKPs and signatures. The voting result is computed in two scenarios: i) if
all voters cast their ballots honestly, the Tally algorithm is executed; ii) if some
voters abstain from voting, the Tally-abandon algorithm is executed.

Verify(Bi, {yi}i∈[n] , σi,ΠBi
) → {0, 1} : This algorithm can be run by any party,

which takes the voter Vi’s encrypted ballot Bi and public key yi, the correspond-
ing signature σi and the zero-knowledge proof ΠBi

as input, and runs OTRS.SV
algorithm to check whether the ring signature σi of the ballot is valid and first
used by checking whether the key image Ii has existed. And checks whether the
ballot is in the right form through Algorithm 3 and Algorithm 4. It outputs 1 if
both are correct and 0 otherwise.

Tally
(
{Bi}i∈[n] , λ

)
→ {S1, ..., Sm} : This algorithm, run by any voter,

takes all the ballots {Bi}i∈[n] and λ as input, and computes bj =∏n
i=1 bij =

∏n
i=1 wxi

i gsij rN
ij (mod N2) =g

∑n
i=1 sij (

∏n
i=1 rij)

N (mod N2) and bλ
j

(mod N2) = gλ
∑n

i=1 sij (mod N2). Then the voting result Sj of the candidate
Cj can be computed as Sj =

∑n
i=1 sij = L

(
bλ
j

) · L−1
(
gλ

)
(mod N), where

L(x) = (x−1)
N is a function of x.

Tally-abandon
(
{Bi}i∈D⊆[1,n] , λ

)
→

{
Ŝ1, ..., Ŝm

}
: We assume that D is the set

of voters who submitted valid ballots in the voting phase, and |D| < n. To com-
pute the final result of the voting, each voter Vi, who is in D, publishes ŵxi

i , where
ŵi = (

∏
j∈{i+1,···,n}\D yj)/(

∏
j∈{1,···,i−1}\D yj), and computes the voting result

from all valid ballots as Ŝj =
∑

i∈D sij = L
(
b̂λ
j

)
· L−1

(
gλ

)
(mod N), where

b̂j =
∏

i∈D ŵxi
i bij =

∏
i∈D ŵxi

i wxi
i gsij rN

ij (mod N2) = g
∑

i∈D sij
(∏

i∈D rij

)N

(mod N2).

5 Security Analysis

5.1 Maximal Ballot Secrecy

Each ballot must be encrypted before submission. We use distributed ElGamal
encryption and Paillier encryption algorithm, both of which are semantically
secure. During the verification phase, zero-knowledge proofs ensure that the ver-
ification process does not leak any information about the ballots. In addition, the
tallying is performed on the ciphertext state of the ballots using homomorphic
operations. Therefore, individual ballots do not reveal any useful information
about the voter’s choices.
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5.2 Anonymity

The signature of voter Vi on his encrypted ballot Bi takes the form σi =
(Ii, c

1
i , ..., c

n
i , r1i , ..., rn

i ), where Ii does not reveal Vi’s public key, and cj
i and rj

i

obfuscate Vi’s identity with other voters in the voter group. Thus, with the infor-
mation provided by σ, it is only possible to determine whether Vi is a member
of the voter group, but not his specific identity [20].

5.3 Eligibility

In the registration phase, the ring public key Pi of all valid voters is stored on
the blockchain. When voting, voters must sign the ballot with their ring private
key. However, an adversary without a ring private key cannot generate a valid
signature, so his submitted ballot will be discarded in the counting phase.

5.4 Resistance Against Multi-voting

The key image in the signature σi is used to resist multi-voting. To generate a
valid σi, Vi must calculate the Ii as required, and the Ii in different signatures of
Vi is the same. When there are multiple ballots on the blockchain corresponding
to the same Ii, only one ballot is kept.

5.5 Self-tallying

The result can be calculated by any party in the system without additional help
after all voters have cast their ballots. If all voters submit the correct ballot, the
result is Sj =

∑n
i=1 sij = L

(
bλ
j

) ·L−1
(
gλ

)
(mod N). If some voters abstain, the

legal voters can still calculate the result as Ŝj =
∑

i∈D sij = L
(
b̂λ
j

)
· L−1

(
gλ

)
(mod N) from the uploaded ballots.

5.6 Robustness

Our protocol allows for voter abstention, which means that even if some voters
choose not to cast or cast improperly, the voting results can still be accurately
calculated by running the Tally-abandon algorithm without requiring a restart
of the protocol.

5.7 Dispute-Freeness

Our protocol employs blockchain as a credible bulletin board to ensure that
none of the ballots can be modified. The use of zero-knowledge proof guarantees
that the ballots are generated in the correct format and can be publicly verified.
In the event of any dispute, voters can retrieve their ballots and corresponding
zero-knowledge proofs from the blockchain to verify them.
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6 Implementation Analysis

6.1 Theoretical Analysis

The computational efficiency of a blockchain-based voting protocol that sup-
ports score voting depends mainly on the voting and counting phases. This
section presents a theoretical analysis of the computational cost of the voting
and counting processes, as indicated in Table 1. Below are the definitions of the
parameters. Let n be the number of voters and m the number of candidates.
The total evaluation points in each ballot is represented as S. We denote the
execution time for the multiplication operation as tm; the execution time for the
exponential operation as te; the execution time for hash calculation as th.

In the voting phase, the ballot generation time for each candidate is 3te+2tm.
The overhead of σ increases with the value of n, whereas the zero-knowledge
proof (ZKP) for Bi grows with m and S. The verification overhead for the sig-
nature and ZKP also increases with n and m, respectively. The Tally algorithm
is dominated by multiplication and exponentiation calculations, and it increases
linearly with m. It is noteworthy that the value of tm is considerably smaller
than te such that Tally is efficient. However, in case of abandonment, the Tally-
abandon algorithm is more complex than that of the Tally, including additional
multiplication calculations.

Table 1. Computation Cost of ASEV.

Algorithms Parameter Computation Cost

Vote Bi m · (3te + 2tm)

σi ntm + 2th

Π1
Vi

m · [(4S + 2)te + (2S)tm + th]

Π2
Vi

2te + mtm + th

Verify σi 4ntm + (n + 1)th

Π1
Vi

m(4S)te

Π2
Vi

4te + 2mtm + th

Tally {S1, ..., Sm} m(ntm + 2te)

Tally-abandon
{

Ŝ1, ..., Ŝm

}
2m(ntm + te)

6.2 Experiment Analysis

The performance evaluation of ASEV will be conducted from two perspectives:
firstly, the comparison of time consumption in the voting and counting stages for
different numbers of voters, and secondly, the comparison of time consumption
in the voting and counting stages for different numbers of candidates.
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Experiment Setup. We conduct the experiments on a 64bits Ubuntu-20.04
equipped with the 12th Gen Intel(R) Core(TM) i9-12900K (3.2 GHz). Our codes
are in python with the Pypbc library. For ease of comparison, the execution time
of the operations are summarized as follows.

– tm: the computation cost of multiplication operation in G, which is approxi-
mately 0.0016 ms.

– te: the computation cost of exponentiation operation in G, which is approxi-
mately 0.0209 ms.

– th: the computation cost of hash calculation related to G, which is approxi-
mately 0.0067 ms.
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Fig. 3. Computation cost of different numbers of voters (m = 8, S = 10).
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Fig. 4. Computation cost of different numbers of candidates (n = 10, S = 10).

Implementation Results. Figure 3 displays the time consumption of voting
and counting stages among different numbers of voters when the number of
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candidates is 8. It can be observed from the figure that among the four algorithms
the most expensive one is Vote, due to the fact that Π1

Vi
dominates and is the

most complex zero-knowledge proof among all. The most efficient algorithm is
Tally, which is consistent with our theoretical analysis, as it does not require
zero-knowledge proofs and the equation for vote counting is proportional to the
product of voters’ ballots and linear with the number of voters.

Figure 4 shows the comparison of time consumption in the voting and count-
ing stages for different numbers of candidates when the number of voters is 10.
The time for calculating the voting result in this system does not exceed 1 ms
when the number of candidates increases to 12. The experimental results indi-
cate that as the number of candidates increases, the time consumption in both
the voting and counting stages increases linearly.

7 Conclusion

In this paper, we constructed a blockchain-based self-tallying electronic voting
protocol that enables voters to assign arbitrary scores to different candidates in
a predefined range. This scoring voting scheme is rarely implemented in existing
electronic voting solutions with privacy-preserving mechanisms. The security
analysis shows that our voting protocol achieves the maximal ballot secrecy,
anonymity, eligibility, resistance against multi-voting, robustness, and dispute-
freeness. The performance analysis demonstrates the effectiveness and practi-
cality of our self-tallying voting protocol. In our future work, we will improve
the zero-knowledge proof of encrypted ballots, which is one of the difficulties in
voting protocols.
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Abstract. Lattice reduction algorithm is an important algorithm for
solving lattice Shortest Vector Problem (SVP), which makes it the
primary tool for evaluating the security of lattice-based cryptographic
schemes. Lattice reduction algorithm’s running time and memory depend
on the SVP-Oracle used as a subroutine. In this work, we use lattice
sieving algorithm as the SVP-Oracle, combined with the Self-Dual BKZ
algorithm, to design a new lattice reduction algorithm. Compared to
the previous implementations based on enumeration algorithm, our new
algorithm can produce more accurate results in less time. In addition,
our new algorithm maintains the same computational performance as
the state-of-the-art, i.e. the pump and jump BKZ.

Keywords: Lattice reduction algorithm · Security evaluation ·
Self-Dual BKZ · Lattice sieving

1 Introduction

Lattice-based cryptography has emerged as one of the most attractive areas due
to its excellent properties such as resistance to quantum attacks and algorithmic
simplicity. Currently, lattice-based cryptographic schemes are mostly based on
Learning With Errors (LWE) problem [21] and Short Integer Solution (SIS)
problem [1]. Both problems can be reduced to SVP and solved using the lattice
reduction algorithm. Therefore, improving the lattice reduction algorithm is an
important task for the security evaluation of lattice-based cryptography.

The lattice reduction algorithm can be broadly divided into two categories:
One is the Block-Korkine-Zolotarev (BKZ) algorithm [23], which inputs a lat-
tice basis and blocksizes β and outputs a reduced lattice basis with short vectors
of length related by β. Due to its excellent performance in practice, the BKZ
algorithm has become the most widely used algorithm. There are many improve-
ments to the BKZ algorithm such as BKZ2.0 [8], Progressive BKZ [5], DeepBKZ
[17]. Another algorithm is Self-Dual BKZ algorithm [16], which is based on slide
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reduction [11]. Different with original BKZ algorithm, the slide reduction algo-
rithm works on primal lattice basis and dual lattice basis. In theory, the slide
reduction algorithm performs better, but in real experiments it does not per-
form as well as the BKZ algorithm. In 2016, Micciancio and Walter combined
the characteristics of BKZ algorithm and slide reduction, proposed the Self-Dual
BKZ algorithm, and it yields an excellent approximation factors. However, its
output quality still has a small gap with the BKZ algorithm for the same inputs.

The efficiency of BKZ algorithms depends on the SVP-Oracle used in the
algorithm. The main algorithms used are the enumeration algorithm [20] and
the sieving algorithm [2]. Sieving has a better time complexity in theory but per-
forms poorly in practice, hence many BKZ algorithms use enumeration. However,
sieving has developed rapidly in recent years, and its performance has improved
significantly [6,7,9,14,18]. In the Dramstart Lattice Challenge, sieving holds a
top position on the challenge list [22].

Considering the development of sieving, in this work, we combine sieving with
Self-Dual BKZ and design our new algorithm. Then, according to the feature of
the sieving, we modify the preprocessing steps and the termination conditions
of the algorithm. We test our algorithm in the SVP challenge and ideal lattice
challenge [19] (the ideal lattice structure is never used). The results indicate that,
compared to previous implementation, our algorithm takes less time to achieve
the same or better results, making it more usable.

2 Preliminaries

2.1 Notations

R and Z respectively represents the set of real numbers and the set of integers.
All vectors are denoted by bold lower case letters and should be read as column
vectors. Matrices are denoted by bold capital letters. We write matrix B as B
= [b0,b1, ...,bd−1] where bi is the i-th row vector of B. All the indices in this
article start from zero. 〈, 〉 denotes the inner product of vectors. Norms in this
paper are Euclidean and denoted as ‖ · ‖.

2.2 Lattice and Related Definitions

Definition 1 (Lattice). A lattice L is a discrete subgroup of R
d. A lat-

tice L generated by a basis B which is a set of linearly independent vectors
{b0,b1, ...,bd−1} as L(B)={∑d−1

i=0 vi ·bi | vi ∈ Z}. Where d is the dimension of
the lattice and n is the rank of the lattice. If d = n, the lattice is called a full rank
lattice, and if n ≥ 2, the lattice has an infinite basis. For ease of explanation, in
the following definition we will use the full rank lattice.

Definition 2 (Gram-Schmidt Orthogonalization and Projective Sub-
lattice). For a given lattice basis B, we define its Gram-Schmidt orthogonal
basis B∗ = [b∗

0,b
∗
1, ...,b

∗
d−1] where b∗

i =
∑i−1

j=0 μijb∗
j and μij = 〈bi,b

∗
j 〉

‖b∗
j ‖2 . The
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determinant of the lattice is det(L(B)) =
∏d−1

0 ‖ b∗
i ‖. We denote the orthog-

onal projection by πi : R
d → span(b0,b1, ...,bi−1)⊥ for i ∈ {0, 1, 2, .., d − 1},

and π is used as the identity map. Denote the local projected sublattice L[l:r] =
(πl(bl, ..., πl(br−1))) and the basis is B[l:r].

Definition 3 (Dual Lattice). For a lattice L, the dual lattice of L is defined
as: L̃ = {w ∈ span(L)|〈w,v〉 ∈ Z for all v ∈ L}. It is a classical fact that
det(L̃) = det(L)−1. For a lattice basis B, denote D as the unique matrix so that
BTD = DTB = I. Then L̃(B) = L(D) and D is the dual lattice basis of B.
Given a lattice basis B, its dual basis D is computable in polynomial time, but
requires at least Ω(d3) bit operations using matrix inversion.

Definition 4 (Shortest Vector Problem). The Shortest Vector Problem
(SVP) is given a lattice basis B, find the shortest no-zero vector in L(B). We
use λ1(L) as the norm of the shortest vector. The definition also applies to sub-
lattice and projected sublattice. In this work we named the SVP-Oracle as the
algorithm for solving the SVP.

Definition 5 (SVP Reduction and Dual SVP Reduction). In this work,
we will often modify the lattice basis B to make that satisfied α ‖ b0 ‖≤ λ1(L(B))
for some α ≤ 1, we denote this process as SVP reduction. Moreover, the dual
SVP reduction is to modify the basis B such that its dual basis D satisfies α ‖
dd−1 ‖≤ λ1(L̃(B)).

Definition 6 (Hermite’s Constant). Minkowski’s theorem relates the length
of the shortest vector in a lattice to its dimension, it states λ1(L(B)) ≤√

γd det(L(B))1/d. The γd is Hermite’s constant states Ω(d) ≤ γd ≤ d.

Definition 7 (Gaussian Heuristic). There is another way to evaluate the
length of the shortest vector in a lattice. According to the Gaussian heuristic, we
can predict the shortest vector lengths as: λ1(L) ≈

√
d/2πe · det(L(B))1/d.

2.3 Lattice Reduction

Lattice reduction is the process of taking a basis for a given lattice L and finding
subsequent basis of L with shorter and closer to orthogonal vectors. Generally,
the solution of the SVP is typically obtained by selecting the first vector in the
output of the lattice reduction algorithm. Here we recall several lattice reduction
algorithms and the definitions of reduced basis.

Definition 8 (LLL). The LLL algorithm [15] is a polynomial-time reduction
algorithm. A basis B can be defined as an LLL reduced basis if it satisfies the
following two definitions:

(∀0 ≤ i ≤ d − 1, j < i) μi,j ≤ 1
2

(1)

(∀0 ≤ i < d) ε ‖ b∗
i ‖2≤‖ b∗

i+1 ‖2 +μ2
i+1,i ‖ b∗

i ‖ (2)
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where ε ∈ ( 14 , 1] is a reduction parameter. A d-dimension LLL reduced basis
theoretically has a short vector with a approximation factor δ0 = (4/3)(d−1)/4d.
But in practice, LLL algorithm performs better [12].

Definition 9 (BKZ). The BKZ algorithm [23] can be seen as a generalisation
of the LLL algorithm to larger blocksizes. An BKZ-β reduced basis satisfies two
definitions:

(∀0 ≤ i ≤ d − 1, j < i) μi,j ≤ 1
2

(3)

‖ b∗
i ‖≤ λ1(L[i:min(i+β,d)]) (4)

When β = 2, the BKZ reduction can be seen as LLL reduction. When β = d, it
calls HKZ reduction. HKZ reduction is the strongest reduced basis in theory, but
it is difficult to achieve in experiment. The blocksizes β is the most important
parameter in BKZ algorithm. During the BKZ reduction process, it is necessary
to repeatedly call the SVP-Oracle in the β-sublattice. Therefore, the blocksizes is
closely related to the algorithm’s running time and output quality. For a BKZ-β

reduced basis, the b0 satisfies ‖ b0 ‖≤ 2γ
d−1

2(β−1)+
3
2

β ·det(B)1/d. A brief description
of the BKZ algorithm is given in Algorithm 1.

Algorithm 1. The Block Korkin-Zolotarev (BKZ) algorithm
Input: A basis B = [b0,b1, ...,bd−1], a blocksizes β ∈ {2, ..., d}.
Output: The basis [b0,b1, ...,bd−1] is BKZ-β reduced.
1: Compute the Gram-Schmidt triangular matrix µ and ‖ b∗

0 ‖2, ‖ b∗
1 ‖2, ..., ‖ b∗

d−1 ‖2

2: z ← 0; j ← 0;LLL(b0,b1, ...,bd−1) //LLL reduce the input basis and update µ
3: while z < d − 1 do
4: j ← (j mod (d − 1)) + 1; k ← min(j + β − 1, d); h ← min(k + 1, d)
5: v ← SVP-Oracle (µ[j,k], ‖ b∗

j ‖, ..., ‖ b∗
k ‖)

6: if v �= (1, 0, ..., 0) then
7: z ← 0; LLL(b0, ...,

∑k
i=j vibi,bj , ...,bh,µ)

8: else
9: z ← z + 1 ;LLL(b0, ...,bh,µ)

10: end if
11: end while
12: return B

Definition 10 (Slide Reduction). There is a variant reduction algorithm
called slide reduction [11]. Slide reduction also requires parameter blocksizes k,
but k must be divided by dimensions d. The Algorithm 2 is a brief description of
slide reduction algorithm.

The slide reduction includes two processes. First, it calls SVP-Oracle on the
projected sublattice of the primal lattice, and moves the whole after an SVP-
Oracle has finished. Then call SVP-Oracle on the projected sublattic of the dual
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Algorithm 2. slide reduction
Input: A basis B = [b0,b1, ...,bd−1], a blocksize k and need d = nk
Output: A slide reduced basis [b0,b1, ...,bd−1] with blocksize k.
1: while B is modified by the loop do
2: while B is modified by the loop do
3: LLL (B);
4: for each i ∈ [0, d − 1] do
5: SVP reduction B[ik+1,ik+k];
6: end for
7: end while
8: for each i ∈ [0, d − 2] do
9: Dual SVP reduction B[ik+1,ik+k];

10: end for
11: end while
12: return B

lattice. The slide reduction can be proved to be terminate in polynomial time.

The slide reduction outputs basis is satisfy ‖ b0 ‖≤ γ
d−1

2(k−1)

k · det(B)1/d. It can
be observed that the approximation factor is slightly better than BKZ algorithm.
However, slide reduction has been reported to be greatly inferior to BKZ in exper-
iments [12].

3 Self-dual BKZ and Pump

3.1 Self-dual BKZ

In order to bridge the gap between theory and practice and to better realise
the theoretical benefits of slide reduction, Micciancio and Walter design the
Self-Dual BKZ algorithm [16]. The Algorithm 3 is the pseudo code of Self-Dual
BKZ.

Algorithm 3. Self-Dual BKZ
Input: A basis B = [b0,b1, ...,bd−1], a blocksizes k

Output: A k-reduced basis B
′

1: do:
2: for i = 0, 1, ..., d − k
3: SVP reduction B[i,i+k+1] using SVP-Oracle
4: for i = d − k + 1, ..., 0
5: Dual SVP reduction B[i,i+k+1] using SVP-Oracle
6: while B is modified
7: return B

Like slide reduction, Self-Dual BKZ also works on the primal lattice basis
and the dual lattice basis. However, in Self-Dual BKZ, the reduction context is
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only moved one dimension at a time. At the end of the algorithm, it outputs a
k−reduced basis that satisfies the following definition:

Definition 11. A basis B = [b0, ...,bd] is k-reduced if either n < k, or it
satisfies the following conditions:

• ‖ b∗
k ‖−1= λ1(L̃(B[0,k])), and

• for some SVP reduced basis B̃ of L(B[0,k]), π2([B̃|B[k+1,d]]) is k−reduced.

Then they prove that the worst case output quality of Self-Dual BKZ is at least
as good as the worst case behaviour of BKZ using the following theorem:

Theorem 1. If B is k−reduced, then λ1(B[0,k]) ≤ γ
d−1

2(k−1)

k · det(B)1/d.

This theorem has been proved in [16]. However, according to the experimental
comparison between BKZ and Self-Dual BKZ, there is still a small gap in the
accuracy of the results obtained by these two algorithms. But as the blocksizes
increases, the gap tends to decreases.

3.2 The General Sieve Kernel and Pump

In this part, we give a brief introduction of The General Sieve Kernel (G6K)
and Pump algorithm. G6K is an abstract state machine that supports different
lattice sieving algorithms and lattice reduction stage [4]. The basic stage of G6K
is Pump, an SVP-Oracle that finds short lattice vectors whose projection vector
is the shortest in corresponding projection sublattice. A description of Pump is
given in Algorithm 4.

It can be seen that Pump is not a specific algorithm, but a class of strategies
that support multiple sieving algorithms. Pump combines two methods that have
greatly improved sieving in practice [9,14]. Compared to the previous Sieving
and enumeration, G6K is not just an oracle for solving SVP. It summarises
previous algorithms and computational strategies, making it easy to implement
new ideas on it. The records for the Darmstadt Lattice Challenges are currently
held by G6K and its variants [22].

3.3 Self-dual BKZ Based on Pump

The latest implementation of Self-Dual BKZ is based on enumeration [16]. Con-
sidering the excellent performance of sieving, we use Pump as the SVP-Oracle
and Dual SVP-Oracle in Self-Dual BKZ. We then add a preprocessing step to
the algorithm before the actual execution. Finally, we modify the algorithm’s
termination condition to better match the sieving algorithm. Our algorithm is
described in Algorithm 5.
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Algorithm 4. Pump
Input: B, κ, β, ds = f, stn = 30
Output: a reduce basis B
1: r = κ + β; l = max{κ + f + 1, r − stn}; lib = κ; L = ∅
2: LLL(B[κ,r])
3: L= Gauss Sieve(B[l,r], L)
4: while l > κ + f do
5: extend all vectors in list L 1 dimension , l=l-1
6: L = Sieve (B[l,r], L)
7: end while
8: while d > 1 & ilb < κ + ds do
9: BL = best lifts (L) //base on insertion function compute a insert position

10: if BL �= ∅ then
11: ii = BL.index (max (BL)) //Find the best insert position
12: Insert vii into local project basis B[κ,r]

13: ilb = ii+1
14: else
15: shrink all v ∈ L 1 dimension
16: end if
17: L= Sieve (B[l,r], L)
18: l=l+1
19: end while
20: return B

Algorithm 5. Self-Dual BKZ with Pump (SDBP)
Input: A lattice basis B, a blocksizes range {k1, k2, ..., kn}
Output: A kn-reduced basis B

′

1: for each ki ∈ {k1, k2, , ..., kn} do
2: for i = 0, 1, ..., ki:
3: Pump (B[i:ki+i])
4: end for
5: for i = d − ki+1, ..., 0:
6: Pump (B̃[i,i+ki−1])
7: end for
8: end for
9: return B

Small Blocksizes BKZ as Preprocessing. Before the actual execution of the algo-
rithm, we use a small blocksizes BKZ as preprocessing, which takes a negligible
time compared to the total algorithm running time. It can provide a better basis
than the initial basis. In other words, when the algorithm actually begin, the
vectors of the input lattice basis are shorter and closer together orthogonally,
and this can speed up the sieving.

Sieving as SVP-Oracle. The core idea of sieving is to generate a list to store
lattice vectors, and generate new short vectors based on the calculation between
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vector pairs. So the main limitation to the performance of the sieving is the
space complexity, but with the development of hardware, the advantages of the
sieving are gradually being reflected.

Pump can find the shortest vector in an n dimension sublattice instead of
searching in the whole d dimension lattice, which is the key to its computational
efficiency. This relies on dimension for free [9] and progressive sieve [14]. The
main idea of dimension for free is to use the sieving lattice vectors that contain
some information of the lattice:

L := Sieve(Ln) = {x ∈ Ln| ‖ x ‖≤
√

4/3 · gh(Ln)}

If the projection of the target vector s satisfies πd(s) ≤ √
4/3 · gh(Ln) then

it can recover s in the n-dimension sublattice. This condition depends on the
input lattice basis, so preprocessing is required. During the execution of Pump,
the dimension of sieving increase gradually instead of directly running the sieving
on the entire sublattice. This ensures that when the execution approaches the
whole sublattice, the sieving’s list already contains many short lattice vectors.
It can make the Sieving more efficient on the whole sublattice.

Progressively Increase the Blocksizes and Modify the Abort Condition. Unlike
the original Self-Dual BKZ, we use the strategy of G6K: gradually increase the
blocksizes until to the target number. This also changes the termination condi-
tion of the algorithm. In the original Self-Dual BKZ, if the lattice basis is not
improved after multiple checks, it will abort the algorithm process. Since the
sieving is a randomized algorithm, each increase in sieving dimension will gener-
ate new short vectors, even if they are not the target vector. These short vectors
are still meaningful for subsequent calculations. Hence we modify the termina-
tion condition, and the algorithm will not abort until the last SVP-Oracle is
completed.

4 Experiments

For an experiment comparison, we implement SDBP using G6K’s Pump [3], and
the sieving algorithm in Pump is HK3-Sieve [13]. Our test lattice basis include
ideal lattice and SVP Challange lattice, both are generated from Darmstadt
Lattice Challenges [22] with seed 0. Our operating environment is based on
Intel Xeon 6226R and Nvidia RTX3080Ti. We define the approximation factor
φ = ‖ b0 ‖ /(

√
d/2πe · det(L)1/d). Based on that the experimental results are

measured.

4.1 Compare with Self-dual BKZ in FPLLL

In order to test the improvement of our algorithm, we compare it with the
previous implementation and report our results in Table 1, 2, 3, 4, 5 and 6. To
compare the time cost by the FPLLL’s Self-Dual BKZ [24] and our SDBP, we
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choose some blocksizes as input parameters of FPLLL’s Self-Dual BKZ, get the
short vector of its output, and compute the approximation factor φ. Then we
try to get a close (or better) result by our SDBP in the same lattice basis.
Considering that sieving is a randomization algorithm, each parameter was run
7 times and then the average was calculated as the final result.

Table 1. Compare the running time of FPLLL’s Self-Dual BKZ and SDBP achieve
the same (or better) approximation factor φ in 100-dimension ideal lattice with index
101

FPLLL SDBP FPLLL SDBP FPLLL SDBP FPLLL SDBP

φ 1.391 1.399 1.336 1.327 1.278 1.254 1.260 1.152

Running time (s) 270 158 318 173 8594 719 86654 2840

Blocksizes 40 (40:55) 41 (40:56) 45 (40:70) 50 (40:80)

Table 2. Same as Table 1, but in 110-dimension ideal lattice with index 121

FPLLL SDBP FPLLL SDBP FPLLL SDBP FPLLL SDBP

φ 1.517 1.516 1.415 1.415 1.301 1.263 1.327 1.326

Running time (s) 288 70 1938 535 18862 2235 158143 1035

Blocksizes 40 (40:47) 43 (40:63) 47 (40:80) 50 (40:70)

Table 3. Same as Table 1, but in 120-dimension ideal lattice with index 248

FPLLL SDBP FPLLL SDBP FPLLL SDBP FPLLL SDBP

φ 1.630 1.601 1.574 1.521 1.582 1.559 1.576 1.374

Running time (s) 287 128 1936 940 4859 425 151696 2683

Blocksizes 40 (40:50) 43 (40:67) 45 (40:60) 50 (40:80)

We tested our SDBP algorithm in ideal lattice with algebraic structure and
integer lattice without algebraic structure, choosing 3 sets of lattice dimensions
between 100 and 120 and 4 sets of blocksizes between 40 and 50. The results indi-
cate that compare to the previous Self-Dual BKZ which is based on enumeration,
our SDBP can obtain approximate (or even better) output in less time though
with larger blocksizes. However, given that time is the most significant factor
affecting the practical use of algorithms, we believe that using larger blocksizes
is acceptable.
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Table 4. Same as Table 1, but in 100 dimension SVP Challenge lattice

FPLLL SDBP FPLLL SDBP FPLLL SDBP FPLLL SDBP

φ 1.391 1.384 1.368 1.324 1.304 1.262 1.267 1.219

Running time (s) 304 42 893 157 15100 808 79323 1734

Blocksizes 40 (40:45) 43 (40:55) 47 (40:70) 50 (40:80)

Table 5. Same as Table 1, but in 110 dimension SVP Challenge lattice

FPLLL SDBP FPLLL SDBP FPLLL SDBP FPLLL SDBP

φ 1.509 1.467 1.444 1.424 1.382 1.383 1.388 1.274

Running time (s) 428 181 4897 268 16391 1039 164718 2353

Blocksizes 40 (40:55) 45 (40:58) 47 (40:70) 50 (40:80)

Table 6. Same as Table 1, but in 120 dimension SVP Challenge lattice

FPLLL SDBP FPLLL SDBP FPLLL SDBP FPLLL SDBP

φ 1.662 1.652 1.566 1.543 1.445 1.439 1.484 1.437

Running time (s) 336 100 1741 417 30259 2851 139032 1881

Blocksizes 40 (40:48) 43 (40:60) 47 (40:80) 50 (40:75)

4.2 Compare to Pump-and-Jump BKZ

In this part, we will compare the differences between Dual BKZ and Original
BKZ in practical experiments. Our choice for comparison is G6K’s default BKZ
algorithm which is called Pump and Jump BKZ (pnj-BKZ). The pnj-BKZ also
use Pump as SVP-Oracle, and it was the best performing algorithm for the
present. Same as before, for each parameter we run 7 times to calculate the
average values as the result. Based on the result of the experiment, we created
the Fig. 1, Table 7 and Table 8.

Similarly, we test our SDBP on different sets of lattice dimensions and block-
sizes. There are 6 sets of lattices and 7 sets of blocksizes. Our SDBP has a similar
running time to the pnj-BKZ. But in terms of output quality, there is a small
gap between the pnj-BKZ and the SDBP. As the blocksizes increases, the gap
shows a decreasing trend. According to [16] these two algorithms will intersect
at blocksizes 80. However, considering the effect of sieving on the blocksizes, we
predict that the intersection point of SDBP and pnj-BKZ might be greater than
80. This is an issue that still needs to be researched for further optimisation.
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Fig. 1. The approximate factor compare of Pnj-BKZ and SDBP
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Table 7. Running time (s) of SDBP in the test lattice

50 55 60 65 70 75 80

100 dimension ideal lattice 91 158 297 524 719 1173 1912

110 dimension ideal lattice 111 181 357 655 1035 1483 2235

120 dimension ideal lattice 128 228 425 858 1389 1938 2683

100 dimension SVP Challange lattice 90 157 304 550 808 1161 1734

110 dimension SVP Challange lattice 114 200 391 749 1066 1552 2353

120 dimension SVP Challange lattice 112 232 417 836 1235 1881 2978

Table 8. Running time (s) of pnj-BKZ in the test lattice

50 55 60 65 70 75 80

100 dimension ideal lattice 81 150 290 565 887 1409 2186

110 dimension ideal lattice 95 181 351 667 973 1613 2569

120 dimension ideal lattice 115 213 419 793 1373 1995 2731

100 dimension SVP Challange lattice 84 158 308 580 947 1450 2217

110 dimension SVP Challange lattice 96 188 377 690 1102 1623 2609

120 dimension SVP Challange lattice 115 216 404 804 1214 1949 2998

5 Conclusion and Future Work

In this work, we use lattice sieving algorithm as the SVP-Oracle in Self-Dual
BKZ, which effectively improves the performance of the algorithm in terms of
time efficiency and output quality. However, our algorithm still has some gap
compared to the current best algorithm. In the experiments, we found that our
algorithm can achieve the same quality as pnj-BKZ, but due to its instability, it
does not perform well on average. In addition, G6K has another version based on
GPU [10], which further improves the efficiency of the algorithm by exploiting
hardware technology. We leave the optimized implementation taking advantage
of the GPU as a future work.
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Abstract. Sanitizable Signature is a digital signature variant that
enables modification operations, allowing sanitizers to alter the signed
data in a regulated manner without requiring any interaction with the
original signer. It is widely used in scenarios such as healthcare data
privacy protection, social networks, secure routing, etc. In existing sani-
tizable signature schemes, anyone can verify the validity and authenticity
of the sanitized message, which results in costly certificate management
overhead or complicated key escrow problems. To address these chal-
lenges, a designated verifier certificateless sanitizable signature scheme is
proposed. This scheme introduces the concept of a designated verifier into
sanitizable signatures, allowing sanitizers to specify verifier for the san-
itized message. Only the specified verifiers can verify the validity of the
message/signature pair, ensuring that the message information remains
confidential to parties other than the designated verifiers. Security anal-
ysis demonstrates that the proposed scheme satisfies the properties of
unforgeability, immutability, privacy and non-transferability. Compara-
tive analysis demonstrates that the proposed scheme provides additional
support for designated verifiers compared to traditional sanitizable signa-
ture schemes, while eliminating certificate management and key escrow
issues. We have conducted an experiment, and the results demonstrate
that the proposed scheme displays excellent efficiency.

Keywords: Data Sharing · Sanitizable Signature · Certificateless ·
Designated Verifier

1 Introduction

Given the swift advancement and integration of technologies such as cloud com-
puting, big data, and the Internet of Things (IoT), data is being shared among
various users and organizations, and its value is becoming increasingly signifi-
cant. However, as data empowers and enables intelligence, it also faces severe
privacy protection challenges. To strengthen the management and protection
of data, many countries have enacted relevant laws and regulations. Examples
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include China’s “Data Security Law of the People’s Republic of China” and
“Personal Information Protection Law of the People’s Republic of China,” the
European Union’s General Data Protection Regulation (GDPR), and the United
States’ Health Insurance Portability and Accountability Act (HIPAA) for med-
ical data security [3]. These regulations aim to establish sound data security
governance systems and enhance data security capabilities.

Digital signatures play a crucial role in cryptographic techniques, guarantee-
ing the authenticity and integrity of data. Any slight modification to signed data
will result in the failure of signature verification. While digital signatures provide
a solid security foundation for identity authentication and data integrity, they
also limit the ability to make reasonable modifications to signed data in certain
application scenarios, hindering users from flexibly and efficiently utilizing doc-
uments. For example, when the government discloses documents, sensitive data
involving personal information and national secrets often need to be redacted.
If traditional digital signature schemes are used to sign the documents, citizens
are unable to verify the authenticity of the disclosed information due to the
partial modification of the document’s data. To ensure the validity of the mod-
ified document, it would require the signer to re-sign it. If there are numerous
versions of modified documents, this method would incur significant computa-
tional overhead. Similarly, in scenarios such as electronic health records [8,14],
multimedia forensics, e-commerce, and smart grids, using only traditional digital
signature schemes cannot efficiently verify the validity of shared sub-documents.
To address this issue, sanitizable signatures provide an effective solution [1].

Sanitizable Signature permits a semi-trusted intermediary, referred to as the
sanitizer, to meticulously and non-interactively modify the signed data, all the
while retaining the capability to generate a new signature that can be validated
effectively. It ensures the integrity and authenticity of shared data and enables
the flexible hiding of specific sensitive information based on different data sharing
scenarios and recipients, thus ensuring data security while harnessing the value
of the data and promoting the development of data-driven applications.

Sanitizable signatures enable the hiding of sensitive data by the sanitizer for
privacy protection. However, in practice, the unmodified parts of the sanitized
document may still contain private information. Unfortunately, most sanitizable
signature schemes do not consider the risk of information leakage from these
unmodified parts during the data sharing process. Taking medical data as an
example, after a doctor signs an electronic medical record, the patient can act as
the sanitizer to hide sensitive information before submitting the sanitized record
to an insurance company for claims processing. At this point, the insurance
company may sell the patient’s medical information to interested parties, and
any other party that obtains the sanitized document can verify its validity, posing
a severe privacy threat to the patient. Therefore, it is necessary to adopt a
Designated Verifier mechanism to limit the scope of data verification and ensure
that only specific recipients can authenticate and validate the integrity of the
shared data [2,11].



A Certificateless Designated Verifier Sanitizable Signature 339

Sanitizable signatures are typically based on traditional public key cryptog-
raphy, requiring a trusted certificate authority to issue certificates for authenti-
cating user public keys. As the number of users increases, this leads to expensive
certificate management overhead. To tackle this issue, several identity-based san-
itizable signature schemes [7,10,12,13] and attribute-based sanitizable signature
schemes [4,6] have been proposed. The former uses unique public identity infor-
mation of users, such as ID numbers, phone numbers, and email addresses, as
public keys, while the latter associates ciphertext and keys with attribute sets
and access structures. However, these schemes face the issue of key escrow. The
Private Key Generation Center (PKG) holds the master key for generating all
user private keys, making the security of user keys entirely dependent on the
PKG. This poses significant challenges to data privacy protection. Certificate-
less cryptography, on the other hand, offers a solution to the key escrow problem.
In certificateless cryptography, the Key Generation Center (KGC) collaborates
with users to generate complete private keys, eliminating the need for a central
authority like the PKG [5,9,15].

Contribution. The primary contributions of this paper can be succinctly sum-
marized as follow: addressing the issues of data leakage by data sharing parties
in sanitizable signature schemes, as well as the challenges of certificate manage-
ment and key escrow, we propose a designated verifier certificateless sanitizable
signature scheme based on the idea of Universal Designated Verifier Signatures
(UDVS).

– Firstly, the signer generates a message and signs it, and then sends it to the
sanitizer via a secure channel. The sanitizer acts as both the sanitizer of the
message and the holder of the UDVS signature. They specify the designated
verifier for the sanitized message and its signature according to their specific
requirements. Only the designated verifier can validate and have confidence
in the validity of the message and its signature, ensuring that the message
information remains confidential to parties other than the designated verifier.

– Secondly, the proposed scheme builds upon certificateless signatures, elimi-
nating the necessity for complex certificate management and resolving the
key escrow issue.

– Thirdly, by conducting formal security analysis, we establish that the scheme
effectively safeguards against malicious users and a malicious Key Genera-
tion Center (KGC), ensuring unforgeability, immutability, privacy, and non-
transferability.

– Fourthly, both experimental results and theoretical analysis substantiate that
the performance of the proposed scheme surpasses that of comparable schemes
in terms of efficiency and effectiveness.
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2 System Model and Security Goals

2.1 System Model

Figure 1 illustrates the system model of the proposed scheme in this chapter. The
system consists of four entities: Key Generation Center (KGC), Signer, Sanitizer,
and Verifier. Each entity is defined as follows:

Fig. 1. System Model

– Key Generation Center (KGC): The Key Generation Center (KGC)
assumes the responsibility of system initialization and generates the corre-
sponding key pairs based on user identities. A segment of the user’s private
key is securely transmitted through a protected channel.

– Signer: The Signer assumes the responsibility for generating and signing
message. They can define the content that can be sanitized and send the
message and its signature to the Sanitizer through a secure channel.

– Sanitizer: The Sanitizer can sanitize sensitive data in the shared message,
generate a new signature, and specify the Verifier to validate the sanitized
message and its signature.

– Verifier: The Verifier is assigned by the data sharing party. Only the desig-
nated Verifier can validate the authenticity of the corresponding message.
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2.2 Security Goals

In order to facilitate secure data sharing effectively, this scheme aims to accom-
plish the following objectives:

– Unforgeability: Only the signer, sanitizer, and designated verifier can gen-
erate valid signatures. No one else can forge a valid signature.

– Immutability: The sanitizer cannot modify the data blocks in the message
that are not allowed to be sanitized.

– Privacy: Privacy guarantees that only the signer and sanitizer possess infor-
mation regarding the sanitized portions of the data, preventing anyone else
from obtaining such details.

– Non-Transferability: The designated verifier lacks the ability to prove the
validity of the signature to third parties.

These objectives play a critical role in ensuring the security and integrity of
the shared data while preserving the privacy of sensitive information.

3 The Proposed Scheme

3.1 Overview

This scheme implements a certificateless sanitizable signature scheme with des-
ignated verifiers, using the concepts of certificateless signatures and universal
designated verifier signatures. In this scheme, the signer and verifiers obtain the
certificateless signature key pair from the Key Generation Center (KGC). The
signer first computes the certificateless signature on the message m and generates
auxiliary information aux required for sanitization. The message/signature pair
(m, s) and aux are then transmitted to the sanitizer through a secure channel.
In the universal designated verifier signature scheme, the sanitizer assumes the
role of the “signature holder”. Upon receiving (m, s), the sanitizer first verifies
its validity. If valid, the sanitizer utilizes the auxiliary information to sanitize
the document, resulting in a sanitized document m′ and a certificateless signa-
ture σ′. The sanitizer then designates a verifier for the message/signature pair
(m′, σ′) and generates a designated verifier signature σ′′ for it. This yields a mes-
sage/signature pair (m′, σ′′) that can only be verified by the designated verifier.

3.2 Detail

The specific algorithm for the designated verifier sanitizable signature without
certificates scheme is as follow:

(pp, msk) ← Setup(λ). Input the security parameter λ, the KGC executes
the Setup algorithm to generate the system’s public parameters PP and the
system master key msk.
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– Let the bilinear pairing e : G × G → GT , where G and GT are respectively
cyclic groups of prime order q for addition and multiplication. Let P be the
generator of G.

– Select the hash function h1 : {0, 1}∗ → Z
∗
q and H1,H2 : {0, 1}∗ → G

∗.
– Randomly choose s ∈ Z

∗
p, then let msk = s and compute the main public key

Ppub = sP

KGC keeps the msk in secret and output the system public parameter pp =
{q, e,G,GT , P, Ppub, h1, h2,H1,H2,H3}.

(pkSig/V rf , skSig/V rf ) ← KGen(pp, msk, IDSig/V rf ). Input pp, msk
and the identity of the signer IDSig, KGC interacts with the signer to exe-
cute the KGen algorithm to generate the secret key pair (pkSig, skSig) of the
signer.

– Generating the secret value: the signer randomly chooses the secret value
sSig ∈ Z

∗
q and compute PSig = sSigP , QSig = H1(IDSig||PSig), and then

sends QSig to KGC.
– Generating public key: the signer generates the public key pkSig =

(PSig, QSig).
– Generating partial secret key: KGC computes the partial secret key of the

signer dSig = sQSig, and sends it to the signer through a secure channel.
– Generating private key: the signer generates the private key skSig =

(dSig, sSig).

And finally we get the secret key pair (pkSig, skSig) of the signer.
Similarly, KGC interacts with the verifier and executes (pkV rf , skV rf ) ←

KGen(pp,msk, IDV rf ) to obtain the verifier’s key pair (pkV rf , skV rf ).

(m, σ, aux) ← Sign(pp, m, pkSig , skSig , IDSig , ADM). Input the system
public parameter pp, message m, the secret key pair (pkSig, skSig), the identity
of the signer IDSig and ADM , the signer executes Sign algorithm to generate
the signature σ for m, and generates the required aux for the sanitizable data
blocks.

– Divide m to n data blocks m = m1||m2||...||mn.
– For each data block mi(i ∈ [1, n]), randomly chooses ti ∈ Z

∗
q and computes the

signature for mi as follow: Compute Ti = tiP, αi = h1(IDSig||PSig||mi||Ti)
and W = H2(Ppub). Then compute σi = dSig + αi · ti · W + sSig · W =
dSig +(αi · ti ·sSig) ·W . And for each i ∈ ADM , computes the transformation
value χi = ti · W .

– Finally, the signer obtains he message/signature pair (m,σ) and aux, where
σ = ({σi}i∈[1,n] , {Ti}i∈[1,n]), aux = ({χi}i∈ADM , ADM). The signer sends
them to the sanitizer through a secure channel.

0/1 ← V erify(pp, m, σ, pkSig , IDSig). Input the system public parameter
pp, original message/signature pair (m,σ), the public key pkSig = (PSig, QSig)
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of the signer and the identity of the signer IDSig, the sanitizer executes V erify
algorithm to authenticate the validity of the message/signature pair (m,σ).

The sanitizer computes W = H2(Ppub). For each i ∈ [1, n], computes αi =
h1(IDSig||PSig||mi||Ti). And then computes σ = Σn

i=1σi, T = Σn
i=1αi · Ti and

verifies:
e(σ, P ) = e(Ppub, QSig)n · e(T,W ) · e(PSig,W )n (1)

is satisfied or not. If the condition is true, it indicates that (m,σ) is a valid
message/signature pair and the output is 1. Otherwise, the output is 0.

(m′, σ′) ← Sanit(pp, m, σ, pkSig , IDSig , MOD, aux). Input the system
public parameter pp, original message/signature pair (m,σ), the public key
pkSig = (PSig, QSig) of the original signer, the identity of the signer IDSig,
the description MOD of the data block to be sanitized and aux, the sanitizer
executes Sanit algorithm to sanitize the message m and generates a valid signa-
ture σ′ for the sanitized message m′.

– If ADM(MOD) = 0, output ⊥.
– Sanitize m to obtain m′ = MOD(m) = {m′}i∈[1,n], where for i ∈ MOD,m′

i �=
mi. Otherwise m′

i = mi.
– For each data block m′

i(i ∈ [1, n]), compute sanitized signature σ′:
If i /∈ MOD, then σ′

i = σi; if i ∈ MOD, then computes α′
i =

h1(IDSig||PSig||mi||Ti) and α′
i = h1(IDSig||PSig||m′

i||Ti), then σ′
i = σi −

αi · χi + α′
i · χi = σi + (α′

i − αi) · χi.

After the sanitization, fo each i ∈ [1, n], σ′
i = dSig + α′

i · ti · W + sSig · W . And
finally, the sanitizer obtains the sanitized message/signature pair (m′, σ′), where
σ′ = ({σ′

i}i∈[1,n] , {Ti}i∈[1,n]).

(m′, σ′′) ← DSign(pp, m′, σ′, pkV rf ). Input the system public parameter
pp, sanitized message/signature pair (m′, σ′) and the public key pkV rf =
(PV rf , QV rf ) of the designated verifier, the sanitizer execute DSign to assign
verifier to (m′, σ′).

For each signature σ′
i(i ∈ [1, n]), the sanitizer compute σ̄i = e(σ′, PV rf ).

Finally, it outputs the message/signature pair (m′, σ′′) of the designated verifier,
where σ′′ = ({σ̄i}i∈[1,n] , {Ti}i∈[1,n]).

0/1 ← DV erify(pp, m′, σ′′, pkSig , IDSig, skV rf ). Input the system pub-
lic parameter pp, message/signature pair (m′, σ′′) of the designated verifier, the
public key of the signer pkSig = (PSig, QSig), the identity of the signer IDSig

and the private key of the designate verifier skV rf = (dV rf , sV rf ), the desig-
nated verifier execute DV erify algorithm to authenticate the validity of the
message/signature pair (m′, σ′′).

The designated verifier computes W = H2(Ppub). For each i ∈ [1, n], com-
putes α′

i = h1(IDSig||PSig||m′
i||Ti). And then computes σ̄ = Πn

i=1σ̄i, T =
Σn

i=1αi · Ti, and verifies:

σ̄ = [e(Ppub, QSig)n · e(T ′,W ) · e(PSig,W )n]sV rf (2)
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is satisfied or not. If the condition is true, it indicates that (m′, σ′′) is a valid
message/signature pair and the output is 1. Otherwise, the output is 0.

3.3 Security Analysis

Unforgeability. This scheme exhibits unforgeability against adaptive cho-
sen message attacks and selective identity attacks. Below, we provide secu-
rity analysis for forgery attacks from two types of adversaries: AI and AII .
Assuming a Computational Diffie-Hellman (CDH) problem instance is given
(P,Q1 = aP,Q2 = bP,Q3 = abP ).

For AI type forgeries, the attacker does not have access to the master key s
of the system but can replace a legitimate public key of the user. Let’s assume
an AI attacker replaces the public key pks = (Ps, Qs) of a legitimate user IDs

with pk∗
s = (P ∗

s , Q∗
s). Using the replaced public key, the attacker successfully

forges a signature (m∗, σ∗) for a message m. Let Ppub = Q1 = aP,Q∗
s = ϑsQ2 =

ϑsbP,W = ωP . Computes σ = Σn
i=1σi, T = Σn

i=1αi ·Ti, and then sign and verify
the equation e(σ, P ) = e(Ppub, QSig)n · e(T,W ) · e(PSig,W )n is satisfied. We
have:

e (σ∗
i , P ) = e (Ppub, QS) · e (α∗

i · Ti,W ) · e (PS ,W )

⇒ e (Ppub, QS) = e (σ∗
i , P ) · [e (α∗

i · Ti,W ) · e (PS ,W )]−1

⇒ e (aP, ϑSbP ) = e (σ∗
i , P ) · [e (α∗

i · Ti, ωP ) · e (PS , ωP )]−1

⇒ e (ϑS · abP, P ) = e (σ∗
i , P ) · [e (ω · α∗

i · Ti, P ) · e (ω · PS , P )]−1

⇒ abP = ϑ−1
S (σ∗

i − ω · α∗
i · Ti − ω · PS)

By successfully solving the CDH problem using adversary AI , the CDH prob-
lem itself is resolved. However, the CDH problem is a difficult problem that
cannot be currently solved in the real world. Therefore, the forgery attack by
adversary AI cannot succeed.

For adversary AII , this particular adversary possesses access to the system
master key s, but lacks the capability to substitute legitimate the public keys of
the user. Suppose an AII adversary successfully performs a forgery attack using
the public key pks = (Ps, Qs) of user IDs on message m, resulting in a forged
signature (m∗, σ∗). Let Ps = Q1 = aP,W = ωbP . Computes σ = Σn

i=1σi, T =
Σn

i=1αi · Ti, and then sign and verify the equation e(σ, P ) = e(PPub, QSig)n ·
e(T,W ) · e(PSig,W )n is satisfied. We have:

e (σ∗
i , P ) = e (Ppub, QS) · e (α∗

i · Ti,W ) · e (PS ,W )

⇒ e (PS ,W ) = e (σ∗
i , P ) · [e (Ppub, QS) · e (α∗

i · Ti,W )]−1

⇒ e(aP, ωbP ) = e (σ∗
i , P ) · [e (sP,QS) · e (α∗

i · Ti,W )]−1

⇒ e(ω · abP, P ) = e (σ∗
i , P ) · [e (sQS , P ) · e (α∗

i · ti · W,P )]−1

⇒ abP = (ω)−1 (σ∗
i − sQS − α∗

i · ti · W )



A Certificateless Designated Verifier Sanitizable Signature 345

The adversary AII , as a subroutine, successfully solves the CDH problem.
However, it is based on the security assumption that the CDH problem is difficult
and currently unsolved in the real world. Therefore, the forgery attack by the
adversary AII cannot be successful.

Immutability. In this scheme, only the data blocks that are allowed to be
sanitized that i ∈ ADM , have corresponding computation transformation values
χi. Data blocks that are not allowed to be sanitized do not have corresponding
χi values in the scheme. If the sanitizer wants to sanitize the data block, it
needs to compute σ′

i = σi − αi · χi + α′
i · χi = σi + (α′

i − αi) · χi, which requires
the transformation value χi, while the data blocks that are not allowed to be
sanitized σ′

i = dSig + α′
i · ti · W + sSig · W = dSig + α′

i · χi + sSig · W , cannot
obtain the value of ti through computation, and χi = ti · W can be regard as a
Discrete Logarithm (DL) problem. According to the DL problem, the Sanitizer
cannot obtain ti. Therefore, the Sanitizer is unable to perform sanitization on
these data blocks. As a result, the proposed scheme satisfies the immutability
property.

Privacy. Verification parties must not have the ability to deduce sensitive infor-
mation from the sanitized message/signature pairs. Because this scheme is des-
ignated for specific verification parties, the confirmation of the validity of the
message/signature pairs is restricted solely to the designated parties, and can-
not be accomplished by any other entity, and therefore, the information that
has been sanitized cannot be recovered. However, for the designated verification
parties, the message/signature pairs (m′, σ′′) do not involve information about
the sanitized part of the message mi(mi �= m′

i). As a result, this scheme meets
the privacy requirement.

Non-transferability. Non-Transferability refers to the property that given a
message/signature pair (m′, σ′′) for a designated verifier, no one other than the
designated verifier can determine whether (m′, σ′′) was generated by the sanitizer
or the designated verifier, even if they have knowledge of all users’ private keys.
This is because the designated verifier can simulate the generation of a signature
counterpart σ∗, and this counterpart cannot be distinguished from the signature
σ′′ output by the sanitizer. The process of the designated verifier simulating the
signature is as follows:

The designated verifier computes W = H2(Ppub). For each i ∈ [1, n], ran-
domly chooses T ∗

i ∈ G and computes α∗
i = h1(IDSig||PSig||m′

i||T ∗
i ). Then com-

putes T ∗ = Σn
i=1α

∗
i ·T ∗

i , and outputs a signature counterpart σ∗ = σ̄∗, {T ∗
i }i∈[1,n]

for the message m′, where σ̄∗ = e(sV rf · Ppub, QSig)n · e(sV rfT ∗,W ) · e(sV rf ·
PSig,W )n. This counterpart satisfied the correctness:

σ̄∗ = e(sV rf · Ppub, QSig)n · e(sV rf · T ∗,W ) · e(sV rf · PSig,W )n

= e(Ppub,QSig
)sV rf ·n · e(T ∗,W )sV rf · e(PSig,W )sV rf ·n

= [e(QSig, Ppub)n · e(T ∗,W ) · e(PSig,W )n]sV rf
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Therefore, for message m′, the designated verifier generates a signature coun-
terpart σ∗ that is indistinguishable from the signature σ′′ produced by the san-
itizer.

4 Performance Analysis

In this section, we conduct a comparison between our scheme and the identity-
based revocable proxy signature scheme [13] and the certificateless revocable
proxy signature scheme [16] in terms of theoretical and experimental evaluations.

4.1 Theory Comparison

Table 1. Function Comparison

Scheme Unforgeability Immutability Certificate Management Problems Key Escrow Problems Designated verifier

[13] � × � × ×
[16] − � � � ×
Ours � � � � �

Table 1 shows the difference of the features between our proposed scheme and
the related purifiable signature schemes [13] and [16]. The following analysis is
conducted on these features:

– Unforgeability is a fundamental and important property that ensures that
individuals without the signing key cannot generate valid signatures. Scheme
[13] and our proposed scheme both satisfy this property, while scheme [16]
does not define or discuss this property.

– Immutability ensures that the sanitizer can only sanitize data within the range
specified by the signer. In scheme [13], the signer computes transformation
values for sanitization, and the sanitizer with access to these values can modify
any data block, violating the property of immutability. Scheme [16] and our
proposed scheme both satisfy this property.

– Traditional public key encryption involves users generating public/private key
pairs and having their public keys certified by a Certification Authority (CA),
resulting in expensive certificate management overhead. Scheme [13] is based
on identity-based cryptography, while schemes [16] and our proposed scheme
are based on certificateless cryptography, eliminating this problem.

– The identity-based scheme [13] relies on a private key generator (PKG) to
generate the private keys for the user, resulting in a key escrow problem.
The certificateless cryptography schemes [16] and our proposed scheme do
not have this problem.

– Only designated verifiers are allowed to verify the validity of mes-
sage/signature pairs. Except for our proposed scheme, the other two sani-
tizable signature schemes do not support designated verifiers.
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Based on the aforementioned information, we can conclude that our pro-
posed scheme surpasses existing schemes in several aspects. It eliminates the
need for costly certificate management, resolves the challenges associated with
key escrow, guarantees non-forgeability and immutability, and provides support
for designated verifiers.

Table 2. Single Execution Time of Each Operation

Notations Description Single execution time (ms)

pair The operation of bilinear pairing 4.50315
ExpGT The exponentiation operation on GT 0.55745
MulGT The multiplication operation on GT 0.00515
AddG The addition operation on G 0.04015
MulG The multiplication operation on G 0.04015
HashG The hash operation on G 18.6542

Due to the computational overhead mainly focused on operations in groups
G and GT , operations on Zq are ignored in this context. To directly compare
the computational costs of different schemes, we tested the execution time of
various operations based on the JPBC library. The experimental environment
consists of an Intel(R) Core(TM) i7-10875H CPU @ 2.30GHz, 16GB RAM, and
Windows 10(x64) OS. Table 2 provides the symbol descriptions and the time
overhead of single executions for various operations. Additionally, the number
of data blocks is represented as n, the size of the set of data blocks that can be
sanitized (ADM) is denoted as ladm, and the size of the set of data blocks to be
sanitized (MOD) is denoted as lmod.

Table 2 presents a comparison of the computational costs between the saniti-
zable signature scheme [13], the scheme [16], and the proposed scheme. Since the
scheme [13] and the scheme [16] do not support specified verifier, only the pro-
posed scheme provides the costs for the specified verifier signature algorithm and
the specified verifier verification algorithm. From the table, it can be observed
that the costs of signature and verification are linearly related to the number of
data blocks, denoted as n. The cost of sanitization exhibits a linear relationship
with either the number of blocks that can be sanitized (ladm) or the number of
blocks to be sanitized (lmod). In the proposed scheme, the costs associated with
designated verifier signature and designated verifier verification also demonstrate
a linear increase as the number of data blocks, n, grows.

In the signature generation phase, compared to scheme [13], the proposed
scheme reduces n AddG operations, (n − ladm) MulG operations, and (2n − 1)
HashG operations. Compared to scheme [16], the proposed scheme reduces n
MulG operations and (n − 1) HashG operations. Since both HashG and MulG
have significant costs, overall, the proposed scheme exhibits significantly lower
signature generation costs compared to scheme [13] and scheme [16].
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In the sanitization phase, since lmod ≤ ladm ≤ n, the computing consumption
of our scheme and scheme [13] are the same and generally lower than scheme
[16]. In the verification phase, the proposed scheme reduces computational costs
compared to scheme [13] by 2AddG +MulG+(n−1)HashG −MulGT

−ExpGT
−

Pair, and this difference increases linearly with n. The proposed scheme also
reduces computing consumption compared to scheme [16] by nAddG +2MulG +
(n − 1)HashG − MulGT

− 2ExpGT
− Pair, and this difference also increases

linearly with n.
Overall, Our proposed scheme exhibits lower overhead compared to scheme

[13] and scheme [16], and the difference between them increases linearly with the
increase in n. Furthermore, our scheme surpasses both scheme [13] and scheme
[16] in terms of security and functionality.

Table 3. Computation Cost Comparison Between Sanitizable Signature Scheme

Algorithm [13] [16] Ours

Signature 2nAddG + 3nMulG +
2nHashG

nAddG + (3n+
ladm)MulG+nHashG

nAddG + (2n+
ladm)MulG +HashG

Verification 2nAddG + (n+
1)MulG + nHashG +
MulGT + ExpGT +
3Pair

(3n− 2)AddG + (n+
2)MulG + nHashG +
MulGT + 3Pair

(2n− 1)AddG +
nMulG +HashG +
2MulGT +2ExpGT +
4Pair

Sanitization lmodAddG +
lmodMulG

ladmAddG +
ladmMulG

lmodAddG +
lmodMulG

Designated
verifier
signature

− − nPair

Designated
verifier
verification

− − (n− 1)AddG +
nMulG +HashG +
(n+ 1)MulGT +
3ExpGT + 3Pair

4.2 Experiment Comparison

In this section, we conducted performance testing of our proposed scheme using
the JPBC library and compared it with scheme [13] and scheme [16]. The exper-
iments were conducted on an Intel(R) Core(TM) i7-10875H CPU @ 2.30GHz,
16GB RAM, and Windows 10 (x64) OS. All three schemes were implemented
based on the supersingular curve SS512, which achieves an 80-bit security level.

Figure 2 shows the computational overhead of each algorithm in our scheme.
For this test, we set the number of data block n, to 50, and the total number
of blocks that can be sanitized, ladm, and the total number of blocks to be
sanitized, lmod, both to 20. As shown in Fig. 2, the required time for signature,
verification, sanitization, designated verifier, and designated verifier verification
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algorithms were 0.92 s, 0.41 s, 0.15 s, 0.21 s, and 0.41 s, respectively. Among them,
the signature algorithm has the highest overhead, while the verification algorithm
and the designated verifier verification algorithm have similar overheads.

Fig. 2. Algorithm Computation Cost of This Scheme

Figure 3a demonstrates the impact of the number of data blocks, n, on the
computational overhead of our proposed scheme. With ladm = 20, we gradually
increase n from 50 to 300 and test the computational overhead of each algo-
rithm. It can be observed that the sanitization overhead remains constant and
unaffected by n. On the contrary, the computational overhead of the remaining
algorithms experiences a linear increase as n increases. According to the analysis
in Table 3, the signature, verification, and designated verifier verification algo-
rithms involve time-consuming MulG and HashG, resulting in higher computa-
tional overhead compared to the designated verifier signature algorithm, which
only requires Pair operations. Additionally, among the signature overhead, ver-
ification overhead, and designated verifier verification overhead, the coefficient
of MulG is larger, indicating a more pronounced growth trend in the signature
overhead.

Fig. 3. Impact of n and ladm
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Figure 3b demonstrates the impact of the total number of sanitizable data
blocks, ladm, on the computational cost of our scheme. We set n = 300 and
gradually increase ladm from 0 to 300, while keeping lmod = ladm. We test the
computational cost of various algorithms. It shows that only the signature cost
and sanitization cost increase linearly with ladm, while the costs of other algo-
rithms remain relatively constant. According to the analysis in Table 3, the sig-
nature algorithm requires ladm multiplications on G to generate the auxiliary
information required for sanitization, and the sanitization algorithm requires
ladm additions and multiplications on G to generate the sanitizable signature.
Since the cost of AddG is negligible and the cost of MulG is approximately 8ms,
the signature cost and sanitization cost increase by approximately 2.4 s when
ladm = 300 compared to ladm = 0, under the current settings.

Figure 4 illustrates the computational costs of the signature, verification, and
sanitization algorithms for [13], scheme [16], and our proposed scheme. Here, we
set ladm = 50, lmod = 20, and gradually increase n from 50 to 300.

Fig. 4. Computation Cost Comparison of Algorithm Between IBBS, CLSS and Ours

As shown in Fig. 4a, the signature cost of the proposed scheme is significantly
lower than that in the IBSS scheme and the CLSS scheme, and the gap between
them increases with the increase of n. When n = 300, the signature cost of
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our proposed scheme is approximately 11.8 s less than the IBSS scheme and
approximately 7.3 s less than the CLSS scheme.

As shown in Fig. 4b, the cost in verification of the IBSS scheme and the
CLSS scheme remains similar, while the verification cost of the proposed scheme
is significantly lower than these two schemes. Moreover, this difference increases
noticeably with the increase of n, which is consistent with the analysis in Table 3.
When n = 300, the difference between our proposed scheme and the IBSS scheme
is approximately 4.98 s, and the difference between our proposed scheme and the
CLSS scheme is approximately 5.07 s.

As shown in Fig. 4c, the sanitization cost of the proposed scheme is the same
as that in the IBSS scheme and both are lower than the CLSS scheme. According
to the analysis in Table 3, the sanitization cost of our proposed scheme and
the IBSS scheme is related to lmod, while the CLSS scheme depends on ladm.
Therefore, when ladm ≥ lmod, the sanitization cost of the CLSS scheme is the
highest among the three schemes. When ladm = lmod, the sanitization cost is the
same for all three schemes.

Through experimental comparisons, it can be observed that the performance
of our proposed solution is not inferior and even superior to existing sanitizable
signature schemes. Our approach is based on certificateless signatures, which
avoids the key escrow issue present in the IBSS scheme. In comparison to the
CLSS scheme, our solution incorporates an additional mechanism for designated
verifiers, addressing the concern of information leakage on the verifier’s side and
further ensuring the privacy and security of shared data.

5 Conclusion

In order to ensure the privacy of shared data, our proposed sanitizable signature
scheme addresses the issues of information leakage by data sharers, the costly
certificate management overhead, and the potential security risks associated with
key escrow in existing schemes.

Firstly, our solution introduces a certificateless approach for sanitizable sig-
natures. The public key is derived from the public information of the user, and
the private key is generated jointly by the user and the KGC, eliminating the
need for a dedicated organization to manage user certificates and preventing the
compromise of user private keys by the KGC, thus safeguarding data security.

Secondly, our scheme supports designated verifiers. After generating multiple
sanitized versions of a message based on different usage scenarios, the sanitizer
can designate a verifier for each version. The designated verifier represents the
current data sharer, ensuring that only the sharer can verify the validity of
the corresponding sanitized message, thereby preventing the leakage of message
information to others.

Finally, through theoretical and experimental comparisons with similar sani-
tizable signature schemes, we have demonstrated that our proposed scheme offers
improved security and functionality, while also being more efficient than existing
solutions.
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Abstract. With the continuous advancement of cloud computing, an
increasing amount of data is being entrusted to Cloud Service Providers
(CSPs) for hosting. Nonetheless, this trend has also raised concerns
regarding data privacy. To ensure the protection of data privacy, it is
advisable to encrypt the data prior to uploading. Functional Encryption
(FE) is a novel multifunctional encryption paradigm that enables fine-
grained access control over encrypted data stored on CSPs. By utilizing
restricted functional keys, users can acquire knowledge of specific func-
tions of encrypted messages while keeping other message information
concealed. Inner product computation is a potent and straightforward
functional within FE that can fulfill the requirements of numerous spe-
cific applications. This paper proposes an inner product function encryp-
tion scheme for secure distance calculation, enabling users to obtain the
inner product functional value of encrypted data based on their location
predicates. This distinctive FE scheme addresses the concern of loca-
tion privacy protection, particularly in contact tracing applications for
infectious disease cases.

Keywords: Secure Distance Calculation · Inner Product Functional
Encryption · Fine-Grained Access Control

1 Introduction

Over the past decades, numerous cryptographic primitives have been introduced,
including Identity-based Encryption (IBE) [1–3], Attribute-based Encryption
(ABE) [4–6] and Predicate Encryption (PE) [7–9] to provide fine-grained access
control, which is an ideal feature for modern applications. Functional Encryption
(FE) [10–13] is a novel public key encryption paradigm that enables fine-grained
and non-interactive access control to encrypted data. FE empowers an authorized
authority to generate a master secret key msk, and subsequently, the possessor
of the master secret key can generate the decryption key skf for function f .
By utilizing the master public key mpk, a message x can be encrypted into
a ciphertext ct. Subsequently, Users can decrypt the ciphertext ct using the
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 353–369, 2024.
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functional decryption key skf to obtain the result of the function f(x). Unlike
traditional encryption, FE solely discloses the functional result f(x) without
revealing any other information about the message, rendering it highly suitable
for cloud computing scenarios where encrypted data can be safely stored on
untrusted servers, and functional decryption keys can be distributed to other
users or Cloud Service Providers (CSPs) for data computation to mitigate the
risk of information leakage.

A pragmatic and specialised FE scheme has garnered considerable attention
in the cryptography community. Recent studies [14,15] have exhibited the feasi-
bility of executing circuit computations of general polynomial size. Abdalla et al.
[16] proposed the Inner Products Functional Encryption (IPFE) scheme, which
is specifically designed for real-world scenarios and can calculate the value of any
polynomial [16,18,19]. IPFE specialises in computing inner product functional
values, which is a valuable statistical technique that can provide weighted aver-
ages. It has become an essential tool for the construction of FE schemes related
to key and ciphertext vectors.

Secure distance calculation is a rapidly expanding field in mobile applica-
tions, with the potential to improve the efficiency and personalization of services
in various domains, including public safety, healthcare, and transportation. How-
ever, the use of this technology raises significant concerns about user location
privacy. When enjoying location-based services, users must share their location
information with CSPs, which could compromise sensitive personal data and be
exploited by malicious third parties. This highlights the need for robust secure
distance calculation protection mechanisms when implementing location-based
services. Even if users have confidence in the CSPs, they are still vulnerable to
network attacks and internal employee self-interest, which could result in the
disclosure of their location information.

This paper proposes a novel scheme, an inner product function encryption
scheme for secure distance calculation, to protect the privacy of user location.
By utilizing IPFE, users can encrypt their location and transmit it to the CSP,
which can perform specific distance calculations directly on the ciphertext. This
allows for evaluation and filtering while also ensuring location privacy, with a
particular application scenario in the context of infectious diseases. The CSP
can utilize IPFE to calculate the inner product functional value of the encrypted
location vector and key vector and compare it with a predefined threshold to
alert relevant users to take appropriate action to control the spread of the virus.

1.1 Related Works

As general circuits are impractical for FE, Abdalla et al. [16] proposed the first
simple FE scheme for inner products to achieve an efficient FE scheme based
on standard assumptions. They constructed two selectively secure IPFE schemes
based on Decisional Diffie-Hellman (DDH) assumption and Learning with Errors
(LWE) assumptions, respectively. In [17], Tomida introduced the first IPFE
scheme with rigorous security proofs. Although the inner product is not as pow-
erful as general circuits, it is still a valuable functionality that can be utilized for
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statistical computation, biometric authentication, and more [16,20]. The concept
of unboundedness plays a crucial role in the field of Attribute-Based Encryption
(ABE) and has been studied extensively. Tomida and Takashima defined and
implemented unbounded IPFE in [26], while Dufour Sans and Pointcheval pro-
posed unbounded IPFE schemes in [27].

However, the selective security model is less desirable than the adaptive secu-
rity model. To address this issue, Wee and Agrawal [21,24] proposed selective
or semi-adaptive IPFE schemes based on DDH. Subsequently, Agrawal et al.
[19,25] proposed an adaptively secure IPFE scheme based on the assumptions
of DDH, LWE, and Decisional Composite Residuosity (DCR). This improved
the security of IPFE schemes and provided a more robust protection mechanism
for location privacy. Their significant contribution went beyond adaptive secu-
rity and included the development of the first IPFE scheme based on the DCR
assumption. At the same time, references [21,24,25] investigated simulation-
based security of IPFE to enhance its security.

The DCR-based IPFE scheme can handle inner products modulo p by uti-
lizing groups that simplify the discrete logarithm problem, which is a notable
advantage. Unlike DDH-based IPFE schemes, the DCR-based scheme relies on
groups where solving the discrete logarithm problem is challenging, thereby
increasing the security of the scheme. Castagnos et al. [21] proposed an adap-
tively secure and more efficient IPFE scheme constructed over modulo p using
class groups. Their scheme is similar to the DCR-based IPFE scheme in that
both use a group where the discrete logarithm problem is easy, which is due to
the class groups. In [22,23], the External Diffie-Hellman (XDH) assumption is
introduced as a natural extension of the DDH assumption, which improves the
security of the scheme based on hard assumptions and serves as the basis for the
subsequent security proof of our proposed scheme.

1.2 Contributions

In order to provide a full understanding of the content and significance of our
paper, we outline three main contributions below:

• We have introduced and formally defined a novel primitive for distance com-
putation that uses inner product function encryption to achieve secure dis-
tance computation. By using inner product function encryption, our proposed
method achieves secure distance computation in ciphertext while preserving
the privacy of the user’s location information.

• The inner product function encryption scheme proposed in this paper for
secure distance computation is instantiated based on the asymmetric XDH
assumption, and it is shown to withstand chosen plaintext attacks in the
standard model under the asymmetric XDH assumption.

• To illustrate the concept discussed above, we present two potential applica-
tions of our techniques in the context of privacy-preserving location informa-
tion sharing.
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1.3 Organization

This paper is structured into five chapters. First, in Sect. 2, we provide a compre-
hensive explanation of the fundamental concepts and principles underlying IPFE.
Second, in Sect. 3, we present our scheme, including its definition, construction,
and security proofs. This chapter provides a detailed technical description of our
proposed scheme, including the cryptographic primitives and algorithms used in
its implementation. We have also performed a security analysis of the scheme,
demonstrating its resistance to chosen plaintext attacks. In Sect. 4, we explore
the application of our scheme to real-world scenarios. We demonstrated the ver-
satility and applicability of our scheme in various application scenarios. Finally,
in Sect. 5, we summarise the contributions and limitations of the paper and pro-
pose future research directions and goals for the development of this field.

2 Preliminaries

This section serves as a foundational introduction to the basic terms and sym-
bols used in our paper. We provide a comprehensive overview of bilinear map-
pings and XDH assumptions, which are fundamental to our security assumptions.
Next, we provide a detailed explanation of the standard definition of Euclidean
distance, which plays a critical role in the computation of inner products in our
proposed scheme. In addition, we provide a detailed explanation of the definition,
correctness, and security proof of inner product functional encryption, which is
a key component of our scheme.

2.1 Nations

To help the reader understand of the notations used in our paper, we have
compiled a comprehensive list of important notations in Table 1.

2.2 Bilinear Mapping

A bilinear pairing group is defined by the tuple (G1,G2,GT , g, h, q, e), where q
is a prime number that is related to the security parameter λ. The groups G1,
G2, and GT are three cyclic groups of order q, where g and h being generators of
G1 and G2, respectively. The mapping e : G1 ×G2 → GT is bilinear if it satisfies
the following conditions:

• Bilinearity: The mapping e : G1 × G2 → GT is bilinear if the equation
e
(
ga, hb

)
= e (g, h)ab holds for any g ∈ G1, h ∈ G2, and a, b ∈ Z

∗
q .

• Non-degeneracy: There exist g ∈ G1 and h ∈ G2 such that e (g, h) �= 1.
• Computability: For any g ∈ G1 and h ∈ G2, there exists a polynomial-time

algorithm to effectively compute the bilinear mapping e(g, h).
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Table 1. Notations used in paper

Notation Description

λ a security parameter
x the vector x = (x1, ..., xn)

y the vector y = (y1, ..., yn)

〈, 〉 inner product operator
n the length of encoded vectors
e (., .) a nondegradable bilinear mapping
g a generator of G1

h a generator of G2

G1 a cyclic group of order p

G2 a cyclic group of order p

q a big prime number
Di the i-th distribution of XDH assumption
�x,y Euclidean distance between vector x and vector y

2.3 External Diffie-Hellman (XDH)

Assume that the Computational Diffie-Hellman (CDH) assumption is intractable
in both G1 and G2. The XDH assumption states that the DDH assumption is
also intractable in G1. Specifically, it assumes the existence of two distributions
as follows:

D1 :=
(
g, ga, gb, h, gab

)
,D2 :=

(
g, ga, gb, h, T

)
, (1)

where g ∈ G1, h ∈ G2, a, b ∈ Z
∗
q , and T ∈ G1 are selected uniformly and

randomly.
Let A be an algorithm, and define AdvXDH

A as the advantage of A in distin-
guishing between the two distributions

AdvXDH
A =

∣
∣Pr

[A (
g, ga, gb, h, gab

)
= 1

] − Pr
[A (

g, ga, gb, h, T
)
= 1

]∣∣ , (2)

where we choose
(
g, ga, gb, h, gab

)
from D1, and

(
g, ga, gb, h, T

)
from D2.

We say that an algorithm C has an advantage AdvXDH
A = ε in solving the

XDH problem in asymmetric pairing if C outputs a bit in {0, 1} and this is true
if the probability is

∣
∣Pr

[C (
g, ga, gb, h, gab

)
= 0

] − Pr
[C (

g, ga, gb, h, T
)
= 0

]∣∣ ≥ ε, (3)

where the probability is taken over the random choice of the generator g ∈ G1,
h ∈ G2, the exponents a, b ∈ Z

∗
q , T ∈ G1, and the random bit selected by C.

2.4 Euclidean Distance Metric

To compute an inner product between two vectors can be treated in the same
way as computing the distance between two points. A common distance measure
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is the Euclidean distance, defined as the square root of the sum of the squares
of the differences between the corresponding dimensions of two points in the
Euclidean n-space. Let x = (x1, ..., xn) and y = (y1, ..., yn) be two points in the
Euclidean n-space,then the Euclidean distance between x and y is defined as:

�x,y =

√√
√
√

n∑

i=1

(xi − yi)
2
, (4)

where xi and yi are the coordinates of the points x and y in the ith dimension,
respectively.

We will be using the following two formulas:

〈x,y〉 = |x| |y| cos (θ) , (5)

(x − y)2 = |x|2 + |y|2 − 2 |x| |y| cos (θ) . (6)

By combining the above formulas, we utilized the square of the distance as the
metric to simplify the calculations. Hence, we obtain:

�2
x,y =

n∑

i=1

(xi − yi)
2

= (x − y)2

= |x|2 + |y|2 − 2 〈x,y〉 ,

where 〈·, ·〉 represents the inner product. This formula transforms the problem
of calculating the Euclidean distance into the problem of calculating the inner
product of vectors, which is crucial for the inner product computation in our
proposed scheme.

2.5 Inner Product Functional Encryption (IPFE)

The IPFE scheme is defined as a tuple that consists of the following four algo-
rithms IPFE = (Setup,Encrypt,KeyGen,Decrypt):

• Setup
(
1λ, n

) → (mpk,msk): This algorithm takes the security parameter
1λ and the length n of the vector as input, and outputs the master public key
mpk and the master secret key msk.

• Encrypt (mpk,x) → ct: This algorithm takes the master public key mpk and
the vector x that is to be encrypted as input, and outputs the ciphertext ct.

• KeyGen (msk,y) → sky: This algorithm takes the master secret key msk
and the vector y as input, and outputs the functional decryption key sky.

• Decrypt (ct, sky) → 〈x,y〉 or ⊥: This algorithm takes the functional decryp-
tion key sky and the ciphertext ct as input, and outputs either 〈x,y〉 or ⊥
after decryption.
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Correctness: The correctness property must satisfy the following requirement

Pr

⎡

⎣Decrypt (ct, sky) = 〈x,y〉
∣
∣
∣
∣
∣
∣

(mpk,msk) ← Setup
(
1λ, n

)

sky ← KeyGen (msk,y)
ct ← Encrypt (mpk,x)

⎤

⎦ = 1 − neg(1λ).

Security: In the condition of selective security against indistinguishable chosen
plaintext attacks (IND-sCPA), the security model for IPFE consists of six stages:
Init, Setup, Phase 1, Challenge, Phase 2, and Guess. It is a game that is played
between the challenger C and the adversary A. The security game is defined as
follows:

• Init: The adversary A generates two random vectors x0, and x1 ∈ X and
sends them to the challenger C.

• Setup: The challenger C generates the master public key mpk and the master
secret key msk by running Setup

(
1λ, n

)
and sends the master public key mpk

to the adversary A.
• Phase 1: The adversary A is limited to making a polynomial number of

key queries for a non-zero key vector y ∈ Y \ {0}, under the condition that
〈x0,y〉 = 〈x1,y〉. If requested, the challenger C will generate the correspond-
ing functional decryption key sky and provide it to A.

• Challenge: To initiate the challenge phase, the challenger C randomly selects
a bit β ∈ {0, 1} and encrypts the corresponding message vector xβ into a
challenge ciphertext ctxβ

← Encrypt (mpk,xβ). Subsequently, the challenger
transmits the challenge ciphertext to the adversary A.

• Phase 2: Using the constraint from Phase 1, the adversary A continues to
request keys for additional key vectors.

• Guess: Finally, the adversary A produces an output bit β′ ∈ {0, 1}. The
adversary A wins the game if β′ = β; otherwise, the adversary A loses the
game.

For a probabilistic polynomial time (PPT) adversary A, the adversary’s advan-
tage is defined as follows:

AdvIND-sCPA
IPFE,A

(
1λ

)
:= Pr

⎡

⎢
⎢
⎢
⎢
⎣

β′ = β

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(mpk,msk) ← Setup
(
1λ, n

)

sky ← AKeyGen(msk,·) (y)

β
$← {0, 1}

ctxβ
← Encrypt (mpk,xβ)

β′ ← ADecrypt(sky,·) (
ctxβ

)

⎤

⎥
⎥
⎥
⎥
⎦

− 1
2
.

Here, AdvIND-sCPA
IPFE,A represents the adversary’s advantage. IPFE is considered

IND-sCPA secure if the advantage AdvIND-sCPA
IPFE,A of any PPT adversary A in the

IND-sCPA security game is negligibly small.
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3 Our Scheme

3.1 Definition

An inner product function encryption scheme for secure distance calculation can
be represented as a tuple IPFE = (Setup,Encrypt,KeyGen,Decrypt) consisting
of the following four algorithms:

• Setup
(
1λ, n

) → (msk,mpk): This algorithm takes the security parameter 1λ

and the vector length n as inputs and generates the master public key mpk
and the master secret key msk as output.

• Encrypt (mpk,LBS,x) → CTLBS
x : This algorithm takes the master public

key mpk, the location-based service LBS, and the vector x = (x1, . . . , xn)
as input. By utilizing the Euclidean distance measure, we can construct a
new vector x′ that is well suited for inner product evaluation, represented
as x′ =

(
|x|2 , 1, x1, . . . , xn

)
. Subsequently, we employ this new vector to

transform the ciphertext CTLBS
x into CTLBS

x′ .
• KeyGen

(
msk,LBS′,y

) → skLBS′
y : This algorithm takes the master secret

key msk, the location information LBS′ of the key holder, and the vector
y = (y1, . . . , yn) as inputs. Using the Euclidean distance measure, we can
construct a new vector y′ that is suitable for inner product evaluation, defined
as y′ =

(
1, |y|2 ,−2y1, . . . ,−2yn

)
. Then, we use this new vector to transform

the functional decryption key skLBS′
y into skLBS′

y′ .

• Decrypt
(
skLBS′

y′ , CTLBS
x′

)
→ 〈x′,y′〉 or ⊥: This algorithm takes the func-

tional decryption key skLBS′
y′ and the ciphertext CTLBS

x′ as inputs. If LBS �=
LBS′, the decryption algorithm will most likely fail and return an error symbol
⊥. The decryption of CTLBS

x′ is done with skLBS′
y′ , both of which are capable

of computing the square of the distance, 〈x′,y′〉 = (x − y)2, between the two
points.

Correctness: The correctness requirement is defined as follows:

Pr

⎡

⎢
⎣Decrypt

(
skLBS′

y′ , CTLBS
x′

)
= 〈x′,y′〉

∣
∣
∣
∣
∣
∣
∣

(msk,mpk) ← Setup
(
1λ, n

)

skLBS′
y′ ← KeyGen

(
msk,LBS′,y′)

CTLBS
x′ ← Encrypt (mpk,LBS,x′)

⎤

⎥
⎦

= 1 − neg(1λ).

Security: The IND-sCPA security model of our scheme consists of six stages:
Init, Setup, Phase 1, Challenge, Phase 2, and Guess. This model defines a game
between the challenger C and the adversary A, which is described as follows:

• Init: The adversary A selects two challenge message vectors x′
0 and x′

1 from
the message space X , and sends them to the challenger C. Here, x′

0 and x′
1

are arbitrary vectors in X .
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• Setup: The challenger C generates the master public key mpk and the master
secret key msk by running the Setup algorithm, and then sends the master
public key mpk to the adversary A.

• Phase 1: The adversary A can make a polynomial number of key requests on
a key vector y′ ∈ Y \ {0}, subject to the restriction that 〈x′

0,y
′〉 = 〈x′

1,y
′〉.

Subsequently, the challenger C generates a functional decryption key skLBS
y′

and sends it to the adversary A.
• Challenge: The challenger C selects a random bit β ∈ {0, 1} and generates a

challenge ciphertext CTLBS
x′

β
← Encrypt

(
mpk,LBS,x′

β

)
, which is then sent

to the adversary A. The following restrictions apply:
1. Requests with the same location information LBS cannot be repeated.
2. If LBS = LBS′, which means that the queried location information LBS is

the same as the challenged location information LBS′, then the following
condition must hold: 〈x′

0 − x′
1,y

′〉 = 0.
• Phase 2: In Phase 2, the adversary A requests keys for additional key vectors,

subject to the restrictions imposed in Phase 1.
• Guess: At the end of the game, the adversary A produces an output bit

β′ ∈ {0, 1}. The adversary wins the game if β′ = β, and loses otherwise.

The advantage of a PPT adversary A is defined as follows:

AdvIND-sCPA
IPFE,A

(
1λ

)
:= Pr

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

β′ = β

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(msk,mpk) ← Setup
(
1λ, n

)

skLBS
y′ ← AKeyGen(LBS,y′) (msk)

β
$← {0, 1}

CTLBS
x′

β
← Encrypt

(
mpk,LBS,x′

β

)

β′ ← ADecrypt(skLBS
y′ ,·)

(
CTLBS

x′
β

)

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

− 1
2
.

If the advantage AdvIND-sCPA
IPFE,A of any PPT adversary A is negligible, then our

scheme is considered to be secure under IND-sCPA.

3.2 Construction

Setup
(
1λ, n

)
: The algorithm sets the master public key mpk and the master

secret key msk using the security parameter 1λ and the vector length parameter
n. It selects random integers (α, a0, a1, . . . , an) ∈ (

Z
∗
q

)n+2, and sets them as
follows:

g1 = ga1 , . . . , gn = gan ;
h1 = ha1 , . . . , hn = han , h0 = ha0 .

The algorithm generates and publishes the master public key mpk as follows:

mpk = (g, g1, . . . , gn, e (g, h0)) .
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The master secret key msk is generated and set as follows:

msk = (α, h, h0, h1, . . . , hn, e (g, h)) .

Encrypt (mpk,LBS,x): The algorithm takes the master public key mpk, the
location-based service LBS, and the message vector x = (x1, . . . , xn) ∈ X
as input, where X is the message space. By using the Euclidean distance,
we can set a new vector x′ that is suitable for inner product evaluation as
x′ =

(
|x|2 , 1, x1, . . . , xn

)
. Then the encryption algorithm selects a random inte-

ger s ∈ Z
∗
q and computes the following ciphertext:

ct1 = gs,

ct2,i = gxi(gi)s (1 ≤ i ≤ n),

ct3 = e(g, hLBS
0 )s.

The final ciphertext generated by the encryption algorithm is:

CTLBS
x′ := {LBS, ct1, (ct2,1, . . . , ct2,n), ct3} .

KeyGen
(
msk,LBS′,y

)
: This algorithm takes the master secret key msk, the

location information LBS′ of the key holder, and the vector y = (y1, . . . , yn) ∈
Y \ {0} as inputs, where Y is the key space. By using the Euclidean distance,
we can set a new vector y′ that is suitable for inner product evaluation as
y′ =

(
1, |y|2 ,−2y1, . . . ,−2yn

)
. Then the algorithm sets R =

∏n
i=1 (yi)

α, and
calculates the following:

sk1 = hLBS
0

n∏

i=1

(hi)
yiR , sk2 = hR, sk3 = e(g, h)R.

To obtain the functional decryption key, the algorithm outputs the following:

skLBS′
y′ := (sk1, sk2, sk3,y′).

Decrypt
(
skLBS′

y′ , CTLBS
x′

)
: To decrypt the given ciphertext CTLBS

x′ with the

functional decryption key skLBS′
y′ := (sk1, sk2, sk3,y′), the decryption algorithm

computes the following:

〈x′,y′〉 = logsk3

{

e (ct1, sk1)
−1 · e

(
n∏

i=1

(ct2,i)
yi , sk2

)

· ct3

}

.
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Correctness: To verify the correctness of our scheme, given the ciphertext
CTLBS

x′ and the functional decryption key skLBS′
y′ as defined above, the following

procedure can be used:

〈
x′,y′〉 = logsk3

{

e (ct1, sk1)
−1 · e

(
n∏

i=1

(ct2,i)
yi , sk2

)

· ct3
}

= logsk3

⎧
⎨

⎩
e

(

gs, hLBS
0

n∏

i=1

(hi)
yiR

)−1

· e
(

n∏

i=1

(gxi (gi)
s)yi , hR

)

· e
(
g, hLBS

0

)s

⎫
⎬

⎭

= logsk3

⎧
⎨

⎩
e

(
gs, hLBS

0

)−1 · e
(

gs,
n∏

i=1

(hai )yiR

)−1

· e
(

n∏

i=1

(gxiyi ) , hR

)⎫
⎬

⎭

+ logsk3

{

e

(
n∏

i=1

(gaisyi ) , hR

)

· e
(
g, hLBS

0

)s
}

= logsk3

{
e(g, hLBS

0 )−s · e(g, h)−Rs
∑n

i=1 aiyi · e(g, h)R
∑n

i=1 xiyi

}

+ logsk3

{
e(g, h)Rs

∑n
i=1 aiyi · e(g, hLBS

0 )s
}

= logsk3

{
e (g, h)R〈x′,y′〉} .

The decryption algorithm finally obtains 〈x′,y′〉 that satisfies the following equa-
tion:

〈x′,y′〉 = logsk3

{
e (g, h)R〈x′,y′〉}

= loge(g,h)R

{
e (g, h)R〈x′,y′〉}

= 〈x′,y′〉 .

When the inner product value of 〈x′,y′〉 is non-zero, the Euclidean distance
metric �x,y can be utilized to measure the distance between the corresponding
locations. If the computed distance value falls within the predetermined thresh-
old, it can be inferred that the user’s locations are correlated. In particular, a
non-zero inner product indicates that the two vectors have similarities in certain
dimensions. The Euclidean distance metric can provide a more comprehensive
assessment of the differences between two vectors by measuring the distribution
of their similarities throughout the entire vector. If the calculated Euclidean
distance value is smaller than the preset threshold, it indicates that the differ-
ence between the two vectors is small, and their locations are correlated. This
information can be utilized for distance calculation.

3.3 Proof of Security

Assuming that the XDH assumption is hard, then our scheme can achieve IND-
sCPA security. If an adversary A breaks the IND-sCPA security of our scheme
with a non-negligible advantage of ε, a challenger C can be constructed to solve
the XDH assumption with a non-negligible advantage of ε

2 . The interaction pro-
cess between A and C is described below:
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• Init: The adversary A selects a location-based service LBS∗ and sends two
challenge vectors x′

0 and x′
1 ∈ X to the challenger C.

• Setup: The challenger C first chooses random exponents
(
α, a0, a

′
1, . . . , a

′
n

)
∈

Z
∗
q and defines the following:

x′ = x′
0, gi = gax1,ig−ax0,iga

′
i ,

h0 = ha0 , hi = hax1,ih−ax0,iha
′
i .

To simulate the system, the following parameters are specified:
{

ai = ax1,i − ax0,i + a
′
i

}n

i=1
.

Next, the challenger C sends the following master public key mpk to the
adversary A:

mpk = (g1, . . . , gn, e (g, h0)) .

The corresponding master secret key msk can be computed as follows:

msk = (α, h, h0, {hi}n
i=1 , e (g, h)) ,

where {hi}n
i=1 is unknown to the challenger C.

• Phase 1: The adversary A adaptively requests secret key queries for the key
vector y′ ∈ Y \ {0} subject to the constraint that 〈x′

0,y
′〉 = 〈x′

1,y
′〉, and

the maximum number of queries is polynomially bounded. The challenger C
computes R =

∏n
i=1 (y)

α and sets the following:

sk1 = hLBS
0

n∏

i=1

(
ha

′
iyiR

)
, sk2 = hR, sk3 = e(g, h)R.

If the key vector y′ satisfies 〈x′
0,y

′〉−〈x′
1,y

′〉 = 0, then the correct distribution
of the key (sk1, sk2, sk3,y′) in the algorithm is as follows:

sk1 = hLBS
0

n∏

i=1

(
ha

′
iyiR

)
= hLBS

0 ha(〈x′
0,y′〉−〈x′

1,y′〉)R
n∏

i=1

ha
′
iyiR

= hLBS
0

n∏

i=1

ha(x1,iyi−x0,iyi)R
n∏

i=1

ha
′
iyiR = hLBS

0

n∏

i=1

(
hax1,ih−ax0,iha

′
i

)yiR

= hLBS
0

n∏

i=1

(hai)yiR = hLBS
0

n∏

i=1

(hi)
yiR .

Thus, the secret key (sk1, sk2, sk3,y′) defined above satisfies the following
property:

sk1 = hLBS
0

n∏

i=1

(hi)
yiR , sk2 = hR, sk3 = e(g, h)R.
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As the secret key skLBS
y′ := (sk1, sk2, sk3,y′) for y′ satisfies the definition, it

is valid. The challenger C then sends skLBS
y′ to the adversary A.

• Challenge: If the adversary A successfully completes Phase 1, the challenger
C sets the following:

ct1 = gb,
{

ct2,i = gxiT x1,i−x0,iga
′
ib

}n

i=1
, ct3 = e(gb, hLBS

0 ).

If s = b and T = gab, the correct distribution of the ciphertext
{ct1, (ct2,1, . . . , ct2,n), ct3} for the message vector x′ computed by the algo-
rithm is as follows:

ct2,i = gxiT x1,i−x0,iga
′
ib = gxi

(
gab

)x1,i−x0,i
ga

′
ib

= gxigab(x1,i−x0,i)ga
′
ib = gxigax1,ibg−ax0,ibga

′
ib

= gxigaib = gxi (gi)
b
.

Thus, the ciphertext {ct1, (ct2,1, . . . , ct2,n), ct3} defined above satisfies the fol-
lowing property:

ct1 = gs, ct2,i = gxi(gi)s, ct3 = e(g, hLBS
0 )s.

This satisfies the definition, and the challenger C sends the ciphertext
CTLBS

x′ := {LBS, ct1, (ct2,1, . . . , ct2,n), ct3} to the adversary A.
• Phase 2: The adversary A continuously requests secret keys for additional

key vectors with the same restrictions as in Phase 1.
• Guess: If β′ = β, the challenger C outputs 1 to indicate that T = gab;

otherwise, C outputs 0 to indicate that T �= gab.

The following analysis concerns the probability of the challenger C success-
fully solving the XDH assumption. Let success denote the event of C successfully
solving the XDH assumption, γ = 1 denote T = gab, and γ = 0 denote T �= gab.
Hence, we have:

Pr[success] = Pr[success|γ = 1]Pr[γ = 1] + Pr[success|γ = 0]Pr[γ = 0]

=
1
2

·
(
1
2
+ ε

)
+

1
2

· 1
2

=
1
2
+

ε

2
.

In the above equation, if T = gab (with a probability of 1
2 ), the challenger

C perfectly simulates the game, and the adversary A wins the game with a
probability of 1

2 +
ε
2 . On the other hand, if T �= gab, C cannot simulate the game,

and A wins the game with a probability of only 1
2 . In summary, the advantage

of the challenger C in solving the XDH assumption can be expressed as follows:

AdvXDH
C = Pr[success] − 1

2
=

ε

2
.



366 G. Tan et al.

Since ε is non-negligible in our assumption, AdvXDH
C is also non-negligible.

Thus, if the adversary A breaks the IND-sCPA security of our scheme with
non-negligible advantage, the challenger C will solve the XDH assumption with
non-negligible advantage.

4 Discussion and Application

This chapter explores a variety of real-world applications that can be developed
and implemented using secure distance calculation. By exploring these applica-
tions, readers can gain a deeper understanding of the potential of our scheme
and its impact on our daily lives.

4.1 Contact Tracing

To demonstrate the versatility of our scheme, we present an application that uti-
lizes it to measure the distance between two points. The computation of the inner
product between two vectors can be equivalent to the calculation of the distance
between two points. To illustrate, consider the distance between two points rep-
resented by vectors x′ =

(
|x|2 , 1, x1, . . . , xn

)
and y′ =

(
|y|2 , 1, y1, . . . , yn

)
. The

Euclidean distance formula can be utilized to calculate this distance as follows:
�x,y =

√∑n
i=1 (xi − yi)

2.
In our scheme, we can decrypt the ciphertext CTLBS

x′ with the secret key
skLBS

y′ based on the user’s location service. Then we can compute the squared
Euclidean distance �2

x′,y′ between the two vectors x′ and y′. Our scheme helps
to identify close contacts of infectious diseases while preserving the privacy of
the individuals involved. Assuming that each element of the vector represents
the user’s location information, our scheme computes the value of the inner
product between itself and an infected individual, without directly accessing
the infected individual’s location data. By computing the inner product of their
encrypted location information and the encrypted location information of the
infected person, users can identify potential contact with the infected person
while preserving the privacy of the individuals involved. Therefore, our scheme
offers a promising approach for contact tracing and other distance calculations
that require privacy-preserving computations.

4.2 Chat Recommendation

By incorporating our scheme into nearby chat applications enables users to filter
out other nearby users, while keeping their own location information confidential.
In this scenario, if a vector represents a person’s location information, users
can determine the differences in their location with respect to others, without
revealing their own location information. This allows users to determine their
distance from others based on distance calculations and conduct online chats
based on relative location distance while protecting their privacy. As a result,
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users can determine the proximity of others and start a conversation based on
their relative location, all while maintaining the protection of their privacy. This
methodology can also be extended to a range of location-based services, including
location-based advertising or tailored recommendations. By evaluating the inner
product and encrypting the inner product function, our scheme promotes secure
and efficient distance computation while maintaining user privacy.

5 Conclusion

In this paper, we present a novel scheme that based on inner product functional
encryption technology that is capable of encrypting and protecting user location
information, thereby achieving secure distance calculation. Unlike conventional
location-based service schemes, it does not reveal the user’s actual location infor-
mation. Instead, the scheme conceals it through encryption, which can only be
decrypted by similar locations users with access to the location information.
In the security proof of our scheme, we demonstrate its resilience against cho-
sen plaintext attacks in the standard model, based on the asymmetric XDH
assumption. The potential applications of our scheme are numerous, including
contact tracing for infectious diseases, but there is still room for improvement in
terms of security. Future research directions should focus on constructing more
secure schemes, such as adaptively secure and simulation-based secure schemes,
to further enhance the security of our scheme.
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Abstract. Zero-knowledge proof (ZKP) has a crucial role in the con-
struction of cryptographic protocols and privacy protection. One of the
core research components of zero-knowledge proof is the NP-complete
(NPC) problem. This paper focus on a classic NPC problem graph 3-
coloring problem (3-GCP). Firstly, we propose a non-interactive zero-
knowledge (NIZK) proof scheme for the 3-GCP. In our scheme, the prover
generates a proof π for each edge based on the graph and the coloring
scheme. The verifier then chooses whether to trust the provers’ proof
based solely on π. This is the non-interaction between the prover and the
verifier. Moreover, we optimize this scheme for efficiency based on the
idea of homomorphic encryption. It allows each execution of the scheme
to prove a vertex in the graph. Finally, we present the security analysis
and computational cost of our solution, which again demonstrates that
our solution is feasible.

Keywords: Non-interactive proof · Privacy protection · Computation
zero-knowledge · Commitment

1 Introduction

The concept of zero-knowledge proof was first introduced by Goldwasser, Micali,
and Rackoff [18]. Informally, a zero-knowledge proof is essentially a protocol
involving two or more parties, that is, a sequence of steps that two or more
parties need to take in order to complete a task. It requires that the prover be
able to convince the verifier that he has a secret piece of evidence w related to a
given public input x, but that the proof procedure does not reveal any informa-
tion about w to the verifier. Since their introduction, zero-knowledge proofs have
occupied an important place in contemporary cryptography. Not only does it pro-
vide strong support as a cryptographic primitive to implement the analysis and
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construction of various cryptographic protocols, but its proof methods have also
become widely used methods. It has used in domains as diverse as anonymous
voting and identity authentication [29,30], witness encryption [17,32], Smart
contracts [2] and other aspects.

A classical example of a zero-knowledge proof is the 3-GCP, which is also
known to be an NPC problem. We say that a graph G is 3-colorable if one can
color the vertices of G with 3 colors in such a way that any two adjacent vertices
receive two different colors. A zero-knowledge proof of the 3-coloring problem
for a graph requires that if the prover knows a 3-coloring scheme χ for the graph
G, then he must be able to convince the verifier that he has the χ and that the
verifier does not get any useful information about χ in the course of the proof.
Zero-knowledge proofs for 3-GCP have been extensively studied. Several recent
works [3,12] have given some proof schemes based on substitution technology.
However, it still suffers from numerous problems. First, during the verification
process, the verifier needs to send the challenge value. It requires both parties to
be online at the same time, which is infeasible for some scenarios. Then, each run
of the protocol is capable of proving only one edge of the graph, which means
that the protocol requires a large number of runs. This significantly adds to the
computational cost.

In some cases, zero-knowledge proofs rely on commitment schemes. A com-
mitment is a cryptographic primitive that is often a fundamental ingredient of
various cryptographic protocols. The cryptographic commitment involves two
players, the committer and the verifier, and is divided into a commitment gen-
eration phase and a commitment opening phase. In the commitment genera-
tion phase, the committer select a sensitive data v, compute the corresponding
commitment c, and then send the commitment c to the verifier. With the com-
mitment c, the verifier determines that the commitr can only have one way to
interpret the data v, which has not yet been decrypted and cannot be broken.
In the commitment opening phase, the committer announces the explicit text
of data v and other relevant parameters, and the verifier repeats the computa-
tion process of commitment generation, comparing whether the newly generated
commitment is consistent with the previously received commitment c. If it is
consistent, the verification is successful, otherwise it fails. The currently used
commitment schemes are: bit commitment based on pseudo-randomn generator
[26], hash commitment based on unidirectionality of hash function [9], Pedersen
commitment based on discrete logarithm problem [25], bit commitment based
on symmetric cryptographic utility [15], etc. Inspired by the idea of homomor-
phic encryption [1], in this paper we use Fujisaki-Okamoto (FO) commitment
[16] based on the discrete logarithm assumption to construct a zero-knowledge
proof scheme. It allows each execution of the scheme to prove a vertex in the
graph, significantly reducing the number of runs and the computational cost of
the scheme.

1.1 Contribution

In this paper, we first give and construct a non-interacting zero-knowledge proof
scheme for 3-GCP based on the discrete logarithm assumption. In this scheme,
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we make it possible for the prover and the verifier not to be online at the same
time by using knowledge in the cyclic group with secret order technology [28]. We
then optimize the scheme according to the idea of homomorphic encryption, such
that each execution of the scheme proves a vertex in the graph, thus reducing
the computational cost.

• Provide formal definitions and security concepts for the non-interactive zero-
knowledge proof scheme for the 3-GCP.

• Based on the discrete logarithm assumption, we construct an efficient non-
interactive zero-knowledge proof scheme for the 3-GCP. Then inspired by the
idea of homomorphic encryption, we optimize the scheme such that there is no
interaction between the prover and verifier. In terms of computational cost,
compared to O(nmλ) commitments of [21] and O(n + mλ) commitments of
[12], our scheme only needs to generate O(n + m) commitments, where n is
the total number of vertices of the graph G, m is the total number of edges
of the graph G, and λ is the security parameter.

• We give a security analysis of our constructed scheme and show that our
scheme achieves computational soundness and computational zero-knowledge.
In our scheme, we use FO commitment based on the discrete logarithm
assumption for each vertex in the graph. Due to the binding of the com-
mitment scheme, if the prover does not have quantum computing power, the
verifier will reject the proof of the prover with overwhelming probability when
the prover does not know a specific 3-coloring scheme. Moreover, the prover
uses a randomly chosen value for each commitment in the proof phase to
improve zero-knowledge. Also due to the hiding of the commitment scheme,
the verifier cannot obtain any knowledge of the graph 3-coloring scheme unless
the verifier is able to break the discrete logarithm problem.

1.2 Related Work

Interactive proof systems have been used extensively in the study of NPC prob-
lems since they were proposed by Goldwasser, Micali, and Rackoff [18]. In fact,
due to the graph theory as the main source of NPC problems, some computa-
tional zero-knowledge proof techniques based on different graph problems such
as isomorphism, diffeomorphism, clustering, independent sets, etc. have been
proposed [14,19,20]. However, the application scenario is limited by the fact
that interactive proof systems require both the prover and the verifier to be
online. In 1986, Amos Fiat and Adi Shamir proposed the Fiat-Shamir transfor-
mation [13], which can convert an interactive zero-knowledge proof system to a
non-interactive zero-knowledge proof system by a hash function. Recently, Chris
Peikert et al. [27] constructed a non-interactive zero-knowledge proof system for
NP languages that uses hash functions to apply the Fiat-shamir transform in
a reasonable way to achieve non-interactivity. The concept of non-interactive
zero-knowledge proofs is proposed by Blum et al. in [5]. Protocols implemented
through non-interactive zero-knowledge proofs significantly save protocol exe-
cution time and improve the efficiency of protocol operation. This is impor-
tant in applications such as blockchain, anonymous verifiable voting, and secure
exchange of digital assets.
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As a classical NPC problem, the zero-knowledge proof sketch for the 3-GCP
is given by Brasaard and Crepéau [7]. Later, Kilian [21] proposed an efficient
zero-knowledge proof system for the 3-GCP. The protocol is based on the imple-
mentation of “notary envelopes” using “ideal bit commitment” and “pair-blob”.
In the protocol, the prover uses bit commitment and XOR operations to color
the vertices of the graph G. Subsequently the verifier sends a random challenge
edge eij(vi, vj) to the prover. After receiving the edge eij the prover proves that
vi �= vj without exposing any information about vi and vj . However, this pro-
tocol is not non-interactive, which means that both the prover and the verifier
must be online. Secondly, a malicious prover can color the graph with more than
three colors, which means that the soundness of the protocol does not hold. In
order to solve this problem, Ehsan Ebrahimi [12] proposed a bit commitment
scheme based on the Learning Parity with Noise (LPN) problem and used it to
construct an interactive zero knowledge proof system. In the scheme the prover
does not reveal the specific color of the vertices, but proves that the two vertices
are colored differently by an inequality protocol with a much reduced number of
commitments. However, this scheme is still interactive and in order to achieve
negligible soundness errors, the protocol must be run in large numbers, which
leads to the generation of a large number of commitments and is not efficient.
In addition, Cheng-Long Li et al. [22] generated a quantum randomness service
[4,24] random number certified by the leak-free Bell test and conceived a non-
interactive zero-knowledge proof system for the three-color problem using this
technical system. Unfortunately, their solution is still interactive. In our work,
the proof scheme satisfies non-interactivity, computational soundness, and com-
putational zero-knowledge. Also, in terms of computational cost, the proof sends
only O(n + m) commitments to the verifier, where n is the total number of ver-
tices of the graph.

1.3 Organization

Section 2 is dedicated to notations, key technologies and definitions needed in this
paper. We provide formal definitions and security concepts for non-interactive
zero-knowledge proof scheme of the 3-GCP in Sect. 3. In Sect. 4, we first construct
a computational zero-knowledge non-interactive proof system for proving the 3-
GCP. We then optimize the scheme so that each run of the proof Algorithm
completes a zero-knowledge proof for all edges associated with any one vertex
in the graph. Finally, we conclude in Sect. 5.

2 Preliminaries

2.1 Notations

Let R, Z, N be the set of real numbers, integers and natural numbers, respec-
tively, and a universe of 3-Coloring scheme K. If S is a finite set then x

$←− S is
the operation of picking an element uniformly from S. In this paper, we use χ

to denote a 3-coloring scheme, where χ
$←− K. For a natural number n, [n] means
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the set {1, . . . , n}. N is a large composite number and the factorization of N is
unknown. Z∗

N is an integer group under multiplication modulo N without the
factors of N , and G is a cyclic subgroup of Z∗

N with a large order. Integers g and
h are generators of G, h = gL mod N and L is unknown to anyone except the
parameter generator, where L ∈ Z. We denote by [a, b] that the secret number
v lies between a and b, a is a lower bound and b is an upper bound for the given
range. If s1 and s2 are two strings of characters, then s1 ‖ s2 represents the
concatenation of string s1 and string s2. Pr[P : V ] is the probability that the
predicate P holds true where free variables in P are assigned according to the
program in V . Unless otherwise stated, we use λ as a safety parameter through-
out the paper. A nonnegative function negl(λ) = 1/o(λt) is called negligible,
which vanishes faster than any polynomial of degree t, ∀t ∈ N.

2.2 The Fujisaki-Okamoto Commitment Scheme

In this paper we use FO commitment scheme [16] as our commitment scheme.
To make things easier, we denote the commitment to v in the base (g, h) by
Com(v, r) = gvhr mod N , where r is randomly selected over Z.

Com(v, r) is considered by Boudot to be a statistically secure commitment
Scheme [6]. Informally, the prover P is unable to generate the same commitment
for two values v1 and v2, such that v1 �= v2 unless P can factor N or solve the
discrete logarithm of g in base h or the discrete logarithm of h in base g. In
other words, P finds v1, v2, r1, r2 where v1 �= v2 such that Com(v, r) is computa-
tionally infeasible. Similarly, we say that the commitment does not statistically
reveal any information about the secret to the verifier, because any two commit-
ments are statistically indistinguishable for the verifier. Formally, there exists a
simulator S∗ that generates statistically indistinguishable commitments without
knowledge of the v from those generated by the real commitment of the P.

Definition 1. secret order principle. N is a large composite with unknown fac-
torization and G is a cyclic subgroup of Z

∗
N with a large order. It is hard to

calculate any multiple of the order of G if factorization of N is hard.

The secret ordering principle is based on the large integer decomposition prob-
lem. This principle implies that it is computationally infeasible to compute
arbitrary multiples of subgroup order as long as the factorization of mod N
is intractable. And it also guarantees the binding and uniqueness of the prover
to the committed integers. The security of the FO commitment [16] is based on
this principle.

2.3 Knowledge of Discrete Logarithm in a Cyclic Group with
a Secret Order (KDLCGSO)

KDLCGSO can be seen as a variant of the schnorr protocol [29], which enables
a party to prove knowledge of integers v and r to satisfy gvhr = y mod N . In
[23] KDLCGSO is most basic and important proof primitive. In [8], the author
also uses this primitive to prove that the number of commitments is a square.



Efficient Non-interactive Zero-Knowledge Proof 375

Let y = gvhr mod N be the common input, and we denote P as the prover
and V as the verifier. P wants to convince V that he/she knows a secret v ∈ Z.
KDLCGSO is described in Table 1.

The following KDLCGSO is a non-interactive zero-knowledge proof protocol.
In contrast to the interactive KDLCGSO, it implements the non-interactive fea-
ture by using the Fiat-Shamir transformation to generate challenges. Note that
the KDLCGSO used in this paper is the non-interactive version unless otherwise
stated. The KDLCGSO proof satisfies computational soundness and computa-
tional zero-knowledge, where the soundness of the KDLCGSO proof relies on
Theorem 1.

Table 1. KDLCGSO.

Theorem 1. Even if the order of g and h are secret, there is still a polynomial
algorithm to calculate integers v and r to satisfy gvhr = y mod N .

The earliest formal proof of the theorem appeared in [16], but the same author
[10] finds out that the analysis in [16] is incomplete. No formal proof of theorem
1 is available until [11]. Proof of theorem 1 is quite complex, proof of theorem 1
is not repeated here and interested readers are referred to [11].

In [6,23], KDLCGSO is used as a cryptographic primitive for other proto-
cols. In [6], “proof that two commitments hide the same secret” and “proof that
a committed number is a square” are combinations of two KDLCGSO proofs
sharing the same secret logarithms. In [23], to proof that a committed num-
ber is a square is the same as in [6] and employs two combined KDLCGSO
proofs. The soundness of them all depends on theorem 1. We follow the syn-
tax in [28] and proof that two commitments hide the same secret is denoted
as EL(v, r1, r2|g1, h1, g2, h2|A,B). The EL proof is a kind of zero-knowledge
proof protocol and is used to verify whether two commitments A and B where
A = gv

1hr1
1 mod N and B = gv

2hr2
2 mod N hiding the same secret v or not. Proof

that a committed number is a square is denoted as SQR(v, r|g, h|A), The SQR
function is a zero-knowledge proof and is used to verify whether the commitment
A = gv2

hr mod N hiding the square secret v2 or not.
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2.4 Committed Integer Lies in a Specific Interval (RG)

RG proof was first proposed by Brickell and others in [8]. This proof is used
to verify whether the secret number in commitment lies in a specific interval
or not. Such kind of proofs are intensively used in several schemes: electronic
cash systems, group signatures, publicly verifiable secret sharing schemes, and
other zero-knowledge protocols. We denote this proof as RG(v, r|g, h|A| [a, b]),
and the RG proof is a kind of zero-knowledge proof and is used to verify that
the commitment A = gvhr mod N hides an integer v that lies in a particular
interval [a, b]. The specific implementations of the proof protocol is not provided
here. They can be found in [31].

Here we will introduce a variant of the RG proof, which we call the PRG
proof. In fact, for a commitment A = gvhr mod N we find that Tsai et al.
transform the proof that v is in [a, b] into a proof that a number c related to v is
greater than 0 when constructing the RG proof. For a commitment B = gmhr

mod N , we write its PRG proof as PRG(m, r|g, h|B), which means that the
secret number m hidden in the commitment B is a positive integer. For easy
understanding, we briefly discuss the process of PRG as follows: where (g, h,B)
can be regarded as public parameters, and P is the prover and V is the verifier.

• P :
1) Pick a big random non-zero integer x and a integer r′, compute C =

Bx2
hr′

mod N .
2) Run the SQR protocol to get SQR1(x, r′|B, h|C).
3) Randomly choose an integer α such that α2 < mx2(If not, reselect α until

the condition is met) and calculate β = mx2 − α2.
4) set two positive integers r1 and r2 such that r1 + r2 = rx2 + r′, and

calculate D = gα2
hr1 mod N,E = gβhr2 mod N .

5) Run the SQR protocol to get SQR2(α, r1|g, h|D) and publish: π =
(C,D,E, SQR1, SQR2, β).

• V check:
• Is C equal to D × E, SQR1, SQR2 and is β greater than 0.

If V can pass the above proofs, then the V will believe that the secret m
hidden by that commitment B is a positive integer. Simply put, SQR1 ensures
that the secret number in C is the product of m and a square number, so we
have m > 0 when mx2 > 0. And because C = D × E, that is, mx2 = α2 + β,
and β > 0, so m > 0.

3 Definition of NIZK Proof for 3-GCP

In this section, we provide the formal definition and security concept of the
non-interactive zero-knowledge proof scheme for the 3-GCP.

Definition 2. Non-interactive zero-knowledge proof arguments for 3-GCP. A
NIZK proof argument for 3-GCP consists of three polynomial (possibly random-
ized) algorithms Setup Prove and V erify described below.
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• pk ← Setup(1λ) The polynomial algorithm Setup takes as input the security
parameter λ and returns public parameter pk.

• π ← Prove(χ, pk) The polynomial algorithm Prove takes as input the param-

eter pk and the 3-coloring scheme χ
$←− K and returns the proof π.

• b ← V erify(π, pk) The verification algorithm V erify on inputs pk and π,
returns a bit b that indicates the accept (when b = 1) or the reject (when
b = 0).

The NIZK proof argument for 3-GCP typically satisfies three security proper-
ties: correctness, soundness, and zero-knowledge. We explain this in more detail
below.

Correctness. The correctness property states that an honest prover can follow
the protocol and convince the verifier by all proofs that it owns a 3-coloring
scheme χ of the graph G.

Definition 3. Correctness of NIZK proof argument for 3-GCP. Let NIZK proof
argument for the 3-GCP = (Setup, Prove, V erify) be a non-interactive zero-
knowledge proof arguments for the 3-GCP. If for all security parameters λ, a
NIZK proof argument for 3-GCP = (Setup, Prove, V erify) satisfies the correct-

ness property for any valid 3-color scheme χ
$←− K of the graph G, the following

probabilities are satisfied.

Pr

[
V erify(π, pk) = 1 :

pk
$←− Setup(1λ)

π
$←− Prove(χ, pk)

]
≥ 1 − negl(λ)

Soundness. The soundness property states that if the proof passes with non-
negligible probability, then χ

$←− K must be a valid 3-coloring scheme of the
graph G and known by the prover.

Definition 4. Soundness of NIZK proof argument for 3-GCP. Let NIZK proof
argument for the 3-GCP = (Setup, Prove, V erify) be a non-interactive zero-
knowledge proof arguments for the 3-GCP. A NIZK proof argument for the 3-
GCP = (Set, Pro, V er) satisfies the soundness property if there exists a PPT
simulator S and for any λ such that the following probabilistic is negligible.

Pr

[
V erify(π, pk) = 1 ∧ χ /∈ K :

pk
$←− Setup(1λ)

π
$←− Prove(χ, pk)

]
� negl(λ)

Zero-Knowledge. The zero-knowledge property states that a polynomially
bounded malicious verifier cannot obtain any information about the knowledge
χ. No one can obtain the secret unless the verifier discloses it.
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Definition 5. Zero-knowledge of NIZK proof argument for 3-GCP. Let NIZK
proof argument for the 3-GCP = (Set, Pro, V er) be a non-interactive zero-
knowledge proof argument for the 3-GCP. A NNIZK proof argument for the
3-GCP = (Setup, Prove, V erify) satisfies the zero-knowledge property if there
exists a PPT simulator S∗ and for all security parameter λ, adversaries A, such
that the following probabilistic is negligible.

Pr

⎡
⎢⎢⎢⎢⎣b = b′ :

pk
$←− Setup(1λ)

b
$←− (0, 1);χ $←− A(pk)

π1
$←− Prove(χ, pk);π0

$←− S∗(pk)

b′ $←− A(pk, πb)

⎤
⎥⎥⎥⎥⎦ − 1

2
� negl(λ)

4 Our Construction for the NIZK Proof of 3-GCP

In this section, first, we construct a NIZK proof scheme for 3-GCP that achieves
non-interaction between the prover and the verifier, and we present a security
analysis of the scheme. Second, we optimize the scheme based on the idea of
homomorphic encryption and give a general construction in which the opti-
mized scheme preserves the non-interactivity of the original scheme and is more
efficient.

4.1 Construction 1

We say a graph G(V,E), where |V | = n, |E| = m, is 3-colorable if there exists a
map χ : V → {01, 10, 11} such that for any edge eij(vi, vj) ∈ E, χ(vi) �= χ(vj),
where i ∈ [n], j ∈ [n] and i �= j that is, the two vertices of any one edge are
mapped to different colors. For convenience, in this paper we directly denote
the mapping χ(vi) of vi by vi if not specifically stated. The core idea behind
the scheme is that graph G(V,E) is 3-colorable if and only if |vi − vj | > 0
i.e.(vi − vj)2 > 0 for all eij(vi, vj) ∈ E and vi ∈ [1, 3], vj ∈ [1, 3]. If we directly
use (vi − vj)2 in our scheme, it may leak the information about vi and vj with

high probability. Therefore we compute ϕ2(vi − vj)2, where ϕ
$←− Z. So, when

ϕ2(vi − vj)2 > 0, |vi − vj | > 0.
Our construction scheme contains 3 Algorithms, namely Setup1, P rove1, and

V erify1, whose formal descriptions are provided in Algorithms 1, 2, and 3,
respectively. It is worth noting that the graph G(V,E), where |V | = n, |E| = m,
is common to all, but the prover P knows a 3-coloring scheme χ of the graph
G. In the scheme, the trusted third party usually runs Algorithm 1 and returns
the Public Key pk to P and the verifier V. In fact, the public Key pk output in
Algorithm 1 is the parameter (g, h,N) of the FO commitment and the graph G
and then P run Algorithm 2 to generate the proof π.
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Algorithm 1. Setup: Setup1(1λ) → pk

Input: The security parameter λ.
Output: The Public Key pk = (g, h, N, G)
The trusted third party inputs the security parameter:

1. Pick a large composite number N such that N = pq, where p and q are prime
factors.

2. Find an element g ∈ Z∗
N with a large order and calculate h = gL mod N , where

L ∈ Z.
3. Return the pubilc key pk = (g, h, N, G) to P and V.

Algorithm 2. Prove: Prove1(χ, pk) → π

Input: The 3-coloring scheme χ and the public key pk.
Output: The proof π.
P generates a proof π based on the χ and the pk:

1. First pick n large random integer r1,. . . , rn, and then generate a commitment
ck for each vertex vk in graph G based on the χ and generate a range proof RGk

for each commitment ck, where k = 1,. . . , n.

ck = gvkhrk mod N

RGk(vk, rk|g, h|ck| [1, 3])

2. Randomly selects an edge eij(vi, vj) in graph G to generate a commitment ct1

representing the color difference between two vertices of the edge eij ,(i, j ∈ [n]).

ct1 = ci/cj mod N

3. Pick a random integer r′ to compute a commitment ct2 , then utilizes ct1 and ct2

to make an EL Proof.

ct2 = c
vi−vj
t1

hr′
mod N

EL1(vi−vj , ri − rj , r′|g, h, ct1 , h|ct1 , ct2)

4. Randomly pick a big integer ϕ that is not zero and an integer r′′, calculate a
commitment ct3 and generate an SQR proof for it.

ct3 = cϕ2

t2
hr′′

mod N

SQR1(ϕ, r′′|ct2 , h|ct3)

5. Run PRG Protocol to get PRG1(ϕ
2(vi − vj)

2, ((ri − rj)(vi − vj) + r′)ϕ2 +
r′′|g, h|ct3), and set the π1 = (ci, cj , RGi, RGj , ct1 , ct2 , ct3 , EL1, SQR1, PRG1).

6. Repeat steps 1-5(edges already selected are no longer selected) m − 1 times to
generate the proof π = (π1, . . . , πm) and return the π to V.
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Upon receiving the proof π sent back by P, V runs Algorithm 3 to verify π.
V takes each πρ (ρ ∈ [m]), respectively, as an input to Algorithm 3. Algorithm 3
returns a bit b that indicates the accept (when b = 1) or the reject (when b = 0)
after each verification, and the V accepts the proof π only if the verification
result of each πρ is accepted, otherwise it is rejected.

Algorithm 3. Verify: V erify1(πρ, pk) → b

Input: The public key pk and the proof πρ.
Output: A bit b representing acceptance or rejection.
The V performs validation based on πρ (the edge is eij) and pk:

1. Verify RGi, RGj and checks whether

ct1 = ci/cj mod N

if RGi, RGj passes and ct1 = ci/cj mod N then proceed to the next step,
otherwise return b = 0 and halt

2. Verify EL1, SQR1, and PRG1, setting b = 1 if all validations pass, and b = 0
otherwise, and finally return b.

Lemma 1. Correctness: If the prover knows a 3-coloring χ of G, then the ver-
ifier V always accepts the solution.

Proof. Satisfaction of the verifications are as follows.

• If the prover P provides an actual 3-coloring χ and strictly follows the proof
Algorithm 2, then RGi and RGj immediately pass the verification and ct1 =
ci/cj . Therefore, step 1 is satisfied.

• As ct1 = ci/cj=gvi−vjhri−rj mod N and ct2 = c
vi−vj

t1 hr′
mod N both commit

the same value. So EL1 is correct. Again, SQR1 and PRG1 are correct, so
step 2 is satisfied and Algorithm 3 returns b = 1.

Ultimately, since all proofs πρ are accepted by Algorithm 3, the proof π passes
successfully, so our scheme satisfies the correctness property.

Lemma 2. Soundness: If the proof π passes successfully the verifications with
a non-negligible probability, the prover knows a χ ∈ K of G.

Proof. Based on the difficulty of solving discrete logarithm problem and the
integer factorization problem, FO commitment has the property of secret bind-
ing. It is impossible for a polynomial prover to calculate integers a1, a2, b1
and b1 such that A = ga1hb1 mod N , B = ga2hb2 mod N and (a1, b1) �= (a2,
b2). It means that after the prover publishes the commitment, the prover has
a negligible probability to change the secret number and to generate the same
commitment. Thus, the passing of the verification in step 1 shows that all ver-
tices in the G are mapped to the set {1,2,3}, i.e. the whole graph G does not
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have a fourth color. Similarly, due to the binding nature of the FO commitment,
if SQR1(ϕ, r′′|ct2 , h|ct3) is verified to pass, then the prover must have used a
square number ϕ2 to generate ct3 . Also because

ct1 = ci/cj mod N

ct2 = c
vi−vj

t1 hr′
mod N

If EL1(vi − vj , ri − rj , r
′|g, h, ct1) verification passed. The number of secrets

hidden in the commitment ct2 must be (vi − vj)2, that is, the hidden number
in commitment ct3 is ϕ2(vi − vj)2. So when the PRG1 passes verification, it
proves that the prover not only knows the secret number hidden in ct3 , but that
this number must be positive, i.e. the two vertices of the edge are mapped with
different colors. Therefore, our scheme provides the property of soundness.

Lemma 3. Zero-knowledge: During the verification process, the verifier learns
nothing about the prover’s solution.

Proof. Based on the difficulty of solving the discrete logarithm problem and
the integer factorization problem, FO commitment has the property of secret
hinding. This means that for any two commitments A = ga1hb1 mod N ,
B = ga2hb2 mod N generated by FO commitment, A = ga1hb1 mod N ,
B = ga2hb2 mod N are indistinguishable for a PPT adversaries A, i.e., A does not
obtain any useful information to distinguish the two commitments. We assume
that there exists a PPT simulator S∗ and a prover P a verifier V. P uses the
secret number v to generate the commitment c and the simulator S∗ to generate
the promise c∗, where r, v∗, r∗ are randomly selected from Z.

c = gvhr mod N

c∗ = c = gv∗
hr∗ mod N

Because of h = gL mod N , Therefore for c∗ = gv∗
hr∗ mod N there must exist an

r1 such that c∗ = gvhr1 mod N . More precisely, c and c∗ are viewed as generating
from the same secret number v. Therefore, V cannot distinguish real proof and
simulative proof. This proof process also applies to our scheme, so our scheme
has zero-knowledge property.

4.2 Construction 2

In this section, we present our improved scheme from the previous section. For
the graph G(V,E), our scheme from the previous section does not rely on iso-
morphic techniques to generate proofs, which means that proof generation no
longer requires a large number of commitments, enabling a significant reduction
in proof size and verification time. But each of its subproofs πρ, ρ ∈ [m] is still
able to prove only that the difference between the two vertices corresponding
to one edge is not zero. We therefore propose an improved scheme which is
able to prove a vertex perfectly for each subproof πρ, i ∈ [m]. Informally, each
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Fig. 1. Graphs with vertex commitment G

subproof can simultaneously prove that the difference between the two vertices
corresponding to each edge associated with that vertex is not zero.

As shown in Fig. 1, the graph G(V,E), where |V | = n, |E| = m, the same
scheme as above, we use FO commitment to hide the coloring of each vertex.
For example, ci = gvihri mod N is a commitment to vertex vi, where i ∈ [n].
For convenience, we use a graph with only five vertices for illustration and a
matrix to represent the undirected graph G, so we are only concerned with the
half of the matrix that is diagonal. The central idea of the scheme is that for
any vertex on the graph G, it is possible to generate a proof that all edges
incident to that vertex have their two vertices colored differently. For the sake
of comprehension, we choose vertex v1 for illustration. We want to be able to
generate a commitment cv1 = g(v1−v2)(v1−v5)hR mod N for the vertex v1. Above
the diagonal of the adjacency matrix, vertex v1 is connected to vertices v2 and
vertex v5, respectively. Hence, we treat the commitments corresponding to all
neighboring vertices of the vertex v1 as follows.

c1,2 = (c1/c2) = gv1−v2hr1−r2 mod N

c1,5 = (c1/c5) = gv1−v5hr1−r5 mod N

Ultimately we calculate

cv1 = c1,2
v1−v5hrv1 mod N

= g(v1−v2)(v1−v5)h(r1−r2)(v1−v5)+rv1 mod N

If it is proved that the commitment value in cv1 is not zero i.e. (v1 −v2)(v1 −
v5) �= 0, it implies that the vertex v1 does not have the same coloring as all the
vertices adjacent to it. Then, we cross out the edge associated with vertex v1
from the graph G to form a new graph G′ and repeat the above proof. Finally,
we finish the proof of the graph G when the newly formed graph does not have
any edges in it. The detailed process of the scheme is as follows.

Similar to construction 1, during the Setup phase, the trusted third party
usually runs Algorithm 1 and returns the public key pk = (g, h,N,G(V,E)) to
the prover P and the verifier V. For the G, let |V | = n and |E| = m and P knows
a 3-coloring χ of G. The formal description of Prove and Verify Algorithms,
namely Prove2, V erify2 are provided in Algorithm 4 and 5, respectively.
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Algorithm 4. Prove: Prove2(χ, pk) → π

Input: The 3-coloring scheme χ and the public key pk.
Output: The proof π.
P generates a proof π based on the χ and the pk:

1. Compute for all vertices in the graph G.

cz = gvzhrz mod N

RGz(vz , rz |g, h|cz | [1, 3])

where rz is randomly chooses by P, z ∈ [n].
2. Uniformly selects a vertex from the graph G and notes it as v1. Assume that there are

k vertices including v1 as mutual neighbors and compute commitments c1,i (i ∈ [k] and
i �= 1) representing the color difference between the two vertex v1 and vi.

c1,i = (c1/ci) = gv1−vihr1−ri mod N

c1,3 = (c1/c3) = gv1−v3hr1−r3 mod N

.

.

.

c1,k = (c1/ck) = gv1−vkhr1−rk mod N

3. Utilizes c1,i calculate, i ∈ [k].

cv1,1 = c1,2
v1−v3hr′

1 mod N = g(v1−v2)(v1−v3)hR1 mod N

cv1,2 = cv1,1
v1−v4hr′

2 mod N = g(v1−v2)(v1−v3)(v1−v4)hR2 mod N

.

.

.

cv1,k−2 = cv1,k−3
v1−vkhr′

k−2 mod N = g(v1−v2)···(v1−vk)hRk−2 mod N

cv1,k−1 = cv1,k−2
(v1−v2)···(v1−vk)hr′

k−1 mod N = g(v1−v2)···(v1−vk)
2
hRk−1 mod N

where Rj is denoted as the index of h in cv1,j , j ∈ [k − 1], for example cv1,1: R1 =
(r1 − r2)(v1 − v3) + r′

1, and r′
i is randomly and uniformly selected by P.

4. Utilizes cv1,j , c1,i to make EL Proof, i ∈ [k] and j ∈ [k − 1].

EL1((v1 − v3), r
′
1, r1 − r3|c1,2, h, g, h|cv1,1, c1,3)

EL2((v1 − v4), r
′
2, r1 − r4|cv1,1, h, g, h|cv1,2, c1,4)

.

..

ELk−2((v1 − vk), r′
k−2, r1 − rk|cv1,k−3, h, g, h|cv1,k−2, c1,k)

ELk−1((v1 − v2) · · · (v1 − vk), r′
k−1, Rk−2|cv1,k−2, h, g, h|cv1,k−1, cv1,k−2)

5. Randomly pick a large integer ϕ that is not zero and an integer r′, calculate and make
a SQR Proof.

cv1,k = cv1,k−1
ϕ2

hr′
mod N

SQR1(ϕ, r′|cv1,k−1, h|cv1,k)

6. Run PRG Protocol to get PRG1(ϕ2((v1 − v2) · · · (v1 − vk))2, Rk−1ϕ2 + r′|g, h|ct3 ),
and set π1 = (c1, · · · , ck, RG1, · · · , RGk, c1,2, · · · , c1,k, cv1,1, · · · , cv1,k,
EL1, · · · , ELk−1, SQR1, PRG1)

7. Cross out the edge associated with vertex v1 from the graph G to form a new graph
G′ and repeat the steps 2-6, and until there are no edges in the newly formed graph.
Assuming η (η < n) repetitions, and return the π = (π1, · · · , πη) to V.
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Algorithm 5. Verify: V erify2(πρ, pk) → b

Input: The public key pk and the proof πρ.
Output: A bit b representing acceptance or rejection.
The V performs validation based on πρ and pk:

1. Verify RGi for all i ∈ [k], and checks whether

c1,2 = (c1/c2) = gv1−v2hr1−r2 mod N

c1,3 = (c1/c3) = gv1−v3hr1−r3 mod N

...

c1,k = (c1/ck) = gv1−vkhr1−rk mod N

if all RGi pass and c1,j = c1/cj mod N for all j (j ∈ [k] and j �= 1) then continue
to the next step otherwise return b = 0 and halts.

2. Verify all ELi (i ∈ [k − 1]), SQR1, and PRG1, if all validations pass then set
b = 1 otherwise set b = 0 and finally returns b.

This scheme is an improvement on construction 1, and its security properties
simply follow the security properties of construction 1. Therefore, we do not give
the proof process in detail here. Similarly, like construction 1, this scheme has
the property of non-interactivity, i.e., the prover and verifier do not need to be
online at the same time to complete the proof.

Efficiency. In the Algorithm 4, Step 1 only needs to be performed once and the
steps 2–6 need to be repeated η (η < n) times. In total, the step 1 of the Algo-
rithm 4 consists of n commitments and execution of the steps 2–6 needs O(m)
commitments. Furthermore, our scheme allows us to generate just 1 SQR proof
and 1 PRG proof for each vertex in the graph G. In fact, due to our selection of
vertices, isolated vertices appear in the process of forming new graphs, and these
isolated vertices do not require us to make proofs. This leads to the fact that
we need to generate SQR and PRG proofs that are smaller than n. Moreover,
our scheme only needs to generate O(n + m) commitments that is a signifi-
cant improvement compared to O(nmλ) commitments of [21] and O(n + mλ)
commitments of [12], where λ is the security parameter.

5 Conclusion

In this paper, we propose a non-interactive zero-knowledge proof scheme for
the 3-GCP. Compared with [12,21] our scheme does not need to generate a
large number of commitments and is non-interactive, which makes it a better
application scenario. In addition, we optimize the scheme so that it can prove one
vertex of the graph per run, and it is more efficient compared to [12], requiring
only a small number of runs to generate a proof for the entire graph.
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Abstract. Cloud-aided scalable revocable identity-based encryption
with ciphertext update (CA-RIBE-CU), first introduced by Wang et al.
in 2017 and the first lattice-based instantiation constructed by Zhang et
al. in 2021, offer significant advantages over previous identity revocation
mechanisms when considering the scenario of secure data sharing in the
cloud setting. In this primitive, the receiver can utilize the short-term
decryption keys to decrypt all encrypted data sent to him or her, mean-
while, the ciphertexts stored in the cloud will update to new ones with
the aided of an untrusted cloud service provider (CSP) and without any
interaction with the data owners, and thus, the revoked receivers can-
not access to both previously and subsequently shared data, that is, to
achieve both identity revocation and ciphertext update simultaneously
for IBE.

In this paper, inspired by the first quantum resistant construction of
CA-RIBE-CU by Zhang et al. in FCS 2021, we propose a new lattice-based
CA-RIBE-CU scheme in the random oracle model (ROM). We also adopt
the two interesting tools “hybrid ciphertexts” and “hybrid short-term
decryption keys” proposed by Zhang et al. to enable constant cipher-
texts and simplified ciphertexts update. Differently, instead of using a
super-lattice to issue the long-term private keys and the time update
keys, our new construction is based on the main technique for lattice
basis delegation without dimension increase, which benefits the new CA-
RIBE-CU scheme with much shorter items in almost all keys and final
ciphertexts, thus enriching the research of lattice-based revocable IBE.

Keywords: Identity-based encryption · Lattices · Identity
revocation · Ciphertext update · Random oracle model

1 Introduction

Identity-based encryption (IBE) was first introduced by Shamir [24] in CRYPTO
1984, which eliminates the necessity for public-key infrastructure in conventional
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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public-key cryptosystems. Identity revocation, one of the fundamental issues in
IBE, was first discussed by Boneh and Franklin [5], and a naive solution that a
trusted private key generator (PKG) periodically issues new private key for each
non-revoked user in each time period was suggested. Unfortunately, this solution
is impractical, as PKG’s workload grows linearly in the number of system users.

The first scalable IBE construction with identity revocation, or simply revo-
cable IBE (RIBE) scheme, was creatively proposed by Boldyreva et al. [6] in CCS
2008, in which a binary tree based revocation method [18] is adopted and the
PKG’s workload is only logarithmic in the number of system users. In particular,
the time key update is exactly executed for all non-revoked receivers through a
public channel. However, when considering a practical application of RIBE, there
is a serious problem that the ciphertexts generated for some receiver, but prior to
the receiver’s revocation, remain available to the revoked receiver who owns the
old short-term decryption keys which are enough to decrypt those ciphertexts.
Thus, this problem may be undesirable for the multi-user applications, such as
the scenario of secure data sharing in the cloud setting.

To solve identity revocation and ciphertexts update problems simultaneously
in a practical manner, the notion of cloud-aided scalable RIBE with ciphertext
update (CA-RIBE-CU) was introduced by Wang et al. [29] in 2017, in which the
receiver can utilize short-term decryption keys to decrypt all encrypted data sent
to him or her, meanwhile, the ciphertexts stored in the cloud will update to new
ones with the aided of an untrusted cloud service provider (CSP) and without any
interaction with data owners, and thus, the revoked receivers cannot access to
both previously and subsequently shared data. To be more specific, a CA-RIBE-
CU primitive is carried out as follows: once the system is set up, a trusted PKG
issues a long-term private key to the receiver. A time update key is generated
by PKG and sent to all receivers (the CSP will re-encrypt all ciphertexts for the
receiver at the end of each time period no matter he or she is revoked or not, thus,
no time update key is involved in ciphertexts update) through a public channel
at each time period. The CSP does ciphertexts update on the encrypted data
stored in it to new ones, and the old ones are completely deleted. Because only
a non-revoked receiver can obtain the valid short-term decryption key and no
revoked receiver can decrypt the new ciphertexts (including the former, current
and the latter ciphertexts) sent to him or her. It is worthy to be mentioned that
a similar revocation method called RIBE with server-aided ciphertext evolution
(RIBE-SA-CE) was introduced by Sun et al. [26] in 2020, in which the time update
keys have to be sent to CSP and all receivers simultaneously.

Apart from introducing these two new primitives, Wang et al. [29] and Sun et
al. [26] described the pairing-based instantiations of CA-RIBE-CU and RIBE-SA-
CE, respectively. However, both constructions will be insecure once the quantum
computers become a reality [25]. Encouragingly, the first lattice-based RIBE-SA-
CE was constructed by Zhang et al. [33] in Inscrypt 2021. Although the second
scheme in [33] achieves the decryption key exposure resistance (DKER) property,
a default security requirement for RIBE since it was introduced by Seo and Emura
[23] in PKC 2013, the significant shortcoming of Zhang et al. [33] is a rather low
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efficiency, that is, the whole encryptions and ciphertexts update processings are
considerably sophisticated and the bit-size of final ciphertexts is linear in the
length of each receiver’s identity, because both sender and CSP utilize a double
encryption mechanism which has to re-encrypt the same temporary ciphertext
(i.e., an encryption of original message) for all nodes on path(id), the path from a
leaf node (a receiver with identity id is assigned to this node) to the root node of
binary tree (BT). Shortly afterwards, by creatively adopting two interesting tools
called “hybrid ciphertexts” and “hybrid short-term decryption keys”, Zhang et
al. [31] constructed the first lattice-based CA-RIBE-CU scheme in the standard
model (SM) in FCS 2021 to resolve the problems of Zhang et al. [33]. In addition,
with a new treatment of identity and time period spaces, their scheme has fewer
items in the public parameters and the master secret key.

In this paper, inspired by the clear advantages of CA-RIBE-CU that support
identity revocation and ciphertexts update simultaneously, we also bring it into
the world of lattices and construct the lattice-based CA-RIBE-CU in the random
oracle model (ROM) by adopting a different technique called lattice basis del-
egation without dimension increase, to further explore to reduce keys-size and
final ciphertexts-size than before and enrich the field of CA-RIBE-CU.

Related Works. The first scalable RIBE scheme was introduced by Boldyreva
et al. [6] in CCS 2008, whose constriction is creatively designed by combining a
fuzzy IBE [22] and a complete subset (CS) methodology [18]. Subsequently, an
adaptively secure RIBE scheme and an RIBE with DKER, based on pairings, were
proposed by Libert and Vergnaud [14] and Seo and Emura [23], respectively. To
resist quantum attacks, the lattice-based RIBE without DKER, the lattice-based
RIBE with bounded (and unbounded) DKER and an adaptively secure scheme
in the quantum ROM were proposed by Chen et al. [7], Takayasu and Watanabe
[28], Katsumata et al. [10], Wang et al. [30] and Takayasu [27], respectively.

The study of outsourcing RIBE was initiated by Li et al. [12] in 2015, in which
a semi-trusted CSP is adopted to update each non-revoked receiver’s time key.
Liang et al. [13] also attempted to solve these same problems mentioned earlierly
in this work by using proxy re-encryption technique, however, exactly as it was
shown in [29], the construction of [13] cannot resist the re-encryption key forgery
attack and the collusion attack. Subsequently, to overcome the main decryption
challenges for non-revoked receivers only with a limited resource, Qin et al. [20]
introduced a new revocation mechanism called server-aided RIBE (SA-RIBE), in
which almost all of workloads on receivers are delegated to an untrusted CSP.
Inspired by the primitives of Li et al. [12] and Qin et al. [20], Dong et al. [8] and
Nguyen et al. [19] constructed the first lattice-based outsourcing RIBE scheme
and the first lattice-based SA-RIBE scheme, respectively. Soon after, the generic
constructions of RIBE with CS and subset difference techniques and server-aided
revocable hierarchical IBE were respectively proposed by Ma and Lin [16], Lee
[11] and Liu and Sun [15]. In particular, by providing a modification of Dong
et al. [8] and simplifying the design of Nguyen et al. [19], a secure lattice-based
outsourcing RIBE and a simplified lattice-based SA-RIBE were proposed by Zhang
et al. [32] and Zhang et al. [34], respectively.
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Our Contributions and Techniques. In this paper, we introduce the first
construction of lattice-based CA-RIBE-CU in ROM. We inherit and extend the
main security and efficiency advantages of Wang et al.’s model and Zhang et
al.’s lattice-based CA-RIBE-CU scheme in SM: the ciphertexts can be updated to
new ones with the aided of untrusted CSP and without any interaction with data
owners or PKG, meanwhile, the revoked receivers cannot access to all the former,
current, and the latter shared data in CSP. Furthermore, the final ciphertexts
also enjoys constant size and encryptions and ciphertexts update processings
are simpler, not linear in the length of identities and without a burdensome
double encryption mechanism as in Zhang et al. [33]. As for previous lattice-based
RIBE schemes [7,10,19,27,28,30–34], our new construction only works for one-bit
message, but the multi-bit version can be easily achieved by adopting a standard
transformation technique introduced in [1,9]. Interestingly, based on the main
technique for lattice basis delegation without dimension increase, first introduced
by Agrawal et al. [2] in the construction of hierarchical IBE (HIBE) scheme, our
new construction has much shorter items in the public parameters and enjoys
much shorter keys-size and final ciphertexts-size than before (including the first
lattice-based CA-RIBE-CU in SM), and it is provable secure under the classical
learning with errors (LWE) hardness assumption.

As in [31], each receiver’s long-term private key of our construction includes
a trapdoor matrix, thus having a relatively large bit-size. A standard asymptotic
comparison among the lattice-based RIBE schemes [7,8,10,19,27,28,30–34] and
ours is shown in Table 1, and the detailed comparison between the lattice-based
CA-RIBE-CU scheme in SM [31] and ours is shown in Table 2.

Table 1. Comparison of Lattice-Based RIBE Schemes.

Schemes |token| |skid| |ukt| |dkid,t| |ctid,t| CU DKER Model

[7] − O(log N) · ˜O(n) Δ0 · ˜O(n) ˜O(n) ˜O(n) no no SM

[19] O(log N) · ˜O(n) ˜O(n2) Δ0 · ˜O(n) ˜O(n) ˜O(n) no Unbounded SM

[28] − d · O(log N) · ˜O(n) Δ0 · ˜O(n) ˜O(n) ˜O(n) no Bounded SM

[8] O(N) · ˜O(n2) O(log N) · ˜O(n2) Δ0 · ˜O(n2) ˜O(n2) ˜O(n) no no SM

[10] − ˜O(n2) Δ0 · ˜O(n) ˜O(n) ˜O(n) no Unbounded SM

[30] − ˜O(n2) Δ0 · ˜O(n) ˜O(n) ˜O(n) no Unbounded SM

[27] − d · O(log N) · ˜O(n) Δ0 · ˜O(n) ˜O(n) ˜O(n) no Bounded QROM

[33] − ˜O(n2) Δ0 · ˜O(n) ˜O(n) O(log N) · ˜O(n) yes Unbounded SM

[31] − ˜O(n2) Δ0 · ˜O(n) ˜O(n) ˜O(n) yes Unbounded SM

[32] O(N) · ˜O(n2) O(log N) · ˜O(n2) Δ0 · ˜O(n2) ˜O(n2) ˜O(n) no Unbounded SM

[34] O(log N) · ˜O(n) ˜O(n2) Δ0 · ˜O(n) ˜O(n) ˜O(n) no Unbounded SM

Ours − ˜O(n2) Δ0 · ˜O(n) ˜O(n) ˜O(n) yes Unbounded ROM

Note: n is security parameter, N = poly(n) is the maximum numbers of system users,
Δ0 = O(r log N

r
) where r is the number of revoked receivers, and d is the number of

private keys stored in each node over path(id); | · | denotes the bit-size, token is a token,
skid is long-term private key, ukt is time update key, dkid,t is short-term decryption key,
and ctid,t is ciphertext; QROM denotes quantum ROM, and “–” means that there is no
this item in the corresponding scheme.
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Table 2. Comparison of Lattice-Based CA-RIBE-CU Schemes.

Schemes |pp| |skid| |ukt| |dkid,t| |ctid,t| Model

[31] (4nm + 2n)Δ1 (4m2 + 2mn + 2m)Δ1 2mΔ0Δ1 7mΔ1 (12m + 3n − 2)Δ1 SM

Ours (2nm + 2n)Δ1 (m2 + mn + m)Δ1 mΔ0Δ1 3mΔ1 (6m + 3n − 2)Δ1 ROM

Note: pp is public parameter; Δ0 = O(r log N
r

), Δ1 = �log q�.

As a high level, the design method of our lattice-based CA-RIBE-CU scheme
in ROM is similar to the first lattice-based instantiation of Zhang et al. [31] in the
sense that we also adopt a lattice-based RIBE scheme [7] and a lattice-based two-
level HIBE scheme [1] as the basic building blocks. Differently, instead of using a
super-lattice to issue long-term private keys and time update keys, a technique
for lattice basis delegation without dimension increase [2] is introduced, from
which PKG can issue a series of shorter trapdoor matrices and shorter public
vectors to all receivers. This enables that much shorter items are included in the
public parameters and shorter keys-size and final ciphertexts-size.

Similarly, we also adopt the two interesting tools called “hybrid ciphertexts”
and “hybrid short-term decryption keys”, first introduced by Katsumata et al.
[10] in the construction of lattice-based RIBE with DKER, to resolve the problems
of sophisticated encryptions and ciphertexts update processings of Zhang et al.
[33]. We now introduce how these tools work in our scheme: the receivers are first
issued by PKG a hybrid long-term private key which includes a series of short
vectors and a short HIBE trapdoor, that is, skid = ((eid,θ)θ∈path(id),RA

˜id
), in which

RA
˜id

is used to sample a short e
˜id,t as one part of the short-term decryption key

dkid,t = (eid,θ∈(path(id)∩KUNodes(BT,RL,t)), et,θ∈(path(id)∩KUNodes(BT,RL,t)), e˜id,t) for each

time period independently from the previous time periods. Here, ˜id is a virtual
identity of the real id, which we will explain latter. The data owner encrypts the
one-bit message m ∈ {0, 1} under HIBE and RIBE to obtain a hybrid ciphertext of
the form ctid,t=t0 = (id, t0, c0, c00, c01, c02), where c0 is the ciphertext component
carrying m. The ciphertext ctid,t is then sent to CSP, and the untrusted CSP could
honestly update ctid,t to a new ctid,t′=tk = (id, t0, tk, ck, c00, c01, c01, ck0, ck1, ck2)
for the new time period t′ > t. Once receiving ctid,t′ from CSP, the non-revoked
receiver id should be able to recover the original message m.

In the constructions of Zhang et al. [31] and [34], the virtual identity method
was adopted to remove some items in the public parameters of previous schemes,
we also adopt it in our new construction and recall how it works: both identity
space I and time period space T are treated as a subset of Zn

q \{0n}, a virtual
identity ˜I satisfying I ∩ ˜I = ∅ and |I| = |˜I| is introduced. Especially, there is a
one-to-one correspondence between a real identity id ∈ I and a virtual identity
˜id ∈ ˜I. A simple instance can be given as follows: define I = {1} × Z

n−1
q , a real

identity id = (1, id1, · · · , idn) ∈ I, we define a new space ˜I = {−1}×Z
n−1
q which

satisfies |I| = |˜I| = qn−1 and the virtual identity ˜id = (−1, id1, · · · , idn). The
time period space T = {0, 1, · · · , tmax − 1} is encoded into the set {2} × Z

n−1
q .
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Organization. In Sect. 2, we review the definition of CA-RIBE-CU and some
knowledge on lattices. A lattice-based CA-RIBE-CU in ROM is described and
analyzed in Sect. 3. In the final Sect. 4, we conclude our whole paper.

2 Definition and Security Model

Table 3 refers to the notations used in this paper.

Table 3. Notations of This Paper.

Notations Definition

Λ⊥
q (A), Λu

q (A) q-ary orthogonal lattice Λ defined by a parity-check A, and its shift

DΛ,s,c discrete Gaussian distribution over Λ with center c and a parameter s > 0
$←− sampling uniformly at random

‖ · ‖, ‖ · ‖∞ Euclidean norm �2, infinity norm �∞
mod q (−(q − 1)/2, (q − 1)/2]

log e logarithm of e with base 2

ppt probabilistic polynomial-time

2.1 Cloud-Aided Scalable Revocable IBE with Ciphertext Update

We now review the definition and security model of CA-RIBE-CU, introduced by
Wang et al. [29]. A CA-RIBE-CU is an extension of RIBE that supports identity
revocation, additionally, delegating the ciphertexts update to an untrusted CSP
which is normally assumed to perform correct operations and return the correct
results. A trusted PKG first derives the master secret key (msk) and the public
parameters (pp), then issues a long-term private key skid for each receiver with
an identity id and a time update key ukt with a time period t by using msk,
meanwhile, ukt is sent to all receivers publicly, and PKG maintains a revocation
list (RL) to record the state information on revoked receivers. CSP periodically
transforms a ciphertext for a receiver id with time t into a new one for t′ > t
no matter id is revoked or not. To decrypt a ciphertext ctid,t which specifies an
identity id and time t (if it is a re-encrypted ciphertext, an original encryption
time t0 is also given), the non-revoked receiver id combines long-term private key
skid and update key ukt (and ukt0) to derive a short-term decryption key dkid,t

(and dkid,t0). The system model of CA-RIBE-CU is shown in Fig. 1.

Definition 1. A CA-RIBE-CU involves 4 distinct entities: PKG, CSP, senders,
and receivers, associated with an identity space I, time space T , message space
M, and consists of 8 polynomial-time algorithms which are described as follows:
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Fig. 1. System Model of CA-RIBE-CU.

– Setup(1n, N): This is the setup algorithm run by a trusted PKG. On input a
system security parameter n and the maximal number of users N , it outputs
a master secret key msk, the public parameters pp, a user revocation list RL
(initially ∅), and a state st. Note: msk is kept in secret by PKG, and pp is
made public and as an implicit input of all other algorithms.

– PriKeyGen(msk, id, st): This is the key generation algorithm run by PKG. On
input an identity id, master secret key msk, and a state st, it outputs a long-
term private key skid and an updated state st.

– KeyUpd(RL, t,msk, st): This is the key update algorithm run by PKG. On input
current revocation list RL, the time period t, master secret key msk, and a state
st, it outputs a time update key ukt.

– DecKeyGen(skid, ukt, t): This is the decryption key generation algorithm run
by the receiver id. On input a long-term private key skid, a corresponding time
update key ukt (or ⊥), and current time t, it outputs a short-term decryption
key dkid,t (or ⊥ indicating that id has been revoked). Note: to decrypt a re-
encrypted ciphertext, an original encryption time t0 and time update key ukt0
is also needed to compute the short-term decryption key dkid,t0 .

– Encrypt(id, t,m): This is the encryption algorithm run by the sender. On input
a receiver’s identity id, encryption time period t, and a message m. It outputs
a ciphertext ctid,t.

– Update(ctid,t, t
′): This is the ciphertext update algorithm run by the untrusted

CSP. On input a ciphertext ctid,t (no matter it is an original ciphertext or a
re-encrypted ciphertext) with identity id and time t, and a new time period
t′ > t, it outputs a re-encrypted ciphertext ctid,t′ .

– Decrypt(dkid′,t′ , ctid,t): This is the decryption algorithm run by the receiver. On
input a ciphertext ctid,t and a decryption key dkid′,t′ (the short-term decryp-
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tion key dkid′,t0 is needed to decrypt a re-encrypted ciphertext). It outputs a
message m ∈ M, or a symbol ⊥.

– Revoke(id, t,RL, st): This is the revocation algorithm run by PKG. On input
current revocation list RL, an identity id, a revoked time t, and a state st, it
outputs an updated RL = RL ∪ {(id, t)}.

The correctness of a CA-RIBE-CU is described as follows: for all pp, msk, RL,
and st generated by Setup(1n, N), skid generated by PriKeyGen(msk, id, st) for
id ∈ I, ukt generated by KeyUpd(RL, t,msk, st) for t ∈ T and RL, ctid,t generated
by Encrypt(id, t,m) for id ∈ I, t ∈ T and m ∈ M, and ctid,t′′ generated by
Update(ctid,t, t

′′) for t′′ > t, then it is required that:

– If (id, t) /∈ RL for all t ≤ t′, then DecKeyGen(skid, ukt, t) = dkid,t.
– If (id = id′)∧(t = t′), then Decrypt(dkid′,t′ , ctid,t) = m (for original ciphertext).
– If (id = id′) ∧ (t′′ = t′ > t), then Decrypt(dkid′,t′ , dkid′,t, ctid,t′′) = m (for a

re-encrypted ciphertext).

A CA-RIBE-CU is an extension of RIBE and should satisfy the indistinguisha-
bility under the chosen-plaintext attack (IND-CPA) security of RIBE to guarantee
message hiding security against an attacker A who may own a long-term private
key (e.g., a revoked receiver). Wang et al. [29] defined semantic security against
adaptive-revocable-identity-time and chosen-plaintext attacks for CA-RIBE-CU.
Here, as in [31], we consider selective-revocable-identity-time security (a weaker
notion was initially suggested by Boldyreva et al. [6], subsequently by Chen et
al. [7], Nguyen et al. [19], Katsumata et al. [10] and Zhang et al. [31], in which
A sends a challenge pair (id∗, t∗) (for original challenge ciphertext, t∗ is a single
time period; for re-encrypted challenge ciphertext, t∗ = (t∗0, t

∗
k) is a time period

vector) to the challenger C before the execution of Setup(1n, N).
In the IND-CPA security model of CA-RIBE-CU, A can request the long-term

private key, time update key, identity revocation, short-term decryption key, and
ciphertext update queries. One of the most restrictions is that if A has requested
a long-term private key for the challenge identity id∗, then id∗ must be revoked
before (or at) the time update key query of challenge time t∗. Finally, A’s goal
is to determine that the challenge ciphertxet is completely random, or correctly
encrypted on the challenge message m∗ corresponding to (id∗, t∗).

Definition 2. The IND-CPA security of CA-RIBE-CU is described as follows:

– Intial: The attacker A declares a challenge identity and time pair (id∗, t∗).
– Setup: The challenger C runs Setup(1n, N) to obtain (msk, pp,RL, st). Note:

RL is initially ∅, C keeps msk in secret and provides pp to A.
– Query phase 1: The query-answer between A and C is described in Table 4:
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Table 4. The Query-Answer between A and C.

PriKenGen(·) KeyUpd(·) DecKeyGen(·) Update Revoke(·)
A id RL, t id, t ctid,t, t

′ RL, id, t

C skid ukt dkid,t ctid,t′ RL = RL ∪ {(id, t)}
Note: the oracles share st and these queries are with some restrictions
defined later.

– Challenge: A submits a challenge m∗ ∈ M. C samples a bit b
$←− {0, 1}. If

b = 0, C returns a challenge ciphertext ct∗id∗,t∗ by running Encrypt(id∗, t∗,m∗)

or Update(Encrypt(id∗, t∗0,m
∗), t∗k), otherwise, a random ct∗id∗,t∗

$←− U .
– Query phase 2: A makes additional queries as before with the same restric-

tions.
– Guess: A outputs a bit b∗ ∈ {0, 1}, and wins if b∗ = b.

In the above game, the following restrictions should be satisfied:

– KeyUpd(·) and Revoke(·) must be queried in a non-decreasing order of time.
– Revoke(·) cannot be queried at t if KeyUpd(·) has been queried at t.
– Revoke(·) must be queried on id∗ at t ≤ t∗ (or t ≤ t∗k) if PriKenGen(·) has

been queried on id∗.
– DecKeyGen(·) cannot be queried at t if KeyUpd(·) has not been queried at t.
– DecKeyGen(·) cannot be queried on (id∗, t∗) (or (id∗, t∗k)), and in Update query,

t < t′.

The advantage of A is defined as AdvIND-CPA
CA-RIBE-CU,A(n) = |Pr[b∗ = b] − 1/2|,

and a CA-RIBE-CU is IND-CPA secure if AdvIND-CPA
CA-RIBE-CU,A(n) is negligible in the

security parameter n.

2.2 Lattices

In this subsection, we recall the knowledge on integer lattice Λ.

Lemma 1 ([9]). For q ≥ 2, m ≥ 2n�log q�, assume that the columns of A ∈
Z

n×m
q generate Z

n
q , let ε ∈ (0, 1/2), s ≥ ηε(Λ⊥

q (A)), then the followings hold:

1. For e $←− DZm,s, the statistical distance between u = Ae mod q and u′ $←−
Z

n
q is at most 2ε.

2. For e $←− DZm,s, then Pr[‖e‖∞ ≤ �s · log m�] holds with a larger probability.

Lemma 2 ([3,4,17]). Let n ≥ 1, q ≥ 2, m = 2n�log q�, there is a ppt algorithm
TrapGen(q, n,m) that returns A ∈ Z

n×m
q statistically close to an uniform matrix

in Z
n×m
q and a trapdoor RA for Λ⊥

q (A).
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Gentry et al. [9] showed an algorithm to sample short vectors from a discrete
Gaussian distribution, and an improvement was proposed in [17]. Meanwhile, to
delegate a trapdoor for a lattice with fixed dimension was given in [2].

Lemma 3 ([9,17]). Let n ≥ 1, q ≥ 2, m = 2n�log q�, given A ∈ Z
n×m
q , a

trapdoor RA for Λ⊥
q (A), a parameter s = ω(

√
n log q log n), and a vector u ∈

Z
n
q , there is a ppt algorithm SamplePre(A,RA,u, s) returning a shorter vector

e ∈ Λu
q (A) sampled from a distribution statistically close to DΛu

q (A),s.

Lemma 4 ([2]). Let q > 2, m = 2n�log q�, s′ ≥
√

n log q · ω(
√

log m), given
A ∈ Z

n×m
q who can generate Z

n
q , a trapdoor RA for Λ⊥

q (A), an invertible matrix
R ∈ (DZm,s′)m, a parameter s > ‖˜RA‖ · s′ · √

m · ω(log1.5 m), there is a ppt
algorithm BasisDel(A,R,RA, s) returning a trapdoor RB for Λ⊥

q (B = AR−1),
especially, ‖˜RB‖ ≤ ‖˜RA‖ · m1.5 · ω(log1.5 m).

Lemma 5 ([2]). Let q > 2, m = 2n�log q�, s′ ≥
√

n log q · ω(
√

log m), given A
who can generate Z

n
q , there is a ppt algorithm SampleRwithBasis(A, s′) returning

a matrix R ∈ (DZm,s′)m and a trapdoor RB for Λ⊥
q (B = AR−1), especially,

‖˜RB‖ ≤ O(
√

n log q).

We recall the learning with errors (LWE) problem, introduced by Regev [21].

Definition 3. The LWE problem is defined as follows: given a random s $←− Z
n
q ,

a distribution χ over Z, let As,χ be the distribution (A,A	s + e) where A $←−
Z

n×m
q , e $←− χm, and to make distinguish between As,χ and U $←− Z

n×m
q ×Z

m
q .

Let β ≥ √
n · ω(log n), for a prime power q, given a β-bounded χ, the

LWE problem is as least as hard as the shortest independent vectors problem
SIVP

˜O(nq/β).

3 Our Lattice-Based CA-RIBE-CU Scheme in ROM

3.1 Description of the Scheme

As in [31], our new lattice-based CA-RIBE-CU also consists of 8 polynomial-time
algorithms: Setup, PriKeyGen, KeyUpd, DecKeyGen, Encrypt, Update, Decrypt and
Revoke. Let identity space I = {1} × Z

n−1
q , time space T = {2} × Z

n−1
q , and

one-bit message space M = {0, 1}. The main algorithms are described as follows:

– Setup(1n, N): On input a security parameter n and the maximal number of
users N = poly(n), set a prime q = ˜O(n5), m = 2n�log q�, two Gaussian
parameters s′ = ˜O(

√
m), s = ˜O(m4), and a norm bound β = ˜O(

√
n) for a

distribution χ. The PKG specifies the following steps:
1. Run TrapGen(q, n,m) twice to get A ∈ Z

n×m
q with a trapdoor RA,

B ∈ Z
n×m
q with a trapdoor RB, and sample u $←− Z

n
q .
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2. Sample a collision-resistance hash function G : {0, 1}∗ → (DZm,s′)m.
3. Set the sate st = BT that BT is with at least N leaf nodes, and the

initial revocation list RL = ∅.
4. Set public parameters pp = (A,B,u,G), and the master secret key

msk = (RA,RB).
5. Output (pp,msk,RL, st), where msk is kept in secret by PKG, and pp

is made public and as an implicit input of all other algorithms.
– PriKeyGen(msk, id, st): On input an identity id ∈ I, the master secret key msk

and the state st. The PKG specifies the following steps:
1. Set id to an unassigned leaf node of BT, and for each θ ∈ path(id), if

u1,θ, u2,θ are undefined, then sample u1,θ
$←− Z

n
q , set u2,θ = u−u1,θ,

and store (u1,θ,u2,θ) in node θ.
2. Define Aid = AG(id)−1 ∈ Z

n×m
q , and A

˜id = AG(˜id)−1 ∈ Z
n×m
q .

3. Run SamplePre(Aid,BasisDel(A,G(id)−1,RA, s),u1,θ, s) to generate
eid,θ ∈ Z

m satisfying Aideid,θ = u1,θ mod q.
4. Run BasisDel(A,G(˜id)−1,RA, s) to generate a trapdoor RA

˜id
for

Λ⊥
q (A

˜id).
5. Output an updated st, and skid = ((θ, eid,θ)θ∈path(id),RA

˜id
).

– KeyUpd(RL, t,msk, st): On input a time t ∈ T , the master secret key msk, a
revocation list RL and the state st. The PKG specifies the following steps:

1. Define Bt = BG(t)−1, for each θ ∈ KUNodes(BT,RL, t), retrieve u2,θ.
2. Run SamplePre(Bt,BasisDel(B,G(t)−1,RB, s),u2,θ, s) to generate

et,θ ∈ Z
m satisfying Btet,θ = u2,θ = u − u1,θ mod q.

3. Output ukt = (θ, et,θ)θ∈KUNodes(BT,RL,t).
– DecKeyGen(skid, ukt, t): On input a long-term private key skid =

((θ, eid,θ)θ∈path(id),RA
˜id
), a time t and current update key ukt =

(θ, et,θ)θ∈KUNodes(BT,RL,t). The receiver id specifies the following steps:
1. If path(id) ∩ KUNodes(BT,RL, t) = ∅, return ⊥ and abort.
2. Otherwise, define A

˜id,t = A
˜idG(t)−1 ∈ Z

n×m
q .

3. Run SamplePre(A
˜id,t,BasisDel(A

˜id,G(t)−1,RA
˜id
, s),u, s) to generate

e
˜id,t ∈ Z

m satisfying A
˜id,te˜id,t = u mod q.

4. Pick θ ∈ (path(id) ∩ KUNodes(BT,RL, t)) (only one θ exists), and
return dkid,t = (eid,θ, et,θ, e˜id,t).

– Encrypt(id, t0,m): On input an identity id ∈ I, a time t0 ∈ T , and a message
m ∈ {0, 1}. The sender specifies the following steps:

1. Define Aid = AG(id)−1, Bt0 = BG(t0)−1, and A
˜id,t0

= AG(˜id)−1

G(t0)−1.

2. Sample s00, s01
$←− Z

n
q , e0

$←− χ, and e00, e01, e02
$←− χm.

3. Set c00 = AT
ids00 + e00 mod q ∈ Z

m
q , c01 = BT

t0s00 + e01 mod q ∈ Z
m
q ,

and c02 = AT
˜id,t0

s01 + e02 mod q ∈ Z
m
q .

4. Compute c0 = uT(s00 + s01) + e0 + m� q
2� mod q.



398 Y. Zhang et al.

5. Output ctid,t0 = (id, t0, c0, c00, c01, c02) ∈ ({1}×Z
n−1
q )×({2}×Z

n−1
q )×

Zq × (Zm
q )3.

– Update(ctid,t, t
′): Two cases need to be considered according to ctid,t.

1. On input an original ciphertext ctid,t = ctid,t0 = (id, t0, c0, c00, c01, c02)
and a new time t′ = t1 > t0. The CSP specifies the following steps:

1.1. Define A
˜id,t′=t1

= AG(˜id)−1G(t1)−1.

1.2. Sample s10, s11
$←− Z

n
q , and e10, e11, e12

$←− χm.
1.3. Set c10 = AT

ids10 + e10 mod q ∈ Z
m
q , c11 = BT

t′s10 + e11 mod q ∈ Z
m
q ,

and c12 = AT
˜id,t′s11 + e12 mod q ∈ Z

m
q .

1.4. Compute c1 = c0 + uT(s10 + s11) mod q.
1.5. Output ctid,t′=t1 = (id, t0, t1, c1, c00, c01, c02, c10, c11, c12) ∈ ({1} ×

Z
n−1
q )× ({2}×Z

n−1
q )2 ×Zq × (Zm

q )6. Note: (s10, s11) should be stored
in secret by CSP.

2. On input a k − 1 (k ≥ 2) times re-encrypted ciphertext ctid,t =
ctid,tk−1 = (id, t0, tk−1, ck−1, c00, c01, c02, c(k−1)0, c(k−1)1, c(k−1)2) and a
new time t′ = tk > t. The CSP specifies the following steps:

2.1. Define A
˜id,t′=tk

= A
˜idG(tk)−1.

2.2. Sample sk0, sk1
$←− Z

n
q , and ek0, ek1, ek2

$←− χm.
2.3. Set ck0 = AT

idsk0 + ek0 mod q ∈ Z
m
q , ck1 = BT

t′sk0 + ek1 mod q ∈ Z
m
q ,

and ck2 = AT
˜id,t′sk1 + ek2 mod q ∈ Z

m
q .

2.4. Retrieve (s(k−1)0, s(k−1)1) (it is always pre-defined in the re-encrypted
time tk−1), and compute ck = ck−1 + uT((sk0 − s(k−1)0) + (sk1 −
s(k−1)1)) = c0 + uT(sk0 + sk1) mod q.

2.5. Output ctid,t′ = (id, t0, tk, ck, c00, c01, c02, ck0, ck1, ck2) ∈ ({1} ×
Z

n−1
q ) × ({2} × Z

n−1
q )2 × Zq × (Zm

q )6. Note: (sk0, sk1) is stored in
secret by CSP.

– Decrypt(dkid′,t′ , ctid,t): Two cases need to be considered according to ctid,t.
1. On input an original ciphertext ctid,t = ctid,t0 = (id, t0, c0, c00, c01, c02),

and a short-term decryption key dkid′,t′ = (eid′,θ, et′,θ, e˜id′,t′), θ ∈
(path(id′) ∩ KUNodes(BT,RL, t′)). The receiver id′ specifies the following
steps:

1.1. If (id �= id′) ∨ (t �= t′), return ⊥ and abort.
1.2. Otherwise, compute w0 = c0 − eTid,θc00 − eTt,θc01 − eT

˜id,t
c02 mod q.

1.3. Output � 2
q w0� ∈ {0, 1}.

2. On input a k ≥ 1 times re-encrypted ciphertext ctid,t = ctid,tk =
(id, t0, tk, ck, c00, c01, c02, ck0, ck1, ck2), and a short-term decryption key
dkid′,t′ = (eid′,θk

, et′,θk
, e

˜id′,t′), θk ∈ (path(id′)∩KUNodes(BT,RL, t′)). The
receiver id′ specifies the following steps:

2.1. If (id �= id′) ∨ (t = tk �= t′), return ⊥ and abort.
2.2. Otherwise, retrieve ukt0 (it is always sent to receivers publicly by

PKG).
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2.3. Define A
˜id,t0

= A
˜idG(t0)−1, and run SamplePre(A

˜id,t0
,BasisDel(A

˜id,

G(t0)−1,RA
˜id
, s),u, s) to generate e

˜id,t0
∈ Z

m satisfying A
˜id,t0

e
˜id,t0

=
u mod q.

2.4. Pick θ0 ∈ (path(id) ∩ KUNodes(BT,RL, t0)), and return a new short-
term decryption key dkid,t0 = (eid,θ0 , et0,θ0 , e˜id,t0

).
2.5. Compute w0 = ck−eTid,θ0

c00−eTt0,θ0
c01−eT

˜id,t0
c02−eTid,θk

ck0−eTt,θk
ck1−

eT
˜id,t

ck2 mod q.

2.6. Output � 2
q w0� ∈ {0, 1}.

– Revoke(id, t,RL, st): On input current revocation list RL, an identity id, a time
t, and a state st = BT. The PKG specifies the following steps:
1. Add (id, t) to RL for all nodes associated with id.
2. Output an updated RL = RL ∪ {(id, t)}.

3.2 Analysis

Efficiency: The efficiency aspect of our scheme with N = poly(n) is as follows:

– The bit-size of public parameters pp is is (2nm + n + n) log q = ˜O(n2).
– The long-term private key skid consists of a trapdoor matrix of bit-size ˜O(n2),

and a series of short vectors of bit-size ˜O(n).
– The time update key ukt has bit-size O(r log N

r ) · ˜O(n) where r is the number
of revoked receivers.

– The ciphertext ctid,t has bit-size (3(n − 1) + 1 + 6m) log q = ˜O(n) at most.
– The short-term decryption key dkid,t has bit-size ˜O(n).

By the above analysis, though as in the lattice-based CA-RIBE-CU in SM [31],
our lattice-based CA-RIBE-CU in ROM enjoys the same asymptotic efficiency for
the public parameters pp, the long-term private key skid, time update key ukt,
the short-term decryption key skid,t, and the ciphertext ctid,t, in our new scheme,
two matrices over Z

n×m
q has been removed from pp, the trapdoor matrix is

over Z
m×m (not Z

2m×2m) and the short vectors are over Z
m (not Z

2m) in skid,
similarly, the short vectors are over Zm (not Z2m) in ukt and dkid,t, and six vectors
are over Z

m
q (not Z

3m
q ) in our ciphertext (including the original ciphertext and

the re-encrypted ciphertext). The only shortcoming is that two trapdoor matrices
are included in msk as in Zhang et al. [33]. On the whole, our new lattice-based
CA-RIBE-CU in ROM enjoys a much higher efficiency.

Correctness: If our lattice-based CA-RIBE-CU in ROM is operated correctly as
specified, and the receiver id is not revoked at t ∈ T , then dkid,t = (eid,θ, et,θ, e˜id,t)
satisfies Aideid,θ = u1,θ mod q, Btet,θ = u2,θ mod q, and A

˜id,te˜id,t = u mod q. In
the decryption algorithm, the non-revoked receiver id tries to derive m by using
dkid,t = (eid,θ, et,θ, e˜id,t) (and dkid,t0 = (eid,θ0 , et0,θ0 , e˜id,t0

)).
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– If the ciphertext is an original one, ctid,t=t0 = (id, t0, c0, c00, c01, c02), compute

w0 = c0 − eTid,θc00 − eTt,θc01 − eT
˜id,t

c02 = uT(s00 + s01) + e0 + m�q

2
�

− (Aideid,θ + Btet,θ)Ts00
︸ ︷︷ ︸

=uTs00

−eTid,θe00 − eTt,θe01 − (A
˜id,te˜id,t)

Ts01
︸ ︷︷ ︸

=uTs01

−eT
˜id,t

e02

= m�q

2
� + e0 − eTid,θe00 − eTt,θe01 − eT

˜id,t
e02

︸ ︷︷ ︸

error

According to our parameters settings, it can be checked that the error term
error is bounded by q/5 (i.e., ‖error‖∞ < q/5), thus, we have the conclusion
� 2

q w0� = m with overwhelming probability.
– If the ciphertext is a k ≥ 1 times re-encrypted one, ctid,t=tk =

(id, t0, tk, ck, c00, c01, c02, ck0, ck1ck2).
1. Compute

wk = ck − eTid,θk
ck0 − eTt,θk

ck1 − eT
˜id,t

ck2 = c0 + uT(sk0 + sk1)

− (Aideid,θk
+Btet,θk

)Tsk0
︸ ︷︷ ︸

=uTsk0

−eTid,θk
ek0 − eTt,θk

ek1 − (A
˜id,t

e
˜id,t

)Tsk1
︸ ︷︷ ︸

=uTsk1

−eT
˜id,t

ek2

= uT(s00 + s01) + e0 +m� q
2

� −eTid,θk
ek0 − eTt,θk

ek1 − eT
˜id,t

ek2

︸ ︷︷ ︸

error′

2. Retrieve ukt0 , define A
˜id,t0

= A
˜idG(t0)−1, and run SamplePre

(A
˜id,t0

,BasisDel(A
˜id,G(t0)−1,RA

˜id
, s),u, s) to generate e

˜id,t0
∈ Z

m sat-
isfying A

˜id,t0
e

˜id,t0
= u mod q.

3. Return a new short-term decryption key dkid,t0 = (eid,θ0 , et0,θ0 , e˜id,t0
)

where θ0 ∈ (path(id) ∩ KUNodes(BT,RL, t0)).
4. Compute

w0 = wk − e
T
id,θ0

c00 − e
T
t0,θ0

c01 − e
T
˜id,t0

c02 = u
T
(s00 + s01) + e0 + m
 q

2
� + error′

− (Aideid,θ0 + Btet0,θ0 )
T
s00

︸ ︷︷ ︸

=uTs00

−e
T
id,θ0

e00 − e
T
t0,θ0

e01 − (A
˜id,t0

e
˜id,t0

)
T
s01

︸ ︷︷ ︸

=uTs01

−e
T
˜id,t0

e02

= m
 q

2
� + e0 + error′ − e

T
id,θ0

e00 − e
T
t0,θ0

e01 − e
T
˜id,t0

e02
︸ ︷︷ ︸

error

According to our parameters settings, it can be checked that error is bounded
by q/5 (i.e., ‖error‖∞ < q/5), thus, we have the conclusion � 2

q w0� = m with
overwhelming probability.

Security: For the IND-CPA security of our new lattice-based CA-RIBE-CU scheme,
we show the following theorem.
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Theorem 1. Our lattice-based CA-RIBE-CU scheme in ROM is IND-CPA secure
if the LWE assumption holds.

The proofs have been omitted due to lack of space, for any interested reader,
please contact the corresponding author for the full version.

4 Conclusion

In this paper, we propose a new lattice-based CA-RIBE-CU scheme in ROM. In
comparison with previous lattice-based constructions of RIBE, our scheme enjoys
a significant advantage in terms of ciphertext security when considering a secure
data sharing in the cloud setting, and the revoked receivers cannot access to both
previously and subsequently shared data. Instead of using a super-lattice to issue
long-term private keys and time update keys, our new construction is based on
the main technique for lattice basis delegation without dimension increase, which
benefits the new construction with much shorter items in almost all keys and
final ciphertexts, thus enriching the research of lattice-based RIBE.
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Abstract. By collecting and using vehicle dynamic data from sensors on
vehicles, Internet of Vehicles (IoV) has greatly enhanced the convenience
and intelligence of users’ transportation. However, the data transmission
in IoV may compromise user privacy by revealing sensitive information
such as location and identity. To address this problem, many signcryption
schemes are proposed. Although most existing signcryption schemes can
ensure user privacy, they fail to support communication among devices
with heterogeneous cryptosystems and cannot enable ciphertext equality
test. To overcome these limitations, we present a heterogenous signcryp-
tion scheme with equality test, named CP-HSCET. This scheme allows
an IoV device in certificateless (CLC) environment to signcrypt mes-
sages and transport them to the management center in public key infras-
tructure (PKI)-based environment, hence achieving higher universality.
Moreover, it supports equality test on ciphertexts, which allows a semi-
honest third-party (usually a cloud server) to verify if the ciphertexts
with different public key have the same plaintexts without unsigncrypt-
ing them, thereby enhancing the availability of our scheme. Finally, we
compare the proposed scheme with the other four schemes. The result
shows that the proposal is significantly superior to other schemes in
terms of computation cost and total energy consumption. Therefore, our
scheme is the most suitable for IoV environments, in which most of the
devices have lower computational power.

Keywords: Internet of vehicles · Heterogeneous cryptosystem ·
Equality test · Signcryption

1 Introduction

IoV refers to the interconnection of vehicles, road infrastructure, and mobile
devices, enabling seamless communication and collaboration between these enti-
ties [1]. The development of the IoV has been driven by the increasing demand
for intelligent transportation systems, which aim to improve road safety, reduce
traffic congestion, and enhance the overall driving experience [2]. In the IoV,
vehicles are equipped with sensors, cameras, and other communication devices
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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that collect and transmit data in real-time. This data is used to monitor traf-
fic conditions, optimize routing, and provide drivers with real-time information
about road conditions and hazards. Additionally, vehicles can communicate with
each other and with road infrastructure, such as traffic lights, to coordinate their
movements and avoid collisions. At the same time, vehicles can send their data
to a cloud server managed by the traffic control center for safekeeping. In the
event of a traffic incident, the relevant data can be retrieved from the cloud
server and used as evidence [3]. The communication network in IoV consists
of various technologies, such as Vehicle-to-Vehicle (V2V), Vehicle-to-Roadside
Units (V2R), Vehicle-to-Personal devices (V2P), Vehicle-to-Sensors (V2S), and
Vehicle-to-Infrastructure of cellular networks (V2I). These communication tech-
nologies use different frequencies, data rates, and protocols, which pose signifi-
cant security challenges in protecting the sensitive data transmitted in the IoV.

In the context of cloud-assisted IoV, maintaining the confidentiality and pri-
vacy of transmitted data is crucial. To achieve this, encryption then outsourcing
seems to be a promising approach. However, this approach greatly hinders the
availability of IoV data as searching for encrypted data is difficult. A straightfor-
ward solution is to download all the uploaded data to a local machine, decrypt
and then search for it, which can be time-consuming. To address the challenge of
balancing data confidentiality and searchability, a public key encryption scheme
with keyword search (PKE-KS) has been proposed [4]. This scheme enables users
to retrieve data from the cloud server without having to decrypt it by exploiting
keywords. Although PKE-KS provides a search functionality over ciphertexts, it
has a drawback in that it can only perform the search if the keyword and the
uploaded data are encrypted using the same public key. To address this issue,
Yang et al. [5] proposed the public key encryption with equality test (PKEET)
scheme. The PKEET scheme allows the cloud server to conduct an equality
test on ciphertexts encrypted with different public keys, making it possible to
overcome the limitation of the PKE-KS scheme.

In IoV communication, the open nature of the transmission channels makes
it easy for adversaries to intercept, manipulate, or delete data. This result in
a lack of guarantees for data integrity and authentication. In order to settle
this issue, Wang et al. [6] proposed a signcryption scheme with equality test.
It can perform the encryption and signature operations in a single logical step
and achieve authentication, integrity, non-repudiation and confidentiality, simul-
taneously. In addition, a remote server can determine whether two ciphertexts
signcrypt the same underlying plaintext. However, the entities of the scheme are
in the same cryptosystem and not suitable for the actual environment. To resolve
this problem, Hou et al. [7] presented a heterogeneous signcryption scheme with
equality test (HTSC-ET). Their scheme allows a sensor in PKI to communicate
with a user in IBC. Moreover, a cloud server can perform the equivalence test on
signcrypted ciphertext or encrypted ciphertext, or both encrypted/signcrypted
ciphertext. Later, Xiong et al. [8] constructed an HSCIP-ET scheme from IBC to
PKI. The proposed scheme can conduct the equality test on diverse ciphertexts
to guarantee the integrity, authentication, unforgeability, and confidentiality of
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the transmitted messages. In addition, it can be proven secure in the random
oracle model (ROM). However, IBC has the key escrow problem since the public
key generator (PKG) knows all entities’ private keys. Certificateless cryptogra-
phy (CLC) [9] solves this problem perfectly, where the Key Generation Center
(KGC) produces a partial secret key for the entity, while the entity creates the
remaining portion of their private key. Due to the heterogeneous nature of IoV,
designing an HSC-ET scheme where the vehicle sensors are in CLC while the
server is in PKI is an overwhelming choice as it can be well-suited to this envi-
ronment. For vehicle sensors, CLC does not involve key escrow problem and
public key certificate management problem. For servers, PKI is widely adopted.

1.1 Motivation and Contribution

The motivation of this paper is to enable the cloud server to perform equiva-
lence tests between signcrypted ciphertexts, regardless of whether the signcryp-
tion uses the same or different private keys. Furthermore, since the collected
data is transmitted through a public channel, which is susceptible to various
attacks such as tampering and deletion, the paper also addresses the need to
provide authentication, integrity, non-repudiation, and confidentiality. To ensure
the security of IoV, which is a heterogeneous network, an SC-ET algorithm based
on heterogeneous systems is employed. The specific contributions are stated as
follows.

1. We introduce a new cryptographic scheme called CP-HSCET, which combines
the features of heterogeneous signcryption and equality test. CP-HSCET
allows vehicle sensors in CLC that eliminates the need for certificate manage-
ment and key escrow as well as the management center in PKI that is widely
adopted. It also admits a cloud server to support an equivalence test on dis-
tinct ciphertexts without having any knowledge of the underlying plaintext.

2. With CPHSC-ET, we aim to enhance the security of cloud-based data trans-
mission and ensure confidentiality, integrity, non-repudiation, and authenti-
cation.

3. The suggested scheme provides flexibility by allowing it to switch between
two encryption modes: PKI-based encryption and heterogeneous signcryption.
This flexibility ensures that the scheme can be adapted to different scenarios
and requirements, making it a more versatile and practical solution. Moreover,
this switching capability does not compromise the security or efficiency of the
scheme.

4. For security, this construction satisfies the indistinguishability against adap-
tive chosen ciphertext attacks (IND-CCA2) and one-way security against
adaptive chosen-ciphertext attacks (OW-CCA2) under the bilinear Diffie-
H ellman inversion problem (BDHIP) as well as existential unforgeability
against adaptive chosen messages attacks (EUF-CMA) under the q-strong
Diffie-Hellman problem (q-SDHP) and modified inverse computational Diffie-
Hellm an problem (m-ICDHP) in the random oracle model.
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5. For performance analysis, we compare the proposed scheme with the other
four schemes. The comparison result indicates that it only occupies less than
46.52%, 54.39%, 60.82% and 37.35% of other schemes in terms of computation
overhead, respectively. And for the total energy consumption, it only occupies
below 45% of the other plans at 30 ciphertexts. Therefore, our scheme has
the highest efficiency and is the most suitable for IoV environments, in which
most of the devices have lower computational power.

1.2 Related Work

Three related works called secure search encryption for IoV, public key encryp-
tion with equality test (PKEET) and public key signcryption with equality test
(PKSET) are described as follows.

Feng et al. [10] presented an attribute-based encryption with parallel out-
sourced decryption scheme for edge intelligent IoV. A tree access structure based
on Spark and MapReduce is applied to edge intelligent IoV, which can signif-
icantly improve the speed of outsourced decryption. Jiang et al. [11] provided
an attribute-based data access control scheme for IoV. In their scheme, they
deploy fog nodes in the data access area to provide location-based keys and
assist in vehicle decryption. Additionally, they employ a blockchain system to
publish public parameters, which ensures the transparency and reliability of our
system. Li et al. [12] presented a proxy re-encryption scheme with equality test
for IoV. Their construction not only achieves the fine-grained delegation, but
also provides ciphertext equality test by a cloud server. In order to solve the
issues of transmission latency and insufficient computing capacity, Xiong et al.
[13] designed a group attribute-based encryption with equality test scheme for
autonomous transportation systems. Their design enables sensors installed in
vehicles to encrypt traffic data with a specific access policy, allowing only users
possessing the required attributes to access the encrypted data. Additionally,
the construction also can realize ciphertext search function by providing equal-
ity tests. Tan et al. [14] proposed a cloud-edge collaboration searchable data
sharing scheme for IoV. The blockchain technology is used to store the hash
value of the data ciphertext and the search index of the keyword. In addition,
they also utilize attribute-based searchable encryption to provide fine-grained
access control and keyword search functionality. To solve the high computa-
tional complexity issue of attribute-based encryption (ABE) scheme, Zhen et al.
[15] proposed a multiauthority attribute keyword search scheme which is based
on the cloud-edge-end collaboration model and can achieve efficient and secure
fine-grained keyword retrieval for IoV data.

Boneh et al. [4] first introduced the concept of PKE-KS. Their construction
allows the server to recognize any messages that include a particular keyword,
without gaining access to any other information contained in the message. But
it just supports the search function for ciphertexts encrypted utilizing the same
public key. To tackle this problem, Yang et al. [5] presented the primitive of
PKEET, which allows anyone to perform an equivalence test to verify if two
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ciphertexts were generated using different public keys but have the same plain-
text. Tang et al. [16] presented a fine-grained authorization PKEET scheme.
Two users must work together to generate a token that grants the semi-trusted
proxy permission to perform an equality test between the ciphertexts on the
same encrypted data. Later, Tang et al. [17] designed a primitive named all-
or-nothing PKEET which means that the proxy can execute equality test on
both two entities’ ciphertexts if he can obtain the ciphertexts of them. However,
the above-mentioned schemes incur certificate management issues. To settle this
problem, Ma et al. [18] put forward an IBC-PKEET scheme using bilinear pair-
ing. Their scheme supports the sender utilizing the receiver’s identity to encrypt
keywords. Moreover, the cloud server can execute an equality test on ciphertexts
from different entities. However, their scheme utilizes the time-consuming bilin-
ear pairing operation, so they incur more computation overhead. Later, Wu et al.
[19] gave an improved IBC-PKEET scheme, which consumes less computation
overhead during the design phase. As there exists the key escrow issue in IBC
cryptosystem, CLC-PKEET scheme [20] has been proposed which can avoid the
issues in IBC and PKI, and the server can execute the equality test on two enti-
ties’ ciphertexts in the case of unknown the contents of their plaintexts. Later,
Hassan et al. [21] presented a fine-grained access control equality test scheme. It
means that the cloud server can perform search functionality according to four
types of authorizations. Zhao et al. [22] designed a CLC-PKEET scheme. Their
construction allows a cloud server to do the equality test on ciphertext and can
be well applied in IoV scenario.

The above-mentioned schemes are only support equality test for encryption
schemes, there also exist signcryption schemes that support equality test. Sign-
cryption [23] is a cryptographic primitive that combines the functionalities of
encryption and signature in a single logical step, which is known as “signature-
then-encryption”. It has significantly reduced the computational overhead when
compared to the traditional approaches where encryption and signature are per-
formed separately. Wang et al. [6] gave a first public key signcryption scheme
with equality test (PKSC-ET). Later, Lin et al. [24] gave a generic PKSC-ET
construction. Their design can be adapted to support IBC setting. This modifica-
tion allows for greater flexibility and applicability to various scenarios. Inspired
by their construction, Xiong et al. [7] proposed an IBC-PKEET scheme. Their
scheme inherits the advantage of signcryption and equality test. They also pro-
vide formal security proof which is very important for algorithm design. However,
previous methods have focused on supporting only one system, leaving the unad-
dressed issues of supporting heterogeneous systems. Xiong et al. [8] presented
two HSC-PKEET schemes. However, their scheme has an inherent problem in
IBC. In 2023, Hou et al. [25] provided a heterogeneous online/offline signcryption
with equality test (HOOSC-PKEET). They utilize the online/offline method to
reduce computational overhead. It means that the lightweight operation is done
in online phase, while the heavy operation is done in offline phase. In addition,
the equality test function is also achieved to check whether two ciphertexts con-
tain the same plaintext. Shao et al. [26] presented an HSC-ET scheme that is
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from CLC to PKI. However, their scheme is inefficient since the time-consuming
bilinear pairing operation is utilized in signcryption algorithm.

1.3 Organization

The rest of this paper is arranged as follows. Preliminaries are introduced in
Sect. 2. An efficient CP-HSCET scheme is designed in Sect. 3. Security analysis
is given in Sect. 4. Performance is shown in Sect. 5. Finally, the conclusion are
given in Sect. 6.

2 Preliminaries

Here, we introduce bilinear pairings and difficult problems as follows.

2.1 Bilinear Pairings

Let G1, G2 be an additive group and a multiplicative group, respectively. G1

as well as G2 have the same prime order p. P is a generator of G1. A bilinear
pairing is a map e : G1 × G1 → G2 with the following properties:

1. Bilinearity: e(aP, bQ) = e(P,Q)ab for all P,Q ∈ G1, a, b ∈ Z∗
p .

2. Non-degeneracy: There exists P,Q ∈ G1 such that e(P,Q) �= 1.
3. Computability: There is an efficient algorithm to compute e(P,Q) for all

P,Q ∈ G1

The modified Weil and Tate pairings are the admissible maps ([27] offers more
information).

2.2 Difficult Problems

Definition 1. Given G1 and G2, p, P and e as the above definition,

– The bilinear Diffie-Hellman inversion (BDHI) problem in (G1, G2, e) is to
compute e(P, P )1/α given (P, αP ) in which α ∈ Z

∗
p.

– The q-strong Diffie-Hellman (q-SDH) problem in (G1, G2, e) is to search a
pair (ω, 1

α+ω P ) ∈ Z
∗
p × G1 given (P, αP, α2P, ..., αqP ) in which α ∈ Z

∗
p.

– The modified inverse computational Diffie-Hellman (m-ICDH) problem in G1

is to compute (a + b)−1P given (P, aP, bP ) in which a, b ∈ Z
∗
p.

3 A CP-HSCET Scheme

In this section, we first define the formal model of CP-HSCET scheme, in which
the sender is in CLC environment and the receiver is in PKI environment.



410 C. Jin et al.

Table 1. Notations

Symbol Description Symbol Description

G1 An addition group {0, 1}∗ A string of arbitrary length

G2 A multiple group s A master private key of KGC

P A generator of G1 Ppub A master public key of KGC

p The prime order of G1 and G2 g A element in group G1,in which g = e(P, P )

e A bilinear pairing IDs An identity of the sender

k A security parameter xs A secret value of the sender with identity IDs

Hi A one way hash function (i=1,2,3,4) PKs A public key of the sender with identity IDs

Ds A partial private key of identity IDs PKr = (PK1, PK2) A public key of the receiver

SKs A full private key of the sender with identity IDs SKr = (SK1, SK2) A private key of the receiver

{0, 1}∗ A string of arbitrarily length E A function

PKα A public key of CA tdr A trapdoor

3.1 The Proposed Scheme

Our construction is composed of the following eight algorithms. Table 1 shows
the main notations.

Setup: G1, G2, P , p and e are given as in Sect. 2. H1,H2,H3,H4 are four hash
functions, in which H1 : {0, 1}∗ → Z

∗
p, H2 : G1 → Z

∗
p, H3 : G2 → Z∗

p , and
H4 : G2 → {0, 1}∗. KGC selects a master key s ∈ Z∗

p and sets Ppub = sP . It
also calculates g = e(P, P ). KGC keeps s secret and publishes system parameters
(G1, G2, e, p, g, P, Ppub,H1,H2,H3,H4). Here, a function E is defined. We assume
that PKα is the public key of CA. If PKr = PKα and E(PKr) = 1, our
construction is a signcryption scheme. If PKr �= PKα and E(PKr) = 0, our
construction is only a public key encryption scheme.

Partial-Private-Key-Extract : On inputting a sender’s identity IDs, KGC calcu-
lates his partial private key

Ds =
1

H1(IDs) + s
P

as well as transmits Ds to the sender by a secure approach. As in [28], an online
Transport Layer Security (TLS) approach or an offline approach can be utilized
to transmit the partial private key Ds to the sender.

Set-Secret-Value: On inputting a sender’s identity IDs, The sender selects a
random xs ∈ Z

∗
p as its secret value and calculates its public key PKs =

xs(H1(IDs)P + Ppub).

Set-Private-Key : On inputting a secret key xs and a partial private key Ds, the
sender calculates its full private key Ss = 1

xs+H2(PKs)
Ds.

Extract-PKI : A receiver in PKI selects two random values x1, x2, and calculates
his private keys SKr = (SK1, SK2) = ( 1

x1
P, 1

x2
P ) as well as the corresponding

public keys PKr = (PK1, PK2) = (x1P, x2P ).

Trapdoor : On inputting the receiver’s private key SKr = (SK1, SK2), the
receiver sets the trapdoor as td = SK2.
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Signcryption: On inputting a sender’s identity IDs, public key PKs and private
key Ss, a receiver’s public key PKr = (PK1, PK2) and a message m, the sender
executes the following steps:

1. Select α1, α2 ∈ Z
∗
p, and compute r1 = gα1 , r2 = gα2 .

2. Compute h = H3(m, r1, r2, IDs, PKs, PK1, PK2).
3. Compute C1 = E(PKr)(α1 + h)Ss.
4. Compute C2 = α1PK1.
5. Compute C3 = α2PK2.
6. Compute C4 = α2H1(m) ⊕ H4(r2).
7. Compute C5 = m‖α2 ⊕ H5(r1).
8. Output σ = (C1, C2, C3, C4, C5).

Unsigncryption: On inputting a sender’s identity IDs and public key PKs, a
receiver’s private key SKr = (SK1, SK2), and a ciphertext σ, the receiver exe-
cutes the following steps:

1. Compute r1 = e(C2, SK1), r2 = e(C3, SK2).
2. Recover m‖α2 = C5 ⊕ H5(r1).
3. Compute h = H3(m, r1, r2, IDs, PKs, PK1, PK2).

– If E(PKr) = 0, we check if C4 ⊕ (α2H1m) = H4(r2). If yes, output m;
otherwise, output ⊥.

– If E(PKr) = 1, we check if C4 ⊕ (α2H1(m)) = H4(r2) and only if r1 =
e(C1, PKs + H2(PKs)(H1(IDs)P + Ppub))g−h holds. If yes, output m;
otherwise, output ⊥.

Test : On inputting a ciphertext σμ = (C1μ, C2μ, C3μ, C4μ, C5μ), trapdoor tdμ,
another ciphertext σν = (C1ν , C2ν , C3ν , C4ν , C5ν) and trapdoor tdν , a cloud
server executes the following steps:

1. Compute r2μ = e(C3μ, td2μ) and r2ν = e(C3ν , td2ν).
2. Then compute Xμ = C4μ ⊕ H4(r2μ) and Xν = C4ν ⊕ H4(r2ν).
3. Check if rXν

2μ = r
Xμ

2ν . If yes, mμ = mν .

3.2 Consistency

The consistency can be easily verified by the following equation.

r1 = e(C1, PKs + H2(PKs)(H1(IDs)P + Ppub))g
−h

= e((α1 + h)
1

xs + H2(PKs)

1

H(IDs) + s
P, xs(H1(IDs) + P )P + H2(PKs)(H1(IDs + s)P )g

−h

= e((α1 + h)P, P )g
−h

= e(P, P )
α1

= r1
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r2μ = e(C3μ, SK2μ)

= e(α2μPK2μ,
1

x2μ
P )

= e(α2μx2μP,
1

x2μ
P )

= e(P, P )α2μ

r2ν = e(C3ν , SK2ν)

= e(α2νPK2ν ,
1

x2ν
P )

= e(α2νx2νP,
1

x2ν
P )

= e(P, P )α2ν

rXν
2μ = e(P, P )α2μXν

= e(P, P )α2μ(C4ν⊕H4(r2ν))

= e(P, P )α2μα2νH1(mν)

= e(P, P )α2νXμ

= r
Xμ

2ν

According to the above equation, we can get mμ = mν .

4 Security

The following Theorems 1, 2 and 3 show that the proposed scheme satisfies
IND-CCA2, OW-CCA and EUF-CMA security.

Theorem 1: If an attacker A is against the security of Definition 2 who has
an advantage ε′, an algorithm C can settle the BDHI problem for q = qH1 with
an advantage ε′ ≥ ε

(2qH3+qH5 )
(1 − qu

2k ) in time t′ ≤ t + O(qu)tp + 0(quqH3)te, in
which te is the time for an exponentiation operation in G2 and tp is the time for
one pairing operation.

Theorem 2: If an attacker A is against the security of Definition 3 who has
an advantage ε′, an algorithm C can settle the BDHI problem for q = qH1 with
an advantage ε′ ≥ ε

(2qH3+qH5 )
(1 − qu

2k ) in time t′ ≤ t + O(qu)tp + O(quqH3)te, in
which te is the time for an exponentiation operation in G2 and tp is the time for
one pairing operation.

Theorem 3: Our construction is EUF-CMA secure under the q-SDH and m-
ICDH assumptions in the random oracle model.
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Due to the limited length of conference articles, the detailed security analysis
can be found in the complete version, or you can contact the corresponding
author.

5 Performance

This section presents a comparative analysis of our scheme and other existing
schemes [22,26,29,30]. The comparison result is shown in Table 2, where Op,
Oe, Opm denotes the point multiplication operation in G1, the pairing opera-
tion and the point multiplication operation in G2, SC denotes the signcryption
algorithm and USC denotes the unsigncryption algorithm. Considering the dif-
ferent environments of different schemes, we have calculated the cryptosystem
of the communication parties of each scheme. CLC-PKI means that the sender
is in CLC cryptosystem and the receiver is in PKI cryptosystem. Finally, We
calculate the size of public keys (PK), ciphertexts (C) and trapdoor (TD) in the
five schemes. Note that, since both the receiver and sender need to know the
other party’s public key, the size of PK is the total length of both parties’ public
keys. In order to more accurately evaluate the performance of these schemes,
we have implemented them and will comprehensively compare them in terms of
computation overhead and energy consumption in the rest of the section.

Table 2. Comparison of existing schemes

SC USC Test Direction Size of

Op Oe Opm Op Oe Opm Op Oe Opm PK C TD

Rashad [29] 6 4 0 4 6 1 3 0 0 CLC-CLC 6|G1| 3|G1|+|Z∗
P | |G1|

Shao [26] 2 2 5 2 0 6 4 0 6 CLC-PKI 4|G1| 4|G1|+|Z∗
P | |Z∗

P |
Zhao [22] 2 2 3 2 0 2 4 0 2 PKI-PKI 4|G1| 3|G1|+2|Z∗

P | |G1|+|Z∗
P |

Wang [30] 1 5 0 2 3 2 2 2 4 PKI-PKI 4|G1| 3|G1|+|Z∗
P | 0

Ours 0 2 3 3 1 1 2 2 0 CLC-PKI 3|G1| 3|G1|+2|Z∗
P | |G1|

To evaluate the efficiency of our scheme, we implement the above schemes
with the pypbc library on a 1G RAM, 2-core virtual machine, whose host is
an intel(R) core(TM) i7-9750H CPU @ 2.60 GHz machine with 16G RAM. In
addition, we use the Type-A pairing over super-singular elliptic curve E (FP ):
y2 = x3 + x to achieve the same security level as 1024-bit RSA. The group size
p is 512 bits. The computation time of the above schemes is shown in Fig. 1,
where GK denotes generate Key phase, SC denotes signcryption phase, and
USC denotes unsigncryption phase. Easily, we can find that our scheme has the
highest efficiency in the real-time running phase, with only about one-third of
the computational cost of other schemes. Our scheme has a slightly higher cost
than wang [30] only in the phase that does not require repeated runs, which
is because Wang [30] is based on IBC cryptosystem and has low security. In
terms of overall running time, our scheme also outperforms the other schemes
by 46.52%, 54.39%, 60.82%, and 37.35%, respectively. We further calculated
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Table 3. Computation energy comparison

Schemes Setup

(ms)

GK(ms) SC

(ms)

USC

(ms)

Test

(ms)

Power

(mW)

Usage

(ms/s)

Total

Time(ms)

CEC

(mJ)sender receiver

Rashad [29] 7.376 6.243 7.629 18.253 12.178 2.877 1540 984 54.557 82.674

Shao [26] 14.300 2.579 3.321 12.399 13.515 13.903 1520 972 60.018 88.673

Zhao [22] 17.553 14.363 12.532 13.132 7.085 9.809 1550 983 74.474 113.472

Wang [30] 10.512 0.992 2.500 12.426 11.943 8.203 1530 970 46.575 69.121

Ours 7.698 4.242 5.082 4.599 5.852 1.705 1530 985 29.178 43.972
∗ CEC: Computation energy consumption.

the time required for each scheme to signcrypt multiple ciphertexts. As shown
in Fig. 1, the gap between our scheme and the other schemes widens as the
number of ciphertexts increases. At 100 ciphertexts, the computational cost of
our scheme is only about 35% of others. Finally, we present the computational
energy consumption comparison in Table 3, where Power and Usage denotes the
power and CPU usage of the algorithm process. So we have ET = Power∗Usage∗
Time. As we can clear see, our scheme has the lowest energy consumption.
Therefore, considering that the computing nodes in the IoV environment are
mostly devices with lower computing power, our scheme is more suitable for this
scenario.

Fig. 1. Comparison of computation overhead
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Table 4. Total energy consumption comparison

Schemes Size of(bytes) Power
(mW)

Transport
Rate(Mbps)

energy consumption(mJ)

PK C TD Communication Total

Rashad [29] 384 256 64 792 54 0.021 82.694

Shao [26] 256 320 64 792 54 0.021 88.694

Zhao [22] 256 320 128 792 54 0.021 113.492

Wang [30] 256 256 0 792 54 0.015 69.136

ours 192 320 64 792 54 0.017 43.989

For the communication cost, we calculate the size of data transmitted of the
five schemes. The statistical results are shown in Table 4. In our experimental
environment, |G1| = 512bits, and |Z∗

p | = 512bits. Therefore, we can obtain the
number of transmitted bytes for each scheme as follows: In Rashad [29], the
user needs to transport 10|G1| + |Z∗

p | = 10 ∗ 512 + 512 = 5632bits = 704bytes
messages; In Shao [26], the user needs to transport 8|G1| + 2|Z∗

p | = 8 ∗ 512 + 2 ∗
512 = 5120bits = 640bytes messages; In Zhao [22], the user needs to transport
8|G1| + 3|Z∗

p | = 8 ∗ 512 + 3 ∗ 512 = 5632bits = 704bytes messages; In Wang [30],
the user needs to transport 7|G1| + |Z∗

p | = 7 ∗ 512 + 512 = 4096bits = 512bytes
messages; And in our scheme, the user needs to transport 7|G1|+2|Z∗

p | = 7∗512+
2 ∗ 512 = 4608bits = 576bytes messages. Moreover, we select the ESP8266EX
WI-FI model as the network card for communication, which operates at a voltage
of 3.3V, a current of 0.24A, and can achieve a data transfer rate of 51Mbps. It
has been widely used in IoV devices. With the help of above parameter, we
can obtain the communication energy consumption Ec = Sizeof(PK + C +
TD)/TransportRate ∗ Power and Total energy consumption ET = Ec + CEC.
The energy consumption of the schemes is shown in Table 4. As we can clearly
see, the proposed scheme has the lowest total energy consumption among the
five schemes.

We also analyze the relationship between the total energy consumption of the
scheme and the number of ciphertexts. The analysis result is clearly illustrated
in Fig. 2. As the number of ciphertexts increases, the energy consumption of our
scheme shows a linear growth trend. The gap between its energy consumption
and other schemes also grows gradually, and stabilizes at below 45% of others
at the 30 keywords.

In summary, our scheme is significantly superior to other schemes in terms of
security attributes, computational overhead, and energy consumption. Consid-
ering that the nodes in the vehicle network are mostly car cameras, car sensors
and other low computing power IoV devices, our scheme is more suitable for IoV
environments.
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Fig. 2. Total energy consumption comparison

6 Conclusion

In this paper, we propose an efficient CP-HSCET scheme. In our scheme, the
sender is usually IoV devices in CLC environment, which eliminates certificate
management problem in PKI and key escrow problem in IBC, and the receiver
is usually the management center in PKI environment. Furthermore, our scheme
allows an authenticated cloud server to check the equality of ciphertexts with-
out unsigncrypting them. Finally, we give a detailed and rigorous comparison
result in terms of computation overhead and total energy consumption. For the
computation overhead, our scheme has reduced by 46.52%, 54.39%, 60.82%, and
37.35% compared to the other four schemes, respectively. And for total energy
consumption, it also reduces by 46.81%, 50.40%, 61.24%, and 36.37%, respec-
tively. Therefore, our scheme has the highest efficiency, and is the most suitable
for IoV environments, in which most of the devices have lower computational
power.
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Abstract. Updatable signatures (US) play a crucial role in cloud stor-
age scenarios by providing the functionality to update signatures and
resisting key compromise attacks. In PKC 2021, Cini et al. proposed the
first updatable signature scheme, where an update token was granted
more power than necessary. To restrict access to the token, various tech-
niques such as leakage profiles were employed. Without such restrictions,
an adversary could easily forge a new valid signature without compro-
mising a new signing key. In this paper, we improve Cini et al.’s signa-
ture and its security via weakening the functionality of update token.
Specifically, we propose a change in the way the update token is gener-
ated, involving both the signer and the server. Initially, a Diffie-Hellman
key exchange protocol is executed between the signer and the server to
establish a secret value. This secret value is then embedded by the signer
into the update token generation process, ensuring that only those pos-
sessing the secret value can update a signature using the update token.
Furthermore, we employ the technique of indistinguishability obfusca-
tion to minimize the information leaked by the weakened token. This
enhancement allows the improved updatable signature scheme to achieve
no-directional key update and uni-directional signature update. Finally,
we present an enhanced security model without leakage profiles restrict-
ing an adversary, where the adversary is allowed to corrupt update tokens
and signing keys freely except a signing key at the challenge epoch, and
prove the improved scheme to be secure.
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1 Introduction

In recent years, the significant growth in data volume has led to the emergence
of a new storage mode known as cloud storage. In this scenario, data owners can
generate and store their data in cloud servers, allowing data users to access it any-
time and anywhere via the Internet. This storage mode offers improved storage
efficiency, and virtualization techniques further enhance it by eliminating storage
space waste, automatically reallocating data, and improving storage space uti-
lization. Additionally, these techniques provide load balancing and redundancy
functions, ensuring the confidentiality and authenticity of data stored on cloud
servers through encryption and signature methods.

However, when secret keys used for data encryption or signing are compro-
mised, data owners must update their keys. Simultaneously, the corresponding
data stored in the cloud server needs to be updated as well. A direct solution
to this issue (for encryption/signature, respectively) is to first generate new
secret keys, then download all data in cloud, decrypt/verify using the old keys,
and encrypt/sign with the updated keys, finally, upload all the updated data to
cloud. However, this approach would incur significant computational and stor-
age costs for the data owner. In order to reduce the computation required for
updating data in the cloud, a new primitive called updatable encryption (UE)
has emerged, followed by updatable signature (US) schemes.

UE has been widely studied since its introduction by Boneh et al. [3]. The
main technique behind UE is key rotation, where users periodically change their
old encryption keys to new ones and generate tokens for the cloud server. These
tokens are then used to convert the ciphertexts (data encrypted under the old
key) into new ones (data encrypted under the new key). This approach eliminates
the need for the user to download any data, as the cloud server is responsible
for updating the stored data. This significantly reduces the computational costs
for the user. The development of UE greatly influenced US.

Many notions of signature contained implicitly key update or/and signature
update function, such as signature with re-randomizable key [10], key-updatable
signature [13] or key-updating signature [15]. However, none of the above works
provided a definitional framework until Cini et al. [6]. Inspired by Lehmann
et al. [18] and Boyd et al. [5], Cini et al. constructed a US scheme based on
key-homomorphic primitive. Their work adopted the same updating patten as
UE proposed in [18], which means a user periodically changes her or his old
signing key to a new one, and generates a token for cloud server to convert the
old signature to new one. However, in this patten, anyone who gets the update
token can use it to update any old valid signature, which means that a malicious
user can also perform updating operation when he obtains the update token.
This patten gives an update token more than needed power, as only cloud server
is supposed to perform updating operation. And this makes it indispensable to
use leakage profiles in security model to limit the adversary’s ability. Otherwise,
it would be easy for any adversary to forge a valid signature. Despite leakage
profiles serving as an effective technique for security analysis, they can lead to
inconsistencies between the security model and the actual situation.
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1.1 Related Works

In 2013, Boneh et al. [3] explicitly proposed the notion of updatable encryp-
tion for the first time. Later, Everspaugh et al. [9] provided a systematic
study for ciphertext-dependent UE. Based on the above works, Boneh et al.
[2] enhanced the definition of confidentiality and integrity by requiring that the
update algorithm should not leak any information about the ciphertext. For
ciphertext-independent update, Lehmann et al. [18] formally introduced two
security notions in the sequential manner: encryption indistinguishability and
update indistinguishability. Furthermore, Klooß et al. [16] enhanced the security
from CPA to (R)CCA. The same year, Boyd et al. [5] proposed the definition
of indistinguishable updatable encryption (IND-UE), which requires that the
ciphertexts generated by the encryption algorithm should be indistinguishable
from that by the update algorithm.

In addition to improving security, the direction of update is gradually refined.
Lehmann et al. [18] discussed the directionality for the first time, and put forward
the notions of uni-directional update and bi-directional update to capture the
ability of the token to update (downgrade) the ciphertext or key to the new (old)
epoch. Jiang [14] drew a counterintuitive conclusion: uni-directional update and
bi-directional update are equivalent under the same security notion, and pro-
posed no-directional key update setting, where the update token cannot update
or downgrade key. Moreover, in 2022 Nishimaki [20] subdivided uni-directional
key update into forward-leak and backward-leak, and proposed the first updat-
able encryption scheme UE iO with no-directional key update (following which
we construct a no-directional signature scheme).

In 2023, Miao et al. [19] realized uni-directional UE and PRE from a new
generic primitive called key and plaintext homomorphic encryption, which firstly
achieved backwards-leak uni-directional key update and uni-directional cipher-
text update based on less structured assumptions. Actually the classification of
update direction can be seen as the classification of the information leaked by the
update token, the more information the update token leaked, the more things it
can be used to do, e.g., update/downgrade the signing key and/or signature.

As for updatable signature (US), key-updatable signature [13] or key-
updating signature [15] proposed in context of secure messaging, allowed to
update key and obtain signature under updated key, but both works did not
consider signature update. Similarly, Fleischhacker et al. [10] proposed a novel
primitive called signature scheme with re-randomizable key, which allows to re-
randomize secret key and public key separately but consistently, and they gave
two instantiations of the primitive based on Schnorr’s signature scheme [23] and
Hofheinz and Kiltz’s signature scheme [12]. Their work considered key update,
but did not consider signature update.

Later, key-homomorphic signature by Derler and Slamanig [7] simultaneously
covered key update and signature update. But Derler et al. only considered
the updatable (they called adaptability) properties functional-wise and focused
on using it to construct primitives such as ring signature schemes, (universal)
designated verifier signature schemes, they did not consider security in the sense
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of update, not to mention update direction. Recently, Cini et al. [6] gave a
comprehensive framework for US and UMAC, and constructed US from key-
homomorphic (KH) signatures. However, they only considered bi-directional key
and signature update, and stressed that no-directional US did not seem to be as
desirable as UE. The reason is that upgrading an old signature was necessary for
correctness (thus cannot be prevented), and preventing downgrading the key or
signature back to the previous epoch was only required if old public keys were
not revoked which is the scenario in Poettering et al. [21].

In 2022, Poettering et al. [21] introduced a new cryptographic primitive
sequential digital signature (SDS) and defined the strong, rigorous security mod-
els that captured forward security as well as self-enforcement. There was no
update token in their work, as Poettering et al. did not consider updating the
existing signatures. Instead, they stored all the public keys to verify correspond-
ing signatures.

1.2 Our Motivation and Contributions

In Cini et al. [6], assume an adversary has corrupted an old signing key ske−1.
If it obtains an update token Δe, it could trivially forge a valid signature under
a new signing key ske, for any message m, by first using ske−1 to generate
a valid signature σe−1 at the epoch e − 1, and then updating it to σe with
the help of Δe−1. This attack works well even in no-directional key update
and uni-directional signature update model. Moreover it seems impractical to
prevent the adversary from getting an update token if the update token is sent
in plaintext. And if the update token is encrypted and sent to the server secretly,
it is meaningless to consider the information leaked by the token, as no one except
the server can obtain the token.

After receiving an update token, the server can update the signature in the
cloud storage by using the token. Therefore, a natural idea is that the user and
the server collaborate to generate an update token, contradict to the previous
patten that the user generated the token alone. Specifically, the server and the
user negotiate a secret value. Then the user embeds the secret value into the
update token without which the token cannot be used to update any signature.
Under this framework, the update token is weakened. Furthermore, by limiting
the information leaked by the token to make it no-directional key update, the
above forging attack can be resisted, even the adversary is allowed to corrupt
the update token freely. To sum up, the main contributions are as follows.

1. Analyze the security of Cini et al.’s updatable signature. We notice
that in Cini et al.’s updatable signature, when an adversary has corrupted
an old epoch signing key and an update token, she or he can first generate a
signature about any message by using the old epoch signing key, and then use
the update token to update the signature to get a valid signature correspond-
ing to a new epoch signing key. At the same time, the adversary can infer
a new epoch signing key from the corrupted old signing key and the update
token, and then sign any message. The important reason why the adversary
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can forge a new signature is that the update token is bi-directional and is
given more than needed power.

2. Propose an improved updatable signature scheme with weakened
token. To resist against the above forgery, a possible solution is to weaken
the function of the update token. Firstly, we enhance the security model of
updatable signature by omitting the leakage profiles and providing any adver-
sary more freedom in accessing update tokens and keys, which is more in line
with the reality. Then we construct an improved updatable signature scheme
with weakened token by using indistinguishability obfuscator and puncturable
pseudorandom function, which can achieve no-directional key update and uni-
directional signature update. Finally, we prove that the proposed scheme is
secure under the enhanced security model.

Table 1. A brief comparison of our construction with the existing schemes

Scheme key/sig Dir.(key) Dir.(sig) Leakage Profiles US-EUF-CMA EUF-US

JS [13] key – – – – –

JMM [15] key – – – – –

FKMSS [10] key – – – – –

DS [7] both bi bi – – –

CRSS [6] both bi bi � � ×
Ours both no uni × � �
Note: The column key/sig indicates that whether key and/or signature updates are taken
into account by the schemes. Dir.(key) and Dir.(sig) indicate the key update direction
and signature update direction, respectively. The EUF-US security model is an enhanced
version of the US-EUF-CMA security model.

2 Preliminaries

We give some notations and introduce some basic primitives in this section.

2.1 Notations

The notations are shown in Table 2.

Table 2. Notation description

Notations Descriptions

te A secret value at the epoch e

negl(·) A negligible function

e∗ The challenge epoch

Ke{te} A punctured key with punctured point te

Δ An update token

[N ] The integer set from 1 to N

Cupd[ske+1, pke] An update program with fixed constants [ske+1, pke] at the epoch e

Zp The additive group of integers modulo p
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2.2 Basic Primitives

Pseudorandom Generator (PRG). A PRG [11] is an efficient and deter-
ministic algorithm for generating a longer and unpredictable “uniform-looking”
string based on a short and uniform string called the seed. PRG is pseudorandom
if no efficient distinguisher D can differentiate whether it is a string outputted
by PRG or a string randomly chosen.
Definition 1 (Pseudorandom generator). Let l(·) be a polynomial and PRG be a
deterministic polynomial-time algorithm such that for any input s ∈ {0, 1}n with
any n, the result PRG(s) is a string of length l(n). PRG is called a pseudorandom
generator if the following conditions hold:

1. (Expansion) For any n, it holds that l(n) > n.
2. (Pseudorandomness) For any PPT algorithm, there is a negligible function

negl(λ) such that
∣
∣
∣Pr

[D(

PRG(s)
)

= 1
] − Pr

[D(r) = 1
]
∣
∣
∣ ≤ negl(λ),

where the first probability is taken over uniform choice of s ∈ {0, 1}n and the
randomness of D, and the second probability is taken over uniform choice of
r ∈ {0, 1}l(n) and the randomness of D. Generally, l(·) is referred to as an
expansion factor of PRG.

Puncturable Pseudorandom Function (PPRF). PPRF [22] is one of simple
constrained pseudorandom functions. Any PPT adversary is allowed to have a
polynomial scale input set first. Even if the adversary is given a punctured key
that can be used to compute all values of function at inputs that are not in the
given set, it is difficult to distinguish between a value of function for input in
the given set and a random element of equal length to the value.
Definition 2 (Puncturable pseudorandom function). A PRF F : K × {0, 1}k →
{0, 1}k′

is a puncturable pseudorandom function if there is a key space K, an
additional punctured key space Kp, and three polynomial time algorithms F.Key,
F.Puncture and F.Eval that satisfy the following properties.

1. (Functionality preserved under puncturing) For any PPT adversary A such
that A(1λ) outputs a set S ⊆ {0, 1}k(λ), then for any x ∈ {0, 1}k(λ) and x /∈ S:

Pr
[

F.Eval(K,x) = F.Eval
(

K(S), x
)

: K ←F.Key(1λ),

K{S} ← F.Puncture(K,S)
]

= 1,

where K ∈ K and K{S}) ∈ Kp.
2. (Pseudorandom at punctured points) For any PPT adversary (A1,A2) such

that A1(1λ) outputs a set S ⊆ {0, 1}k(λ), considering an experiment with
∀x ∈ S, F.Eval(K,x) ∈ {0, 1}k′

, where K ← F.Key(1λ), and the punctured
key K{S}←F.Puncture(K,S), then:

∣
∣
∣Pr

[A2

(

K{S}, x, F.Eval
(

K{S}, x
))

= 1
]

− Pr
[A2

(

K{S}, x, y ← {0, 1}k′)
= 1

]
∣
∣
∣ ≤ negl(λ).
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For convenience, in the following sections F.Eval(K,x) and F.Puncture(K,S)
are denoted by F (K,x) and K{S}, respectively.

Bilinear Maps. Let G and GT be two multiplicative cyclic groups of prime
order p and g be a generator of G.

Definition 3. A bilinear map [4] is a map ẽ : G × G → GT satisfying the
following properties:

– Bilinearity: For all u, v ∈ G, and a, b ∈ Zp, ẽ(ua, vb) = ẽ(u, v)ab.
– Non-degeneracy: ẽ(g, g) �= 1GT

.
– Computability: For all u, v ∈ G, bilinear pairing ẽ(u, v) be effectively calcu-

lated in polynomial time.

Definition 4 (Computational Diffie-Hellman (CDH) problem). For a group G

of prime order p with a generator g, define the advantage AdvCDH
G,A [4] of an

adversary A as

AdvCDH
G,A = Pr

[

y = ha|a ← Zp, h ← G, y ← A(g, ga, h)
]

,

where the probability is taken over the random choice of A and the random
selection of a, h. CDH is hard if no adversary exists such that AdvCDH

G,A ≥ negl(λ).

Indistinguishability Obfuscator (iO). As a weakening solution to virtual
black-box confusion, iO was first proposed by Barak et al. [1] in 2001 to ensure
that any two circuits with the same functionality are indistinguishable after con-
fusion. Popularly, iO is a relatively efficient program. The input of this program
is a circuit C to be confused, and the output is an indistinguishable obfuscated
program iO(C) of the input circuit, which is defined as follows.

Definition 5 (Indistinguishability Obfuscation). A uniform PPT machine iO
is called as an indistinguishability obfuscation for a circuit class {Cλ} if the
following two conditions are satisfied:

1. (Preserving functionality) For a security parameter λ ∈ N , any C ∈ Cλ, and
any input x, the following formula holds,

Pr
[

C ′(x) = C(x) : C ′ ← iO(λ,C)
]

= 1.

2. (Indistinguishability of obfuscation) For any PPT distinguisher D, there exists
a negligible function negl(λ) such that the following holds: for a security
parameter λ ∈ N and any pair of circuits C0, C1 ∈ Cλ with |C0| = |C1|,
we have that if C0(x) = C1(x) for any input x, then

∣
∣
∣Pr

[D(iO(

λ,C0)
)

= 1
] − Pr

[D(iO(

λ,C1)
)

= 1
]
∣
∣
∣ ≤ negl(λ).
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2.3 Diffie-Hellman Key Exchange Protocol

In 1976, Diffie and Hellman [8] introduced a key exchange protocol based on
the discrete logarithm problem. In this protocol, Alice and Bob will negotiate a
random secret value for their private-key system over a public and authenticated
channel. A cyclic group G of order p and a generator g are set as public parame-
ters. Alice chooses a random integer a ∈ Zp and sends ga to Bob. Similarly, Bob
sends gb to Alice for random b ∈ Zp. They can obtain a sharing secret value gab.

For simplicity, we use the algorithm US.Kex(params, r1, r2) to describe the
protocol executed by two parties, e.g., Alice and Bob, where params refers to
all the public parameters (i.e.,(G, p, g)), needed in executing the protocol, r1
represents any value that Alice sends to Bob (i.e., ga), and r2 that Bob sends
to Alice (i.e., gb). An honest execution of the protocol will result in an element
gab ∈ G shared by Alice and Bob. Moreover, as proposed by Krawczyk [17] in
CRYPTO 2010, for a group G where the Decisional Diffie-Hellman is known to
fail (such as in bilinear group), and only the CDH assumption is hold, a random
oracle H : G → {0, 1}n is needed for transforming the input source gab to a
string H(gab) that is indistinguishable from a uniform string in {0, 1}n.

2.4 Cini et al.’s Updatable Signature

In this subsection, we review the updatable signature scheme (US.Setup, US.Sig,
US.Ver, US.Next, US.Update) proposed by Cini et al. [6] as follows.

– US.Setup(1λ, n): A signer first chooses a full-domain hash function H0 :
{0, 1}∗ → G, and runs the group-generation algorithm G(1λ) to obtain
(G,GT , p), where G and GT are groups of order p, and g is a generator of G.
Then the signer chooses a random value sk0 ∈ Zp, computes pk0 = gsk0 , and
sends pk0 to the server.

– US.Sig(ske,m): The signer takes a message m and ske as inputs, and outputs
a message-signature pair (m,σe = H0(m)ske).

– US.Ver(m,σe, pke): A verifier verifies the validity of the message-signature
pair by testing if e(H0(m), pke) = e(σe, g). If the equation holds, then the
verifier outputs 1. Otherwise output 0.

– US.Next(pke, ske,Δe+1): When the epoch is to update, the signer randomly
chooses Δe+1 ∈ Zp, computes ske+1 = ske + Δe+1 and public key pke+1 =
gske+1 , and sends pke+1 and Δe+1 to the server.

– US.Update(m,Δe+1, σe): The server computes σe+1 = σe · H0(m)Δe+1 and
outputs an updated message-signature pair (m,σe+1).

In Cini et al.’s scheme [6], it is trivial to forge a valid signature of a message
m for any adversary who has corrupted the old epoch signing key ske. Since the
update token Δe+1 is bi-directional, the adversary first computes σe = H0(m)ske ,
and updates it to obtain σe+1 = H0(m)Δe+1 ·σe by using Δe+1. And the adversary
can also compute ske+1 = ske + Δe+1, and sign the message m by computing
σe+1 = H(m)ske+1 .
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To solve this problem, the functionality of update token has to be weakened,
as discussed in Sect. 1.2. The idea is that a signer and the cloud server utilize
a technique (e.g. Diffie-Hellman key exchange protocol [8]) to negotiate a secret
value, and the signer uses the secret value to generate an update token for the
server. To update an old and valid signature, one needs to have both the update
token and the secret value.

3 Updatable Signature with Weakened Token
and Enhanced Security Model

In this section, we now introduce the formal definition of updatable signature
with weakened token (US-WT) and the enhanced security models.

3.1 Formal Definition

Updatable signature with weakened token (US-WT) is a tuple of PPT algorithms
US.Setup, US.Sig, US.Ver, US.Next, US.SVex, US.Update as follows.

– US.Setup(λ,N): A signer chooses a security parameter λ, a secret value t0 ∈
{0, 1}2n, and the maximum number of epochs N ∈ 2λ as inputs, and outputs
a public-secret key pair (pk0, sk0) at the initial epoch 0.

– US.Sig(ske,m, te): The signer takes the secret key ske, the secret value te at
the epoch e and a message m ∈ M as inputs, and outputs a message-signature
pair (m,σe).

– US.SVex(): To perform update at the epoch e, the signer and the server
negotiate a secret value te+1, which will be used to generate an update token
Δe+1 and update a signature.

– US.Next(pke, ske, te+1): In addition to the signing key and public key at the
epoch e, the signer also takes the secret value te+1 as inputs, and outputs a
new key pair (pke+1, ske+1) and an update token Δe+1 at the epoch e + 1.

– US.Update(m,σe,Δe+1, te+1): The cloud server takes the message-signature
pair (m,σe), the token Δe+1 as well as the secret value te+1 as inputs, and
outputs an updated message-signature pair (m,σe+1).

– US.Ver(m, pke, σe): A verifier takes the message-signature pair (m,σe) at the
epoch e and the corresponding public key pke as inputs, and outputs a verdict
b ∈ {0, 1}.

Correctness of Updatable Signature. At any epoch e ≤ N , for any valid
public-secret key pair (pke, ske) and US.Sig(ske,m, te) → σe, it holds that
US.V er(pke,m, σe) = 1 [6]. Furthermore, at any e ≤ N − 1, for a valid message-
signature pair (m,σe), US.Next(pke, ske, te+1) → (pke+1, ske+1,Δe+1), and for
US.Update(Δe+1,m, σe, te+1) → (m,σe+1), we have that

Pr[US.Ver(pke′ ,m, σe′) �= 1] ≤ ε(λ)

holds, for any e′ ∈ [N ], where ε(λ) = negl(λ). If ε(λ) = 0, then the signature is
called to be perfectly correct.
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3.2 Enhanced Security Model

In the original security model [6] of updatable signature, an adversary A was
granted to access O.Next(·), O.Corr(handle, ê), O.Upd, O.Sig and O.Ver ora-
cles. To exclude trivial winnings, leakage profiles are used to prevent the adver-
sary A from obtaining some keys and tokens of specific epoch. As discussed
before, it is not appropriate or realistic to limit the adversary’s access to the
keys and tokens. However, if the limitation is omitted, then it is trivial to forge
a valid signature. The problem above is actually due to the information leaked
from an update token, and that using the update token alone can implement
the update function. Thus, if the token does not leak any information (i.e., it
can not be used to update or downgrade a signing key, which is exactly in the
no-directional key update setting), and it is infeasible to use the update token
solely to update any signature (i.e., in the weakened token model), then the
token would be useless for the adversary, so it can be corrupted by the adver-
sary without any limitation. The enhanced security model is actually aiming at
this model, which combines no-directional key update with weakened token (i.e.,
no-directional US-WT).

We introduce a global state S = (K,S), and ê represents the current epoch.
K = {e ∈ [N ]} denotes all epochs that the adversary queried O.Corr(key, e),
and S = {(e,m, σe)e∈[N ]} denotes all tuples that the adversary queried the
signing oracle O.Sig(m, e) at epoch e or O.Upd(m,σe−1) at epoch e− 1. The
oracles that the adversary has accessed to are defined in Table 3.

Table 3. The behavior of oracles in the eEUF-US game

Existential Unforgeability for Updatable Signature (EUF-US). This
notion is actually similar to US-EUF-CMA proposed in [6], except that there
is no leakage profiles. The adversary is valid unless he corrupts the challenge-
epoch signing key ske∗ . Informally, the EUF-US notion ensures that no PPT
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adversary can non-trivially forge signatures even when the adversary adaptively
compromises a number of keys and tokens. A scheme Σ is EUF-US secure if
any PPT adversary succeeds in the following experiment only with negligible
probability.

The experiment starts by computing the initial tuple (keys and secret value
for epoch 0) (pk0, sk0, t0) ← US.Setup(λ,N). During the experiment, via the
oracles, the adversary may query signatures for any epoch e up to the current
epoch ê, iterate to the next epoch ê + 1. The adversary may also update sig-
natures, and corrupt tokens or keys for any epoch e up to the current epoch ê.
Eventually, the adversary outputs a message-signature pair (m∗, σ∗

e∗), at epoch
e∗ ∈ [N ], and succeeds if US.Ver(pke∗ ,m∗, σ∗

e∗) = 1 and the adversary is valid,
which means e∗ /∈ K and (e∗,m∗, σ∗

e∗) /∈ S.

Definition 6 (EUF-US). A scheme Σ is EUF-US secure iff for any valid PPT
adversary A, the advantage function:

AdvEUF−US
Σ,A (λ,N) := Pr[ExpEUF−US

Σ,A (λ,N) = 1]

is negligible in λ, where ExpEUF−US
Σ,A (λ,N) is defined in Table 4.

Table 4. The EUF-US security notion for Σ

4 Construction of the Improved Updatable Signature
Scheme with Weakened Token

4.1 Scheme Description

Inspired by Cini et al.’s scheme [6] and Nishimaki’s scheme [20], we propose an
improve updatable signature scheme ΣUS with weakened token, which achieves
no-directional key update and uni-directional signature update.

Let PRG : {0, 1}n → {0, 1}2n, PPRF : K × {0, 1}2n → Zp (Note that by
definition, the output of PPRF is a string of length k′, however, we can use
some techniques like encode or hash function to map the string to Zp space. We
omit here for simplicity). The detailed scheme is described as follows:
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Table 5. The description of update circuit Cupd

– US.Setup(1λ, N): The signer runs a group-generation algorithm G(1λ) to
obtain (G,GT , p), where G and GT are groups with prime order p, and g
is a generator of G. Then the signer chooses two full-domain hash functions
H0 : {0, 1}∗ → G, H1 : G → {0, 1}n. ẽ is a bilinear map ẽ : G × G → GT .
Then the signer chooses t0 ∈ {0, 1}2n and a puncturable pseudorandom func-
tion key sk0 = K0 ∈ K for PPRF , computes pk0 = gPPRF (sk0,t0). Finally, the
signer outputs pk0,H0,H1, paramas = (g, p), ẽ.

– US.Sig(m, ske, te): At epoch e, the signer computes y = PPRF (ske, te), and
outputs a message-signature pair (m,σe), where σe = H0(m)y.

– US.Ver(m,σe, pke): A verifier can verify the validity of the message-signature
pair (m,σe) by testing whether ẽ(H0(m), pke) = ẽ(σe, g). If the equation
holds, then the verification algorithm outputs 1, which means that the
message-signature pair is valid. Otherwise, outputs 0, and it is invalid.

– US.SVex(params): The server and the signer randomly choose two values
ae, be ∈ Zp respectively, and execute Diffie-Hellman protocol, i.e., execute the
algorithm US.Kex(params, gae , gbe) and get the shared element ge = gae·be .
Then they compute the same random string re = H1(ge) ∈ {0, 1}n, and
obtain an secret value te+1 = PRG(re) ∈ {0, 1}2n.

– US.Next(pke, te+1): The signer firstly randomly chooses ske+1 ∈ K, computes
pke+1 = gPPRF (ske+1,te+1) and Δe+1 = iO(Cupd[pke, ske+1]) (Cupd[pke, ske+1]
is an update circuit described in Table 5), where the update token is implied
by the program iO(Cupd[pke, ske+1]). Then the signer sends pke+1 and Δe+1

to the server.
– US.Update(m,σe, te+1,Δe+1): The server enters the message-signature pair

(m,σe) and the secret value te+1 into the program Δe+1. The program
first verifies if the message-signature pair is valid, i.e., the program com-
putes b = US.Ver(m,σe, pke). If b = 1 the program outputs the updated
message-signature pair (m,σe+1), where σe+1 = H0(m)PPRF (ske+1,te+1), i.e.,
(m,σe+1) ← iO(Cupd[pke, ske+1](m,σe, te+1)). Else the program outputs ⊥.
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Remarks on the Construction. The proposed scheme is based on the bi-
directional updatable signature scheme in [6] which is based on the BLS signa-
ture scheme. To make it no-directional, we follow the idea of Nishimaki [20]. In
Nishimaki’s scheme, the update token is a program confused by iO. And The
program implicitly contains both the old epoch secret key and the new epoch
secret key (their scheme is in symmetric setting). Update operation is actually
performed by first decrypting an old ciphertext with the old secret key and then
re-encrypting with the new secret key. However, in US scheme, when updat-
ing a signature, the server first verifies the validity of the old signature using
the old epoch public key and then re-signs the message with the new epoch
signing key. In BLS signature scheme, signature for message m is generated by
H0(m)sk, where sk is the signing key. In order to make BLS signature scheme
no-directional, the key generation algorithm is broke into two steps: the signer
firstly chooses a PPRF key K, then generates a secret value t, signature is gener-
ated by H0(m)PPRF (K,t). In this way, iO can be used to confuse the secret key K.
Now, the adversary has to corrupt both the update token and the correspond-
ing secret value to perform update function, which we think is more difficult
than before, and both parts are updated separately. Further, the secret value is
a pseudorandom string, keeping it secret would be easier compared to keeping
the whole update token secret, which means the proposed scheme works better
than simply encrypting the update token using an additional encryption scheme,
and also saves the cost for extra key management of the additional encryption
scheme.

4.2 Correctness and Directionality

In this section, the correctness and directionality of the proposed scheme is
presented, including the update direction of key and signature.

Correctness. It is easy to show the correctness of the proposed updatable sig-
nature scheme due to the property of the bilinear map. For a valid message-
signature pair (m,σ = H0(m)PPRF (ske,te)) and the corresponding public key
pke = gPPRF (ske,te), the equation ẽ(H0(m), pke) = ẽ(σe, g) always hold. Fur-
ther the output of the update algorithm US.Update(m,σe, te+1,Δe+1) is exactly
the same as the signing algorithm US.Sig(m, ske+1, te+1), so its correctness also
holds.

No-directional Key Updates. How the token is generated determines the
update direction of the key and the signature. In the scheme, token is generated
by the algorithm US.Next(pke, te+1), it only takes the previous epoch public key
pke and the new epoch signing key ske+1 as inputs, so it is impossible to infer
the previous signing key from the token due to the security of the underlying
BLS signature scheme. Besides, the new epoch signing key is confused by iO,
there is no way to obtain the ske+1 from ske and Δe+1, due to the security of
indistinguishability obfuscator.
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Uni-directional Signature Updates. Similarly, as the tokens only contains
the previous epoch public key pke, it is infeasible to downgrade a signature to
the previous epoch due to the security of the BLS signature scheme.

5 Unforgeability

In this section, the unforgeability of the proposed scheme ΣUS can be guaranteed
in the following theorem.

Theorem 1. If iO, PRG, and PPRF satisfy their definitions, respectively, then
ΣUS is EUF-US secure. That is, AdvEUF−US

ΣUS ,A ≤ negl(λ).

We modify the proof line of Nishimaki [20] to fit into US setting, and prove
that the scheme is secure under our EUF-US security model. The EUF-US secu-
rity of ΣUS can be reduced to the CDH problem, by embedding CDH instance
into the EUF-US experiment. The intuition is that, we firstly change the public
key of the challenge epoch e∗ of EUF-US experimrnt, then replace pke∗ with
an item of CDH instance. So that, any adversary who can forge a valid signa-
ture is able to solve the CDH problem. In order to insert the CDH instance at
epoch e∗, the public key gPPRF (ske,t∗

e) is indistinguishable with ga for a chosen
randomly should be proved first. The puncturable character of the PPRF can
be used to dig out the value PPRF (ske, t

∗
e) from the token and preserve the

token’s functionality to make it look like the not punctured token (using iO) for
the adversary. Note that as te

∗
is generated by executing key exchange protocol

between the signer and the server, so we assume that the adversary does not
know the secret t∗e, if he knows, he can easily distinguish the punctured and not
punctured token by just entering the secret t∗e. After this work, as the token does
not contain any information of the value PPRF (ske, t

∗
e), it is independent of its

corresponding public key gPPRF (ske,t∗
e), so the public key can be replaced with

ga. Then the rest work of this reduction is similar to proving the security of the
BLS signature scheme. The details can be found in Appendix A.

6 Conclusions

We have presented a definitional framework called updatable signature with
weakened token (US-WT) which is based on the US construction proposed by
Cini et al. [6]. And we have constructed an improve updatable signature scheme
ΣUS with weakened token, which achieves no-directional key updates and uni-
directional signature updates. And the proposed scheme has been proved secure
under our enhanced security model. The proposed scheme uses iO technique, and
is based on BLS signature scheme which is secure under random oracle model.
So how to construct a scheme that is efficient and secure in the standard model
would be an interest research direction.
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A Security proof of Theorem 1

Let N be the upper bound of the epoch number. We construct a sequence of
hybrid games.

Hybi: This is the same as ExpEUF-US
ΣUS,A (λ,N) except the following differences:

when the adversary sends a query to O.Next at the epoch j,

– for j < i, return an honestly generated pkj+1,
– for j ≥ i, we randomly choose a ∈ Zp and return pk = ga.

Thus HybN+1 is just ExpEUF-US
ΣUS,A (λ,N).

Hyb ′
i: This is the same as Hybi except that the game chooses e∗ ∈ [N ], which

serves as the challenge epoch. If the adversary finally forges a signature at the
epoch e �= e∗, the game aborts. So Hyb′

i equals Hybi with probability 1/(N +1).
Our goal is to prove

∣
∣Pr[Hyb′

i+1 = 1] − Pr[Hyb′
i = 1]

∣
∣ ≤ negl1(λ).

Lemma 1. If there exist iO, PRG, and PPRF that satisfy their respective def-
initions, it holds that

∣
∣Pr[Hyb′

i+1 = 1] − Pr[Hyb′
i = 1]

∣
∣ ≤ negl1(λ).

Proof. We define a sequence of games.

Game-0: This game chooses a random coin coin ← {0, 1}. If coin = 0, it
simulates Hyb′

i. Otherwise, it simulates Hyb′
i+1. That is to say, if coin = 1,

a real pki+1 for the O.Next query is sent at the epoch i, and if coin = 0,
pk = ga is sent for a uniform a ∈ Zp. We define an event Ex as that the
adversary correctly guesses coin in Game-x.

Game-1: This is the same as Game-0 except that we modify the answer to the
O.Next query at the epoch i for coin = 1. It chooses ti+1 ← {0, 1}2n instead
of computing ti+1 = PRG(ri+1).

Game-2: This is the same as Game-1 except that we modify the token gen-
eration at the epoch i + 1. It computes a punctured key ski+1{ti+1} ←
Punc(ski+1, ti+1) and Δpunctured

i+1 = iO(Cupd[pki, ski+1{ti+1}]) instead of
Δi+1. The description of Cupd[pki, ski+1{ti+1}] is given in Table 6.

Game-3: This is the same as Game-2 except we modify pki+1 for the O.Next
query at the epoch i for coin = 1. It chooses a uniform a ∈ Zp, and returns
pki+1 = ga.
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Table 6. The description of update circuit Cupd[pki, ski+1{ti+1}]

By the definition of Game-0, we have Pr[E0] =
∣
∣Pr[Hyb′

i+1 = 1]−Pr[Hyb′
i =

1]
∣
∣. In addition, since pki+1 for coin = 1 is equal to coin = 0 in Game-3, it

trivially holds that Pr[E3] ≤ negl(λ). Thus, to complete the proof of Lemma 1,
we need to prove the Propositions 1, 2, 3 below.

Proposition 1. It holds that
∣
∣Pr[E1] − Pr[E0]

∣
∣ ≤ Advprg

B1,PRG(λ).

Proposition 2. It holds that
∣
∣Pr[E2] − Pr[E1]

∣
∣ ≤ AdviO

B2,iO(λ).

Proposition 3. It holds that
∣
∣Pr[E3] − Pr[E2]

∣
∣ ≤ Advpprf

B3,PPRF(λ).

We give the proofs of Propositions 1 to 3 below.

Proof of Proposition 1. It is easy to obtain this proposition since the only
difference between these games is the answer to O.Next query for coin = 1 at
the epoch i, the answer either equals ti+1 ← {0, 1}2n or ti+1 = PRG(ri+1). Note
that ri+1 is not used in any other part. This value is an internal randomness to
generate a secret ti+1. Thus, the proposition holds according to the security of
PRG.

Proof of Proposition 2. The difference between these games is the token
Δpunctured

i+1 or Δi+1. If the two circuits Cupd[pki, ski+1] and Cupd[pki, ski+1{ti+1}]
are functionally equivalent, we obtain the statement by using iO security.

The two programs are different if ti+1 = PRG(ri+1) since in Δpunctured
i+1 we

use a punctured key ski+1{ti+1} (other parts are completely the same). However,
since ri+1 ∈ {0, 1}n, for a random ti+1 ∈ {0, 1}2n, ti+1 = PRG(ri+1) happens
only with 1/2n. Thus, these two circuits are functionally equivalent with prob-
ability 1 − 1/2n. By using iO security, we complete the proof.

Proof of Proposition 3. We construct an adversary B for PPRF by using
a distinguisher A for these two games. B chooses ti+1 ∈ {0, 1}2n, then sends
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it to the challenger of PPRF and receives (ski+1{ti+1}, y). B sets (implicitly)
ski+1 = ski+1{ti+1}, computes public key pki+1 = gy, and simulates the game
for A.

If y = PPRF (ski+1, ti+1), we are in Game-2. If y ← Zp, we are in Game-3.
Therefore, if A distinguishes the two games, B can break the security of PPRF.
This completes the proof.

Now we have proved that
∣
∣Pr[Hyb′

i+1 = 1] − Pr[Hyb′
i = 1]

∣
∣ ≤ negl1(λ). we

use Hyb′
0 for simplicity (that is in this game all pki for i > 0 are generated by

random choosing a ∈ Zp and returning pk = ga).

Lemma 2. Let G be a CDH-hard group of prime order p, and g be a generator
of G. If there exists an adversary that can succeed in Hyb′

0 with non-negligible
advantage, then we could construct an algorithm B that can solve a CDH problem
with non-negligible probability.

Proof. This part is close to the proof for BLS signature [4] scheme. Let qH denote
the number of queries that the adversary makes at most to the hash function
H0. Suppose the adversary A is a forger that succeeds in Hyb′

0 with probability
ε, which means A output a valid signature at the epoch e∗ with probability ε.
We show how to construct an algorithm B that solves a CDH problem with
probability at least 1/qH · ε.

B is given g, ga, h ∈ G, whose goal is to output ha. B will simulate a challenger
and interact with A at the epoch e∗ as follows (Note that at other epochs B
simulates for A honestly).

Setup. Algorithm B starts by giving A the generator g and the public key ga+r,
where r is random in Zp chosen by B.

H-queries. At any time the adversary A can query the random oracle H0.
To respond to these queries, B maintains a list of tuples 〈Mj , wj , bj , cj〉 as
explained below. We refer to this list as H0-list. The list is initially empty.
When A queries the oracle H0 at a point Mi ∈ {0, 1}∗, the algorithm B
responds as follows:
1. If the query Mi already appears in H0-list in a tuple 〈Mi, wi, bi, ci〉, then

the algorithm B responds with H0(Mi) = wi ∈ G.
2. Otherwise, B generates a random coin ci ∈ {0, 1}, so that Pr[ci = 0] =

1/qH .
3. B picks a random bi ∈ Zp and computes wi ← (h1−ci · gbi) ∈ G.
4. B adds the tuple 〈Mj , wj , bj , cj〉 to H0-list and responds to A by setting

H0(Mi) = wi. Note that wi is uniform in G and is independent of A’s
current view as required.

Signature queries. Let Mi be a signature query issued by A. For epochs
e ∈ [0, N ]\{e∗}, B generates ske, pke itself, and so it can easily answer the
signature query of A. At the epoch e∗, B responds to this query as follows:
1. B runs the above algorithm for responding to H0-queries to obtain wi ∈ G

such that H0(Mi) = wi. Let 〈Mi, wi, bi, ci〉 be the corresponding tuple in
H0-list. If ci = 0, then B reports failure and terminates.



436 J. Zhou and Z. Liu

2. Otherwise, we know ci = 1 and hence wi = gbi ∈ G. Define σi = ga·bi ·
gr·bi ∈ G. Observe that σi = wa+r

i , and therefore σi is a valid signature
on Mi under the public key. B gives σi to A.

Update-queries. Let Mi, σi be an update query issued by A. At the epochs
e ∈ [0, N ]\{e∗ − 1, e∗}, B generates ske, pke,Δe its self, and so it can easily
answer the update query of A. At the epochs e∗ − 1, e∗ +1, due to the indis-
tinguishability between the signatures generated by US.Update and US.Sig,
B responds to this query with an answer of the signature query for Mi.
Output. Eventually, A produces a message-signature tuple (Mf , σf ) such
that no signature query was issued for Mf . If there is no tuple in H0-list
containing Mf , then B issues a query itself for H0(Mf ) to ensure that such
a tuple exists. We assume σf is a valid signature on Mf under the given
public key. If it is not, B reports failure and terminates. Next, B finds the
tuple 〈Mf , w, b, c〉 in H0-list. If c = 1, then B reports failure and terminates.
Otherwise, c = 0 and therefore H0(Mf ) = w = h·gb. Hence, σ = ha+r·gb(a+r).
Then B outputs the required ha as ha ← σ/(hr · ga·b · gr·b).

Finally, we get that the adversary can succeed in Hyb′
0 with negligible proba-

bility due to the CDH hard problem [4]. More formally, Pr[Hyb′
0 = 1] ≤ negl2(λ).

From Lemma 1, we have
∣
∣Pr[Hyb′

0 = 1] − Pr[Hyb′
N+1 = 1]

∣
∣ ≤ N · negl1(λ),

Pr[Hyb′
N+1 = 1] ≤ N · negl1(λ) + negl2(λ)

Thus,
Pr[ExpEUF-US

ΣUS,A EUF-US(λ,N) = 1] ≤ negl(λ),

where negl(λ) = (N + 1) · (N · negl1(λ) + negl2(λ)).
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Abstract. Nowadays, users prefer to encrypt their sensitive data before
outsourcing it to the cloud. although, performing the encryption assures
the data privacy, but it jeopardizes the search functionality. Public
key encryption with keyword search (PEKS) is a potential solution for
addressing this problem. However, most PEKS schemes are either ineffi-
cient, or susceptible to some type of attack(s) (i.e. inside keyword guess-
ing attack, outside keyword guessing attack, . . . etc.). Therefore, we pro-
pose a sustainable certificateless authenticated encryption system with
keyword search scheme. To the best of our knowledge, the proposed
scheme considers the multi-trapdoor indistinguishability in the certifi-
cateless primitive. Moreover, a thorough security analysis shows that
our scheme also guarantees the security against both online and offline
keyword guessing attacks. Finally, based on the performance analysis
results, we find that the suggested scheme is efficient and outperforms
the other schemes.

Keywords: authenticated searchable encryption · multi-trapdoor
indistinguishability · keyword guessing attack · certificateless
encryption · bilinear pairing

1 Introduction

Cloud storage technology has gotten a lot of attention in recent years, applica-
tions. Nonetheless, using encryption is a mandatory step for ensuring the privacy
of the users sensitive data.

Boneh et al. [1] offered the first PEKS scheme, which is constructed on a
bilinear map to meet the aim of searching through ciphertext without disclosing
any information about the plaintext. However, the search difficulty in this tech-
nique is proportionally linear with the amount of encrypted keywords in each
document. Furthermore, a secure connection is required to broadcast trapdoors.
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To address this issue, Baek et al. [2] proposed a secure channel-free PEKS app-
roach in which the trapdoor is communicated via a public channel utilizing the
cloud’s public/private keys.

Later, Byun et al. [3] discovered that contemporary PEKS schemes are vul-
nerable to an offline keyword guessing attack since keywords are quite often cho-
sen from a much narrower range than passwords and users are accustomed to
searching for documents using distinctive frequently used words. However, Rhee
et al. [4] pointed out that PEKS schemes require a secure channel to deliver the
trapdoor, which make them impractical in real world scenarios, where construct-
ing such a secure channel is a difficult task to accomplish. Moreover, they also
pointed out that when removing the secure channel, the schemes become suscep-
tible to an offline keyword guessing attack (OKGA). To eliminate this problem,
the authors proposed the notion of secure channel free, that is also referred to as
PEKS with a designated server. Ma et al. [5] proposed a public key encryption
scheme with equality testing that incorporate an authorization mechanism for
the user to control the comparison of its ciphertexts with others. another vari-
ant that made an attempt in solving the secure channel problem is presented
by Fang et al. in [6]. The authors presented a secure channel free PEKS scheme
that is robust against keyword guessing attacks under the standard model.

However, the aforementioned solutions either have a key management or a key
escrow problem. Peng et al. [7] first describe the concept of certificateless public
key encryption with keyword search to remedy these limitations (CLPEKS). Wu
et al. [8] later demonstrate that Peng et al.’s scheme is vulnerable to an offline
keyword guessing attack. Senouci et al. [9] proposed a certificateless public key
encryption with keyword search that withstand both offline and online keyword
guessing attacks which can be performed by either an inside or an outside adver-
saries. Moreover, to prevent against the inside keyword guessing attack (IKGA),
Huang et al. [10] establish the notion of public key authenticated encryption with
keyword search (PAEKS). The proposed scheme permit the sender in encrypting
and authenticating each keyword separately. Wu et al. [11] point out that most
of the PEKS schemes are either based on public key infrastructure, or identity-
based encryption, which suffers from the certificate management problem, and
key escrow problem. In contrast, He et al. [12] proposed a certificateless public
key authenticated encryption with keyword search scheme, which they claimed
that is secure against IKGA. Zhang et al. [13] proposed a deniably authenticated
searchable encryption scheme based on blockchain for medical image data shar-
ing. Ma et al. [14] proposed a certificateless searchable encryption scheme for
mobile healthcare system. Later, Wu et al. [15] showed that He et al.’s scheme
[12] is incorrect, and Ma et al.’s scheme [14] is susceptible to keyword guessing
attacks. Qin et al. [16] proposed a public key authenticated encryption with key-
word search, which claimed to be secure against outside chosen multi. ciphertext
attacks. Yang et al. [17] proposed a certificateless public key searchable encryp-
tion with multi-trapdoor privacy. Senouci et al. [18] proposed a certificateless
encryption with keyword search, that is secure channel free, and does not require
using the bilinear pairing operations which are known to be computationally
intensive cryptographic procedures.
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1.1 Contributions

In this work, we propose a sustainable certificateless authenticated encryption
with keyword search scheme, and prove that guarantees all the security require-
ments, namely, offline keyword guessing attack, online keyword guessing attack,
and multi-trapdoor indistinguishability.

The proposed scheme support single keyword search, meaning that each
ciphertext generated by the sender contains a distinct keyword. However, in
the case of the trapdoor, the receiver can search for a file using some keyword.
This latter could be used by the receiver again to retrieve the same file in the
future. Thus, one or more trapdoor(s) that sent by the receiver could contain the
same keyword. In this scenario, the multi-trapdoor indistinguishability should
be the best security guarantee that we must guarantee. Therefore, the outlines
of our contributions are provided as follows:

– We proposed a searchable encryption scheme that extends the certificateless
primitive, this achieved by splitting the private key of a user into two part.
The first part is a partial private key, and it is generated by the KGC. While
the second part is a secret key that a user chooses.

– Moreover, the proposed scheme enables both the sender and the receiver to
authenticate the ciphertext and the trapdoor, respectively. This approach
makes the possibility for an adversary in forging a valid ciphertext or trap-
door a difficult task. Thus, it will guarantee the security against both offline
keyword guessing attack, and online keyword guessing attacks.

– In addition, we consider the multi-trapdoor indistinguishability in the cer-
tificateless primitive. Therefore, we define the security model, and we prove
that the proposed scheme is semantically secure in the random oracle model
under the Computational Bilinear Diffie-Hellman (CDH) assumption.

– Finally, we compare the proposed scheme with other schemes in terms of
security guarantees, computational overheads, and communication costs. The
aim of the comparison yields to a conclusion that our scheme has better
security guarantees, and more efficient than other schemes.

1.2 Paper Organization

The rest of the paper is organized as follows. In Sect. 2, we start by giving a con-
crete implementation of the scheme, and we show its correctness. In Sect. 3, we
first prove that the proposed scheme is secure against both online and offline key-
word guessing attacks, followed by defining the security model used, and finishing
by proving that the scheme is semantically and guarantees the multi-trapdoor
indistinguishability in the certificateless primitive. In Sect. 4, we evaluate the
performance of the proposed scheme with other schemes in terms of security
guarantees, computational overheads, and communication costs. Moreover, in
Sect. 5 we present a possible application for the proposed scheme in real life.
Finally, we conclude the paper in Sect. 6.
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2 Our Scheme

As depicted in Fig. 1, the system model has the following four entities, namely:
Key Generation Center (KGC), Sender (S), Receiver (R) and Cloud Server (CS).

Fig. 1. CLPAEKS system architecture

These entities will execute the following probabilistic polynomial-time algo-
rithms:

– (s, prms) ← Setup(λ): Given a security parameter λ, KGC selects an
additive cyclic group G1 and a multiplicative cyclic group G2 of the same
order q > 2λ. It also chooses an element P as a generator of G1, a bilin-
ear pairing function ê : G1 × G1 → G2, a random number s ∈ Z∗

q as
the master secret key. Moreover, KGC selects four different cryptographic
hash functions: h1 : {0, 1}∗ → Z∗

q , h2 : {0, 1}∗ × G1 × G1 → G1, and
h3 : G2 × G1 × G1 → Z∗

q . Finally, KGC publishes the system parameters
prms = {λ,G1, G2, ê, P, h1, h2, h3} and keeps the master secret key s secretly.

– pskU ← ExtractPartialPrivateKey(prms, idU ): KGC executes the follow-
ing steps for each user U .
1. Takes the system parameters prms and the sender’s identity idS ∈ {0, 1}∗

as input. KGC computes pskS = s · h1(idS) · P . Then, it returns pskS to
the sender.

2. Takes the system parameters prms and the receiver’s identity idR ∈
{0, 1}∗ as input. KGC computes pskR = s · h1(idR) · P . Then, it returns
pskR to the receiver.

– xU ← SetSecretValue(): This algorithm is performed by each user U as
follows:
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1. The sender chooses a random number xS ∈ Z∗
q as its secret value.

2. The receiver chooses a random number xR ∈ Z∗
q as its secret value.

– skU ← SetPrivateKey(pskU , xU ): This algorithm is performed by each user
U as follows:
1. Takes a sender’s partial private key pskS and a secret value xS . The

sender sets skS = (pskS , xS) as its private key.
2. Takes a receiver’s partial private key pskR and a secret value xR. The

receiver sets skR = (pskR, xR) as its private key.
– pkU ← SetPublicKey(prms, xU ): This algorithm is performed by each user

U as follows:
1. Takes the system parameters prms and a sender’s secret value xS . The

sender computes pkS = xS · P , and sets pkS as its public key.
2. Takes the system parameters prms and a receiver’s secret value xR. The

receiver computes pkR = xR · P , and sets pkR as its public key.
– Cw ← GenerateCiphertext(prms, skS , pkS , pkR, w): The sender takes the

system parameters prms, the sender’s private key skS = (pskS , xS), the
sender’s public key pkS , the receiver’s public key pkR, and the keyword w
as input. Then, it performs the following:
1. The sender computes K1 = xS · pkR, and K2 = h1(idR) · pskS .
2. Finally, the sender returns the ciphertext Cw = h2(w,K1,K2).

– Tw ← GenerateTrapdoor(prms, skR, pkR, pkS , w′): The receiver takes the
system parameters prms, the receiver’s private key skR = (pskR, xR), the
receiver’s public key pkR, the sender’s public key pkS , and the keyword w′ as
input. Then, it performs the following:
1. The receiver computes K ′

1 = xR · pkS , and K ′
2 = h1(idS) · pskR.

2. The receiver chooses a random number r ∈ Z∗
q , and computes T1 = r · P .

3. The receiver computes T2 = h3(A, pkS , pkR), where A = ê(K ′
3, r ·P ), and

K ′
3 = h2(w′,K ′

1,K
′
2).

4. Finally, the receiver returns the trapdoor Tw = (T1, T2).
– �\⊥ ← SearchTest(prms, pkS , pkR, Cw, Tw): The cloud takes the system

parameters prms, the sender’s public key pkS , the receiver’s public key pkR,
the ciphertext Cw, and the trapdoor Tw = (T1, T2) as input. Then, it performs
the following:
1. The cloud computes T ′

2 = h3(B, pkS , pkR), where B = ê(Cw, T1).
2. The cloud returns � if the equation T ′

2 = T2 holds. Otherwise, it
returns ⊥.

Correctness. Let Cw be the ciphertext of the keyword w, and Tw be the
trapdoor of the keyword w′. First, we know that K1 = xS · pkR =
xS · xR · P = xR · pkS , thus K1 = K ′

1. Moreover, K2 = h1(idR) · pskS =
h1(idS) ·h1(idR) · s ·P = h1(idS) ·pskR, thus K2 = K ′

2. Therefore, If w = w′,
then Cw = h2(w,K1,K2) = h2(w′,K ′

1,K
′
2) = K ′

3. Subsequently, we will have
the following: T1 = r · P , and A = ê(K ′

3, r · P ) = ê(Cw, r · P ) = B. Moreover,
T2 = h3(A, pkS , pkR) = h3(B, pkS , pkR) = T ′

2. Hence, the proposed scheme
is sound.
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3 Security Analysis

In this section, we first prove that the proposed scheme is secure against both
offline and online keyword guessing attacks. Next, we describe the security model
for the proposed scheme. Finally, we prove that our scheme is resilient against
different keyword guessing attacks, and provides multi-trapdoor indistinguisha-
bility guarantees.

3.1 Keyword Guessing Attack Guarantees

Theorem 1. If DL problem is intractable, then the proposed scheme is secure
against both offline and online keyword guessing attacks.

Proof: The proof of Theorem 1 is concluded from Lemma 1 and Lemma 2. ��
Lemma 1. If DL is intractable, then the proposed scheme is secure against
offline keyword guessing attack.

Proof: An offline keyword guessing attack is the possibility of generating a valid
ciphertext by an adversary. This attack can be feasible iff the following steps are
successfully performed:

We recall tat the ciphertext equations are: Cw = h2(w,K1,K2), where K1 =
xS · pkR, and K2 = h1(idR) · pskS .

– Step1: Computing the correct value for K1. This can be achieved using either
the following methods:

• By setting K1 = xR · pkS as a reference, the adversary must solve the DL
problem to extract the correct value for xR.

• By setting K1 = xS · pkR as a reference, the adversary must solve the DL
problem to extract the correct value for xS .

– Step2: Computing the correct value for K2. We know that K2 = h1(idR) ·
pskS and pskS = s·h1(idS)·P . Thus, by setting K2 = s·h1(idS)·h1(idR)·P as
a reference, the adversary must solve the DL problem to extract the correct
value of s. Note that this step can be skipped only in the case where the
adversary is a malicious KGC, because it gets hold of the master secret key
s.

After performing the previous steps, the adversary now has all the required
components to execute an offline keyword attack using its keywords of choice. ��
Lemma 2. If DL is intractable, then the proposed scheme is secure against
online keyword guessing attack.

Proof: An online keyword guessing attack is the possibility of generating a valid
trapdoor by an adversary.

We recall tat the ciphertext equations are: T1 = r · P , T2 = h3(A, pkS , pkR),
where A = ê(K ′

3, r ·P ), K ′
3 = h2(w′,K ′

1,K
′
2), K ′

1 = xR · pkS , and K ′
2 = h1(idS) ·

pskR. Hence, similar to the proof of Lemma 1, this attack can be feasible iff
the correct value of K ′

1 and K ′
2 computed correctly. We omit the proof details

here. ��
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3.2 Security Model

In certificateless cryptography [19], we have an adversary of Type1, and an
adversary of Type2. The former cannot access the system’s master key, but it
can replace any user’s public key. While the latte cannot replace user’s public
key, but it can access the system’s master key.

We define the security model of our proposed scheme by the following game
(i.e. Game 1). This game guarantees the multi-trapdoor indistinguishability
(MTI) as introduced in [16,17], and it is performed between a simulator S and
an adversary A.

First, we define some helper oracles. These oracles can be queried by the
adversary A, and are controlled by the simulator S as follows:

– CreateUser: On receiving a user’s identity idu as input, a public key pku is
returned if idu has already been created. Otherwise, a new record for idu will
be created by producing a private/public key pair (sku, pku) and then pku is
returned.

– ExtPartialPrivateKey: On receiving a user’s identity idu as input, a partial
private key psku is returned.

– ExtPrivateKey: On receiving a user’s identity idu as input, a private key xu

is returned.
– RequestPublicKey: On receiving a user’s identity idu as input, a public key

pku is returned.
– ReplacePublicKey: If the adversary A is an adversary of Type2, then S will

simply ignore the request due the restriction that the adversary is not allowed
to replace any user’s public key. Otherwise, it will expect receiving a user’s
identity idu and a new public key pk′

u as input. Then, it will replace the old
pubic key pku with the new one pk′

u.
– GenerateCiphertext: On receiving a sender’s identity idS , a receiver’s iden-

tity idR, and a keyword w as input; S computes and outputs the correspond-
ing ciphertext Cw.

– GenerateTrapdoor: On receiving a sender’s identity idS , a receiver’s identity
idR, and a keyword w′ as input; S computes and outputs the corresponding
trapdoor Tw.

Game 1 (MTI Security). This game is played between a simulator S and an
adversary A as follows:

– Init. Given a security parameter λ, S runs the Setup(λ) algorithm and
obtain the system parameters prms and the master secret key s. Then, it will
act as follows:

• If the adversary A is an adversary of Type1, then S will return only prms.
• Else if the adversary A is an adversary of Type2, then S will return both

prms and s.
– Phase1. During this phase, A is allowed to adaptively query the previously

defined oracles simulated by S.
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– Challenge. at some point, the adversary A outputs a sender’s iden-
tity id∗

S , a receiver’s identity id∗
R, and two distinct tuples of keywords

w0 = (w∗
0,1, w

∗
0,2 . . . , w∗

0,n) and w1 = (w∗
1,1, w

∗
1,2 . . . , w∗

1,n). Next, S chooses
a random bit b ∈ {0, 1}, and for each w∗

b,i it chooses a random num-
ber r ∈ Z∗

q , computes and returns the corresponding trapdoor Tw∗
b,i

=
GenerateTrapdoor(sk∗

S , pk∗
S , pk∗

R, w∗
b,i). In addition, this query is subject to

the following restrictions:
• The adversary is not allowed to query the ciphertext oracle with the chal-

lenge keywords w∗
b,i, the challenge sender’s identity id∗

S , and the challenge
receiver’s identity id∗

R.
• Moreover, the adversary is not allowed to query the trapdoor oracle with

the challenge keywords w∗
b,i, the challenge sender’s identity id∗

S , and the
challenge receiver’s identity id∗

R.
– Phase2. A can continue probing S for more queries as it did in Phase1,

with the only limitation that wi /∈ {w∗
0,1, . . . , w

∗
0,n, w∗

1,1, . . . , w
∗
1,n}.

– Guess. A outputs a bit b′ ∈ {0, 1}, then S outputs η′ = 0 if b′ = b. Otherwise,
it outputs η′ = 1.

Theorem 2. The proposed scheme is semantically secure in the random oracle
model under the CDH assumption, and guarantees the multi-trapdoor indistin-
guishability.

Proof: Suppose that an adversary A is able to break the proposed scheme during
the Game 1. Then, we can construct an efficient algorithm S which uses A as
a subroutine to solve the CDH problem. Given a parameter of bilinear group
(ê, G1, G2, P ) and an instance of CDH problem (P, aP, bP,X), where a, b ∈ Z∗

q

are random choices known only to the S, and X is either abP or a random
element of G2. Next, S will simulate the environment as follows:

– Init. Given a security parameter λ, S runs the Setup(λ) algorithm and
obtain the system parameters prms and the master secret key s. Next, it
chooses l,m ∈ {1, 2, . . . , qCU} randomly as the guesses of the i-th, and the
j-th of the CreateUser queries initiated by the adversary A. These guesses
correspond to the sender’s challenge identity id�

S , and the receiver’s challenge
identity id�

R, respectively. Finally, S will acts as follows:
• If the adversaryA is an adversary of Type1, then S will return only prms.
• Else if the adversary A is an adversary of Type2, then S will return both

prms and s.
– Phase1. A adaptively query the following oracles that are simulated by S.

• h1Query: On receiving a user’s identity idu ∈ {0, 1}∗, S randomly chooses
an element from Z∗

q as the output of h1(idu).
• h2Query: S keeps a list Lh2 that is empty initially. On receiving a sender’s

identity idS ∈ {0, 1}∗, a receiver’s identity idR ∈ {0, 1}∗, a keyword
w ∈ {0, 1}∗, and two elements K1,K2 ∈ G1 as input. First, S checks if the
entry (w,K1,K2) already exists in Lh2 , then it returns the corresponding
h2(w,K1,K2). Otherwise, it acts as follows:
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∗ S obtains the tuples (i, idS , skS , pkS) and (j, idR, skR, pkR) by
invoking CreateUser(idS) and CreateUser(idR), respectively.
∗ If {i, j} = {l,m} and ê(K1, P ) = ê(pkS , pkR) and ê(K2, s · P ) =
ê(pskS , pskR), then S returns abP as the answer of this query.
∗ Otherwise, S chooses a random element from G1 as the value of
h2(w,K1,K2), adds the tuple (w,K1,K2, h2(w,K1,K2)) to Lh2 , and
returns h2(w,K1,K2) to A.

• h3Query: On receiving an element A from G2, and two element K1 and
K2 from G1, S randomly chooses a number from Z∗

q as the output of this
query.

• CreateUser: S maintains a list LCU that is empty initially. On receiving
a user’s identity idu ∈ {0, 1}∗ as input. First, S checks if the entry idu

already exists in LCU , then it returns the corresponding user’s public key
pku. Otherwise, it acts as follows:

∗ If idu = id�
S , S returns pku = aP and appends the tuple

(idu,⊥,⊥, aP ) to LCU .
∗ Else if idu = id�

R, S returns pku = bP and appends the tuple
(idu,⊥,⊥, bP ) to LCU .
∗ Otherwise, S chooses a number xu ∈ Z∗

q and an element psku ∈
G1, randomly. Then, it returns pku = xu · P and adds the tuple
(idu, psku, xu, pku) to LCU .

• ExtPartialPrivateKey: On receiving a user’s identity idu ∈ {0, 1}∗

as input. First, S obtains the tuple (idu, psku, xu, pku) by invoking
CreateUser(idu). Next, it checks if psku 
= ⊥, then it returns psku. Oth-
erwise, it returns random bit η′ and aborts.

• ExtPrivateKey: On receiving a user’s identity idu ∈ {0, 1}∗ as
input. First, S obtains the tuple (idu, psku, xu, pku) by invoking
CreateUser(idu). Next, it checks if xu 
= ⊥, then it returns xu. Oth-
erwise, it returns random bit η′ and aborts.

• RequestPublicKey: On receiving a user’s identity idu ∈ {0, 1}∗

as input. First, S obtains the tuple (idu, psku, xu, pku) by invoking
CreateUser(idu). Next, it returns the value pku.

• ReplacePublicKey: On receiving a user’s identity idu ∈ {0, 1}∗ and a new
public key pk′

u as input. S will act as follows:
∗ If the adversary A is an adversary of Type2, then S will simply
ignore the request due the restriction that the adversary is not allowed
to replace any user’s public key.
∗ Else if the adversary A is an adversary of Type1, then S first
obtains the tuple (idu, psku, xu, pku) by invoking CreateUser(idu).
Next, it updates the old entry found in LCU with the new tuple
(idu, psku,⊥, pk′

u).
• GenerateCiphertext: On receiving a sender’s identity idS ∈ {0, 1}∗, a

receiver’s identity idR ∈ {0, 1}∗, a cloud’s identity idC ∈ {0, 1}∗, and a
keyword w ∈ {0, 1}∗ as input. S performs the following steps:
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∗ It obtains the tuples (idS , pskS , xS , pkS), and (idR, pskR, xR, pkR)
by invoking
CreateUser(idS), and CreateUser(idR), respectively.
∗ If idS /∈ {id�

S , id�
R} or idR /∈ {id�

S , id�
R}, then S computes K1 =

xS · pkR, K2 = h1(idR) · pskS , and Cw = h2(w,K1,K2).
∗ Otherwise, it outputs a random bit η′ and aborts.

• GenerateTrapdoor: On receiving a sender’s identity idS ∈ {0, 1}∗, a
receiver’s identity idR ∈ {0, 1}∗, and a keyword w′ ∈ {0, 1}∗ as input.
S performs the following steps:

∗ It obtains the tuples (idS , pskS , xS , pkS), and (idR, pskR, xR, pkR)
by invoking
CreateUser(idS), and CreateUser(idR), respectively.
∗ If idS /∈ {id�

S , id�
R} or idR /∈ {id�

S , id�
R}, then S chooses a random

number r ∈ Z∗
q , computes K ′

1 = xR · pkS , K ′
2 = h1(idS) · pskR, K ′

3 =
h2(w′,K ′

1,K
′
2), A = ê(K ′

3, r ·P ), T1 = r ·P , and T2 = h3(A, pkS , pkR).
∗ Otherwise, it outputs a random bit η′ and aborts.

– Challenge. at some point, the adversary A outputs a sender’s identity
id∗

S , a receiver’s identity id∗
R, and two distinct tuples of keywords w0 =

(w∗
0,1, w

∗
0,2 . . . , w∗

0,n) and w1 = (w∗
1,1, w

∗
1,2 . . . , w∗

1,n). Next, S chooses a ran-
dom bit b ∈ {0, 1}, and for each w∗

b,i it chooses a random number r ∈ Z∗
q ,

computes the corresponding trapdoor Tw∗
b,i

= (T1,i, T2,i), where T1,i = ri · P ,
T2,i = h3(ê(Xi, ri · P ), pk∗

S , pk∗
R), and Xi = h2(w∗

b,i, x
∗
R · pk∗

S , h1(id∗
S) · psk∗

R).
We should emphasize that each of challenged keywords w∗

b,i should never exist
in Lh2 , as the adversary is forbidden to query both the ciphertext oracle and
the trapdoor oracle with w∗

b,i. This is because the adversary will be able to
break the CDH problem directly.

– Phase2. A can continue probing S for more queries as it did in Phase1,
with the only limitation that wi /∈ {w∗

0,1, . . . , w
∗
0,n, w∗

1,1, . . . , w
∗
1,n}.

– Guess. A outputs a bit b′ ∈ {0, 1}, then S outputs η′ = 0 if b′ = b. Otherwise,
it outputs η′ = 1.

Let E1 be the event of terminating the simulation. This event can occur in the
case where S finds that the challenged identities are incorrect. The probability
of nonoccurence is n · qh2/qcu(qcu − 1) . Next, assuming that B does not abort
during the gem, then we will have following cases:

– If X = abP , then the view of A is the same as in a real attack. Therefore,
the probability of A to win the above game is AdvMTI

A = |Pr[b′ = b] − 1
2 |.

– Else if X is randomly selected from G1, then the value of h2(w,K1,K2) is
also a random element from G1. Therefore, the probability of A to win the
above game is 1

2 .
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Moreover, the advantage of S in solving the CDH problem is as follows:

Pr[η′ = η] = Pr[η′ = η|E1]Pr[E1] + Pr[η′ = η|¬E1]Pr[¬E1]

=
1
2
+ (Pr[η′ = 0|¬E1 ∧ η = 0]Pr[η = 0]

+ Pr[η′ = 1|¬Abort ∧ η = 1] − 1
2
)Pr[¬E1]

≥ 1
2
+ (

1
2
(AdvMT−IND

A (λ) +
1
2
) +

1
2

· 1
2

− 1
2
)Pr[¬E1]

≥ 1
2
+

1
2
AdvMT−IND

A (λ)Pr[¬E1]

It follows that AdvCDH
S = |Pr[η′ = η] − 1

2 | ≥ 1
2AdvMT−IND

A (λ)Pr[¬E1].
Thus, S breaks the CDH problem with a probability at least AdvCDH

S ≥
n·qH2

2qcu·(qcu−1) · AdvMT−IND
A (λ). ��

4 Performance Analysis

In this part, we use performance measures (such as: security guarantees, com-
putational overheads, and communication costs), to evaluate the effectiveness
of the scheme proposed in this work compared to other solutions proposed in
[11,15] and [17].

4.1 Security Guarantees

In this segment, we will review the security guarantees that proposed scheme
offers compared to the other schemes presented in [11,15] and [17]. From Table 1,
we can clearly see that proposed scheme guarantees all the security requirements,
namely, secure channel free (SCF), inside keyword guessing attack (IKGA), out-
side keyword guessing attack (OKGA), trapdoor indistinguishability1 (T-IND),
and multi-trapdoor indistinguishability (MT-IND).

Table 1. Security comparison

Schemes SCF IKGA OKGA T-IND MT-IND

[11]
√ √ √

[15]
√ √ √

[17]
√ √ √ √

Ours
√ √ √ √ √

1 If a scheme guarantees the multi-trapdoor indistinguishability (MT-IND), then this
implies that the scheme also guarantees trapdoor indistinguishability (TD-IND).
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4.2 Computation and Communication Costs

We start this subsection by presenting the configuration used to validate the
different schemes. We choose a Type-A pairing, which uses the curve y2 = x3+x
over a field Fq for some prime q ≡ 3 mod 4. Then, by utilizing the PBC library
[20], we set the group order r = 256 bits, the order of the base field q = 3072
bits, and we use the SHA-256 as the general hash function, as suggested by NIST
report in [21].

In addition, the benchmark has been done using a MacBook with Dual-Core
Intel Core i 5@ 1.8 GHz and 8 GB of RAM memory, running macOS Big Sur
version 11.6. The different basic operation symbols and their running time2 are as
follows: Tmm: The running time for a modular multiplication (0.0005 ms), Tsm:
The running time for a scalar multiplication (22.2317 ms), Tma: The running
time for a modular operation (0.0005 ms), Tpa: The running time for a point
addition (0.0539 ms), Tbp: The running time for a bilinear pairing operation
(23.1499 ms), Texp: The running time for an point exponentiation (0.0066 ms),
Thz: The running time for a Hash-To-Z∗

q operation (254.6800 ms), and Thp: The
running time for a Hash-To-Point operation (56.4113 ms).

According to Table 2 and Fig. 2a, by comparison with [11,15] and [17], the
running times for the algorithm GenerateCiphertext of the proposed scheme
have fallen by 18.27%, 71,41% and 62.21%, respectively. In addition, the running
time of the GenerateTrapdoor algorithm of the proposed scheme has decreased
by 19.09% and 60.92% compared to time in [11] and [15], respectively. Moreover,
for the SearchTest algorithm, we can clearly see that the running time of the
proposed is much faster than the one presented in [11,15] and [17], where the
running times have diminished by 68.59%, 68.89% and 64.35%, respectively.

Moreover, from Table 2 and Fig. 2b, we clearly see that the ciphertext size
of the proposed scheme has reduced to half compared to the scheme [11], and
by 66.67% compared to the schemes [15] and [17]. In addition, the trapdoor size
has reduced by 48.00% compared to the scheme [11], and by 45.83% compared
to the schemes [15] and [17].

Therefore, the proposed scheme is more efficient, and has a better overall
communication cost.

5 Application

Searchable encryption could be adopted in the transportation sector in vari-
ous ways. For example, let us consider a scenario where the sender is a vehicle
equipped with sensors that collect traffic data such as traffic density, speed, and
location. The receiver could be a traffic management system that needs to access
this data to optimize traffic flow and reduce congestion.

In the scenario depicted in Fig. 3, the sender (vehicle) collects traffic data and
generates a ciphertext based on the data, then uploads it to the cloud server.

2 We execute each operation 10000 times, collect the timing of each execution, then
we calculate the average of the running time.
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Table 2. Computation and communication costs

Schemes Computation costs (ms) Communication costs (bits)

Ciphertext Trapdoor Test Ciphertext Trapdoor

[11] 2Thz + Thp +

Tmm + Tma +

5Tsm + 3Tpa =

366.0144

2Thz + Thp +

2Tmm + Tma +

7Tsm + 4Tpa +

Tbp = 466.9435

3Tsm + 2Tpa +

Tma + Thz +

2Tbp = 179.6326

2|G1| = 6144 |G1| + |G2| +
|Z∗

q | = 6400

[15] 2Texp + 3Tbp +

3Thp + 3Tsm =

1046.2688

2Tbp + Texp +

3Thp + 3Tsm =

966.7076

2Texp + 2Tbp +

Tsm = 181.3541

2|G1| + |G2| =
9216

2|G1| = 6144

[17] 3Tsm + 3Tmm +

3Tbp + 2Thp +

3Thz + 2Texp +

Tpa = 791.6640

3Tmm + 2Tpa +

Thz + 4Tsm +

Tbp = 145.4540

Tpa + 2Tbp +

Texp + Tsm =

158.2581

2|G1| + |G2| =
9216

2|G1| = 6144

Ours 2Tsm + Thz +

Thp = 299.1500

3Tsm + 2Thz +

Thp + Tbp =

377.7996

Tbp + Thz =

56.4179

|G1| = 3072 |G1| + |Z∗
q | =

3328

Fig. 2. Experiment results

The receiver (traffic management system) generates a trapdoor based on the
required traffic data and sends it to the cloud server as a search query. The
cloud server then searches its database of ciphertexts for matches, and returns
the corresponding data to the receiver.

Using a searchable encryption scheme, sensitive traffic data can be securely
and efficiently transmitted from the data owner to the data receiver while pre-
serving privacy. Additionally, the use of a cloud server allows for scalability, as
the system can handle a large volume of data from multiple vehicles.

A real-world application of the scenario is in a smart city where traffic man-
agement systems can be optimized to improve traffic flow and reduce congestion.
This framework can be used to collect and analyze traffic data from various
sources, including buses, taxis, and private vehicles, to identify congested areas
and adjust traffic signals. This could lead to a reduction in travel time, fuel
consumption, and greenhouse gas emissions, resulting in a more sustainable and
efficient transportation system.
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Fig. 3. The application of CLPAEKS

In conclusion, the framework discussed above can be applied in various indus-
tries, including transportation, to securely and efficiently transmit sensitive data
while preserving privacy.

6 Conclusion

Nowadays, users tend to encrypt their sensitive data before uploading it to the
cloud. Performing the encryption guarantees the privacy of these data in one
hand. In the other hand, it introduces a problem which jeopardizes the search
functionality. Public key encryption with keyword search (PEKS) is a promising
technique that can solve this issue. However, most PEKS schemes are either inef-
ficient, or vulnerable to some form of attack(s) such as, inside keyword guessing
attacks, outside keyword guessing attacks,. . . etc. Therefore, in this work we pro-
posed a sustainable certificateless authenticated encryption with keyword search
scheme. a rigorous security analysis proved that our scheme can withstand both
an online and offline keyword guessing attacks. Moreover, the proposed scheme
can guarantee the multi-trapdoor indistinguishability in the certificateless prim-
itive. Finally, the performance analysis performed yields to the conclusion that
the proposed scheme is efficient and outperforms the other schemes.
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Abstract. Although a lot of work has been devoted to the identification of mali-
cious traffic, the identification methods for encrypted malicious traffic are few
and weakly targeted, and traditional machine learning and single deep learn-
ing anomaly detection methods have been unable to achieve good results in
encrypted malicious traffic. Therefore, this paper proposes an integrated deep
learning anomaly detection method based on encrypted malicious traffic time
series information according to the importance of features, which only considers
statistical data and encrypted malicious traffic time series characteristics, with-
out decrypting or using any payload information, so as to achieve high accuracy
of encrypted malicious traffic anomaly detection. The integrated model is con-
structed by 1D Convolutional Neural Network, Gate Recurrent Unit and Random
Forest. By analyzing the most informative features in encrypted network traffic
data, the classification output value of the single feature group trained by CNN-
GRU model is combined with the output probability of Random Forest Classifier
according to weight. Ultimately, our model will select the detection class with the
highest average output in the total classifier. The proposed RFCNN-GRU model
can achieve high precision and strong robustness of encrypted malicious traffic
anomaly detection under multi-classification.

Keywords: Encrypt malicious traffic · Abnormal detection · Timing
information · RFCNN-GRU

1 Introduction

With the popularization of the Internet and the expansion of its application scope, net-
work attacks have also become a serious security threat. Therefore, researchers con-
tinue to improve network intrusion detection technology and have achieved remarkable
results [1–5]. However, due to the increasing demand for security and privacy protection,
encrypted communication has become more and more common in the network, and has
gradually become an important means of data protection. For certain types of traffic,
encryption has even become a mandatory requirement of the law. Gartner has predicted
that by 2021, 83% of traffic will be encrypted. It seems that the proportion of encrypted
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traffic has far exceeded expectations. As of early 2023, up to 98% of web traffic will be
encrypted. According to Google’s network monitoring data, encrypted traffic accounts
for more than 95% of the traffic flowing through Google servers [6].

Encrypted traffic was once considered the best security choice for online browsing
and conducting business. However, with the development of network technology,most of
today’s network threats are also lurking in encrypted channels. Attackers use encryption
technology to wrap malicious code on the surface In order to evade the detection and
identification of the security protection system in the seemingly normal communication
traffic on the Internet, so as to achieve the attack and intrusion on the target network.
This attack method is highly stealthy and deceptive, and can effectively evade traditional
network security protection measures, posing a huge challenge and threat to network
security. According to Gartner statistics, more than 70% of malicious network attacks
in 2020 used encrypted traffic technology, and encrypted attack traffic has gradually
become an important means and link for APT attack organizations to attack. Zscaler
released the “2022 State of Encryption Attack Report” [7], which analyzed 24 billion
threats in a year from the beginning of the fourth quarter of 2021 to the end of the
third quarter of 2022, revealing that HTTPS traffic including SSL and TLS details of
the threat. The report shows that attacks using encrypted channels continue to rise from
57% in 2020 to more than 85% in 2022. Therefore, it is of great practical significance to
efficiently identify encryptedmalicious traffic.Withmore andmore Internet applications
implementing various encryptions at the network layer, transport layer, and application
layer, from the perspective of network traffic, a hidden and opaque Internet world is being
constructed. Traditional methods based on payload content analysis are becoming more
and more ineffective, and more advanced machine learning and deep learning encrypted
malicious traffic anomaly detection methods are receiving widespread attention.

2 Related Works

Identifying encrypted malicious traffic involves a complex task of massive data process-
ing and analysis, which brings great challenges to anomaly detection. Compared with
the traffic characteristics of the plaintext, the encrypted traffic characteristics change
greatly, and cannot be detected and identified through the traditional attack payload
matching method. At the same time, there are great differences between the encryption
methods and encapsulation formats of different encryption protocols, which need to be
considered specifically. Detection and discrimination strategy [8].

In recent years, researchers at home and abroad have conducted research on network-
encrypted malicious traffic [9–14], and have made certain achievements. Shekhawat
et al. [15] considered the problem of feature analysis in detail, applied three machine
learning techniques to the problem of distinguishing malicious encrypted HTTP traf-
fic from benign encrypted traffic, and obtained results comparable to previous work;
Wang et al. [16] concluded A machine learning method for encrypted malicious traffic
detection, analyzing and combining data sets from 5 different sources to generate a com-
prehensive and fair data set, implementing and comparing 10 encrypted malicious traffic
detection algorithms, providing follow-up researchers Reference; Then a new concept
of encrypted traffic characteristics specially used for encrypted malicious traffic analy-
sis was proposed. A two-layer detection framework was formed by deep learning and
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traditional machine learning algorithms [17], which had good results on selected data
sets.; Chen et al. [18] proposed an improved density peak clustering algorithm based
on grid screening, custom center decision value and mutual neighbor degree, using a
three-stage hierarchical sampling method to sample encrypted traffic data Further in-
depth inspection of encrypted malicious traffic; Ferriyan et al. [19] proposed a method
TLS2Vec to detect encrypted malicious traffic based on transport layer security hand-
shake and payload function, without waiting for the traffic session to complete while
protecting privacy; Yang et al. [20] proposed Deep Q Network and deep The encrypted
traffic sample generationmethod of convolution generative confrontation network learns
new samples from the training samples of encrypted traffic, so that the model has cer-
tain self-learning and adaptive capabilities; Wang et al. [21] combined the two-layer
attention mechanism of spatio-temporal features, Using 1D-CNN and BiGRU to extract
the spatial features in encrypted traffic data packets and the temporal features between
encrypted flows, respectively, has a good effect on fine-grained encrypted malicious
traffic detection performance.

However, there are still problems to be solved and technologies that need to be
improved urgently in the current research on the anomaly detection of encrypted mali-
cious traffic. First, the real encrypted malicious traffic samples are fewer and the pro-
portion is uneven, and the unbalanced data set will cause falsely high accuracy. In fact,
the generalization ability of the model decreases, and the accuracy rate will not reflect
the real performance of the model; second, the correlation between the feature vectors
in the continuous time slots of encrypted malicious traffic is not fully utilized, and the
traditional machine learning method or even a single The neural network model can no
longer satisfy the in-depth mining of encrypted traffic feature information. The main
contributions of this paper to the above problems are: Constructing a RFCNN-GRU
model that can fully capture the correlation of feature vectors in timing information
and analyzing the relationship between the three groups of features of packet group-
ing, inter-arrival time, and packet flow in the detection of encrypted malicious traffic
anomalies. The importance of features, finally, the output value of each feature group
under the CNN-GRU model and the output probability of the random forest classifier
are combined according to the weight to output the detection class with the highest
average output in the total classifier; The undersampling method combined with the data
set selective integration method constructs a multi-category encrypted malicious attack
balance data set to demonstrate the advancement of the method proposed in this paper.

3 Encrypted Traffic Characteristics

The increasing amount of encrypted traffic in network traffic makes it more difficult to
identify network traffic. In traditional network security, most threats come from plaintext
traffic, such as HTTP, TCP, and UDP traffic. Although these protocols may also be
used to launch attacks or transmit malicious data, they themselves have exposed some
information between the two parties in the communication. In contrast, encrypted traffic
not only protects the content of the communication, but also hides the metadata in the
communication. The characteristic of encrypted traffic is that its payload or header fields
are highly random and unpredictable, which makes traditional signature or rule-based
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detection methods unable to work effectively. Therefore, researchers began to try to
extract statistical features and temporal features from encrypted traffic and apply them
to machine learning or deep learning models [22–27].

Traffic features include statistical features and time series features. Statistical features
mainly refer to features related to traffic size, distribution, frequency, etc., such as packet
size distribution, transmission rate, traffic direction, etc. Statistical features have no
specific restrictions on encrypted traffic. Experts in the field of traffic analysis have
conducted in-depth research on statistical features of traffic, and found that statistical
features are effective for traffic classification [22, 23].

However, some current research results cannot obtain good detection results in the
anomaly detection of encrypted malicious traffic based on statistical characteristics, and
manymalicious attackmethodsmay bemore relevant to the characteristics of time series
information.By analyzing the encrypted traffic, extracting the packet size on the timeline,
inter-arrival time series, and data flow distribution data to obtain the important charac-
teristics of the packet. The relevant characteristics are quite different in encrypted and
unencrypted traffic. For the packet size distribution, the packet size in encrypted traffic
usually has different distribution methods and ranges; for the interarrival time distribu-
tion, the interarrival time in encrypted traffic is usually larger than Plaintext traffic is
more random; flow duration for encrypted traffic is typically longer than plaintext traf-
fic for packet flow-related characteristics because it requires encryption and decryption
operations for each packet.

Due to the continuous development of encryption algorithms and protocols, the
detection accuracy of traditional machine learning and single deep learning methods
may decrease over time. Therefore, it is also necessary to continuously update the fea-
ture set and train the model to improve the detection accuracy. In addition, because
the characteristics of encrypted traffic make it difficult to conduct in-depth analysis and
auditing, in some specific scenarios, it may be necessary to use other more complex tech-
nologies to achieve accurate identification and analysis of encrypted malicious traffic,
where timing features are important in anomaly detection The application has gradually
emerged [24–27].

4 Anomaly Detection Method of Encrypted Traffic Based
on RFCNN-GRU Model

4.1 Encrypted Malicious Traffic Balance Dataset Construction

Constructing encrypted malicious traffic data sets is one of the most important tasks in
the field of network communication security, but in current practical applications, the
imbalance of encrypted malicious traffic data sets is extremely prominent. Encrypted
malicious traffic imbalance refers to the imbalance in the number of samples between
benign and malicious traffic types or malicious traffic types, such as a certain attack type
has too many samples while other attack types have fewer samples. The imbalance of
encrypted malicious traffic may lead to insufficient training of deep learning models,
affecting the performance and accuracy of the models. Therefore, corresponding mea-
sures need to be taken to solve the imbalance problem of encrypted malicious traffic.
Currently commonly used methods for processing unbalanced datasets include:
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Under-sampling: Under-sampling is a technique for balancing a dataset by removing
excess samples. This method can randomly delete a part of excessive samples so that
all samples have a similar number. The under-sampling method is relatively simple and
easy to implement, but some useful information may be lost, resulting in a decrease in
model performance.

Oversampling: Oversampling is a technique for balancing a dataset by duplicating
samples. This method can replicate too few samples so that all samples are of similar
size. The oversampling method can increase the number of samples, but it may lead to
the problem of overfitting so that the machine learning model cannot adapt to the new
data well.

SMOTE (Synthetic Minority Over-sampling Technique): SMOTE is an algorithm
based on the over-sampling technique [28], which balances the dataset by synthesizing
minority class samples. When SMOTE is oversampling, it does not simply copy the
minority class samples, but generates some new synthetic samples by calculating the
gap between adjacent data points to maintain the diversity of the original data set and
reduce the risk of overfitting.

However, in themodel training process of encryptedmalicious traffic anomaly detec-
tion, themore important point is the authenticity of the data. Real data provides real traffic
characteristics in order to obtain a better detection rate. Among the above-mentioned
currently commonly usedmethods for processing unbalanced datasets, the SMOTEalgo-
rithm, threshold-based sampling strategies, and meta-learning methods may neutralize
the authenticity of the data, and a single under-sampling method may lose some useful
information, resulting in a decline in model performance. Oversampling methods can
lead to overfitting. In order to solve the extremely unbalanced problem of the current
encrypted malicious traffic data set, this paper adopts the under-sampling method com-
binedwith themethod ofmulti-data set integration to construct the data set. Among them,
the normal traffic comes from the CICIDS2017 data set [29], which has a high degree of
complexity and diversified network traffic, the malicious attack traffic part comes from
CICIDS2017, and the rest comes from the attack traffic of CSE-CIC-IDS2018 [30].
Encrypted malicious traffic balance dataset. The proportion of attack samples before
and after processing the balanced data set is shown in Fig. 1.

Fig. 1. A. On the left is the distribution of data samples before balance processing; B. The right
side is the distribution of data samples before balance processing.
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4.2 CNN-GRU Model

The deep learning architecture in this paper mainly uses the Convolutional Neural Net-
work (CNN) and the Gated Recurrent Unit (GRU) for sequence classification. In our
model, a 1DConvolutionalNeuralNetwork is applied to time-series features of encrypted
malicious traffic to capture the correlation between feature vectors in consecutive time
slots. The more traditional CNNs were chosen because they are good at recognizing
simple patterns in data, and then using these simple patterns to generate more complex
patterns in higher-level layers. Since encryptedmalicious traffic itself cannot take advan-
tage of the content characteristics of the payload, we hope to obtain directional features
from fewer fragments of the overall timing features, so that it can also produce good
training results in data fragments that are not highly correlated.

Gated Recurrent Units (GRUs) serve as a recurrent neural network that extends
traditional feed-forward neural networks to sequences of variable length. GRUs handle
these variable-length sequences by maintaining a hidden state whose activation depends
on previous states. In this way, GRUs are able to adaptively capture correlations from
time series data.

Fig. 2. Initially constructed CNN-GRUmodel. Including two layers of 1D Convolutional Neural
Network, the Gated Recurrent Unit, and two layers of Fully Connected Layers.

In this paper, the preliminary deep learning model constructed by combining the
Convolutional Neural Network and the Gated Recursive Unit to capture the features
of the encrypted malicious traffic features is shown in Fig. 2. The model uses packet
grouping, inter-arrival times, and data flow correlations represented in the time series as
features. The first and second convolutional layers use a kernel of size 3 and 200 and 400
filters, respectively. TheGRU in this paper uses 128 hidden units, and the fully connected
layer has 200 and 9 hidden units, respectively, where 9 is the number of classes. The
detailed parameters are shown in Table 1.

In order to reduce overfitting, dropout processing is required between fully con-
nected layers. Finally, because the Sigmoid activation function has smooth nonlinear
characteristics, it can reduce the complexity of the model and reduce the occurrence of
overfitting. Combined with the multi-category classification characteristics of the Soft-
max function, the model can be more flexibly adapted to different task requirements.
To solve the overfitting problem and enhance the robustness of the model, this paper
first uses the Sigmoid function in the fully connected layer, and then uses the Softmax
function in the output layer. In addition, the model introduces an early stopping mecha-
nism, and sets the loss value of the verification set as a monitoring parameter. When the
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Table 1. Initial CNN-GRU neural network structure.

Layer(type) Input Shape Output Shape

conv1d_1 (64, 30, 2) (64, 28, 200)

batch_normalization_1 (64, 28, 200) (64, 28, 200)

conv1d_2 (64, 28, 200) (64, 26, 400)

batch_normalization_2 (64, 26, 400) (64, 26, 400)

gru_1 (64, 26, 400) (64, 128)

dropout_1 (64, 128) (64, 128)

dense_1 (64, 128) (64, 200)

dropout_2 (64, 200) (64, 200)

dense_2 (64, 200) (64, 9)

loss occurs in consecutive rounds and is no longer optimized, the training is stopped to
improve the model’s recognition effect and generalization ability.

4.3 CNN-GRU Model Ensemble Random Forest Optimization

The Gated Recurrent Unit and Convolutional Neural Network deep learning model
preliminarily constructed above are still lacking in generalization ability and robustness.
When there are many potential categories, the baseline GRU has high deviation and has
a certain Performs poorly on unknown attack types with noise. In order to solve this
problem, this paper introduces the random forest method with high recognition in the
current research results to optimize the model through integration.

The architecture diagram of the RFCNN-GRU integrated model is shown in Fig. 3.
Instead of training a single classifier on all three features, this paper creates separate
classifiers to learn each feature of the ensemble approach. The rationale for the model
is that each deep learning architecture can be trained to recognize different signals such
that the ensemble of the three is robust over many possible signals. The final ensemble
classifier in this paper simply selects the class with the highest Softmax probability after
averaging among the three individual classes. In order to solve the problem of high
deviation, the random forest method is integrated. In order to reduce the complexity of
the model, the initial deep learning model is modified, a CNN layer is deleted, and only
the dropout layer is processed for the inter-arrival time feature to speed up the training
time.

The random forest classifier achieves more than 90% of the 10-fold cross-validation
accuracy. To this end, this paper creates an ensemble of random forests using the optimal
deep learning classifiers constructed above. This requires averaging the Softmax output
from the CNN-RNN ensemble above with the log probability output from the Random
Forest classifier provided by scikit-learn. Let RF(x), D1(x), D2(x), and D3(x) be the
output probabilities of the random forest, packet grouping, data flow characteristics, and
arrival time training classifiers, respectively. The final combined classifier is equivalent
to selecting the predicted class with the highest average output among the four total
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classifiers. The weight formula of the combination classifier is shown in the following
Formula 1.

P = α ∗ σ(RF) + β ∗ σ(D1) + γ ∗ σ(D2) + δ ∗ σ(D3) (1)

Among them, P is the prediction class with the highest average output, α, β, γ , δ, are
constants, and the performance index of encrypted malicious traffic anomaly detection
is given in the integrated model based on the preliminary single feature, σ(RF), σ(D1),
σ(D2) and σ(D3) are random forest, data packet grouping, data flow characteristics, and
arrival time prediction values respectively.

Fig. 3. RFCNN-GRU integrated model architecture diagram.

5 Experiment and Result Analysis

5.1 Experimental Configuration

All experiments in this section run on Windows 10 operating system. In terms of hard-
ware, the CPU is 11th Gen Intel Core i7-11800H, and the memory is 16 GB. The
experiment is accelerated by an NVIDIA RTX3060 with 6 GB of video memory. In
terms of software, all experiments are completed using PyTorch.

5.2 Benchmark Model

In order to verify that the integrated deep learning model proposed in this paper has
significant effectiveness in the multi-classification task of encrypted malicious traffic
anomaly detection, the comparison model in this paper selects the machine learning
method with good effect at present: Random Forest and K-nearest neighbor algorithm,
unintegrated deep learning Gate Recurrent Unit and 1D Convolutional Neural Network
model. In addition, the effects of theCNN-GRUmodel proposed by relevant scholars and
the Long Short TermMemory model on anomaly detection of multiple classifications on
the dataset in this paper are compared. By comparing their accuracy rate, accuracy rate,
recall rate and F1 score values, the advanced nature of the proposed method is verified.
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5.3 Evaluation Criteria

The evaluation indicators of traditional anomaly detection models include four main
indicators: precision, accuracy, recall, and F1-score. In the specific detection results, T
(true) and F (false) represent data that are classified correctly or incorrectly, respectively.
P (positive) and N (negative) respectively indicate whether the prediction result of the
detection system is abnormal data or normal data. All data in the dataset must be clas-
sified into four categories: TP, TN, FP, and FN. Only TP indicates that the classification
result of the system contains abnormal attack data, and the classification result is correct;
TN indicates that the classification result of the system is positive and correct; FP indi-
cates that although the classification result is wrong, the system predicts that the data is
abnormal attack data; FN indicates that although the classification result is not correct,
the system predicts the data as normal. The classification result of the model to the data
is represented by a confusion matrix, as shown in the following Table 2.

Table 2. List of predicted and actual situations.

Category Predicted Positive Class Predict Negative Class

Actual Positive Category TP FN

Actual Negative Category FP TN

The accuracy rate describes the ratio of the number of correctly predicted samples
to the total number of samples, and the calculation formula is as follows:

Accuracy = TP+TN
TP+FP+TN +FN (2)

Accuracy describes the ratio of the number of classes predicted to be positive to the
number of classes actually predicted to be positive, the calculation formula is as follows:

Precision = TP
TP+FP (3)

The recall rate describes that the number of predicted positive classes is actually
the ratio of the number of positive classes to the number of all positive classes, and the
calculation formula is as follows:

Recall = TP
TP+FN (4)

The F1 score describes the size of the harmonic mean between precision and recall,
and is calculated as follows:

F1 − score = 2× recall × precision
recall + precision (5)
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5.4 Experimental Results and Analysis

Data Preprocessing
In this paper, data cleaning, feature extraction, feature selection, and data standardization
are performed on the constructed encrypted malicious traffic data set to improve data
quality and reduce noise, so as to maximize the performance and accuracy of the deep
learning model. The data cleaning stage integrates data and eliminates illegal data, and
cleans dirty data with NULL and Infiniti and illegal floating-point numbers in the data
set out of the sample set. The initial data set is the original captured real data packet
extracted by the open source tool CIC-flowmeter, and eighty-four statistical features are
extracted. Considering the invisible characteristics of some encrypted traffic features
and the time complexity of model training, the data set features are finally divided into
packet grouping features, data flow features, and inter-arrival time series features under
timing information. In the data normalization stage, one-hot encoding is performed on
the non-numeric features in the discrete features, and Min-Max Normalization is used
to normalize the input vector. The formula for Min-Max normalization is as follows,
where x is the value before normalization, xmax and xmin represent the maximum and
minimum values of the features in the data set, respectively.

x′ = x− xmin
xmax − xmin

(6)

The preprocessed data set is divided into a training set and a test set. According to
the number of samples in the data set and continuous experimental attempts in the early
stage, this paper uses 70% of the samples for model training and 30% of the samples for
testing the model. The statistics of various attack samples in the training set and test set
are shown in Table 3.

Table 3. Statistics of samples of each category in the training set and test set.

BENIGN Bot DDoS PortScan Infiltration FTP DoS WebAttack

Train 524660 201710 153481 111251 65169 33355 36749 23738

Test 224854 86447 65778 47679 27930 14295 15749 10175

Feature Importance Evaluation
Before starting to compare the RFCNN-GRU deep learning method of feature integra-
tion, regarding the weight setting, we did relevant experiments to compare the classifi-
cation of single features in the RF-CNNGRU model for packet grouping features, data
flow features, and inter-arrival time series features. Effect to obtain the basis and specific
value of the weight division. The evaluation indicators are precision, accuracy, recall and
F1-score. Figure 4 shows the comparison of experimental results of three single-group
features under the RFCNN-GRU model.



Anomaly Detection Method 467

Fig. 4. Index comparison of a single-group feature under the RF-CNNGRU model.

Through the index comparison, it can be seen that the single-group feature of the
inter-arrival time is higher than the single-group feature of packet grouping and data
packet flow in terms of precision, accuracy, recall rate, and F1-score index, so the feature
is the most important, while The feature importance of the packet flow is the weakest,
so the weight of the combined classifier is specified according to the feature importance
during feature integration, as shown in the following Formula 7.

P = 1
2 ∗ σ(RF) + 1

6σ(D1) + 1
4σ(D2) + 1

12σ(D3) (7)

Among them, the P combination classifier predicts the total probability value of
multi-classification, σ(RF) is the prediction probability value of the random forest clas-
sifier, and σ(D1), σ(D2), and σ(D3) are respectively based on the packet grouping char-
acteristics and the inter-arrival time Features, data flow features single-group feature
input RF-CNNGRU model prediction probability value.

Model Comparison Results
This article compares the proposed integratedmodelwith a single 1D-CNN,GRU,LSTM
model, and a traditional machine learning model with better results, and further verifies
that the proposed RFCNN-GRU-based feature integration encrypted traffic anomaly
detection method has a certain degree of advancement. The evaluation indicators are still
precision, accuracy, recall, or F1-score, and the verificationdata is shown inTable 4. From
the data in the table, it can be clearly concluded that the k-neighbor algorithm is the worst
in terms of precision, accuracy, recall and F1 score, and the accuracy rate of less than 80%
can further verify the importance of feature vector correlation extraction under time series
information. Similar to the 1DConvolutional Neural Network, Gated Recurrent Unit and
Long-term Short-term Memory Network, all capture the correlation between temporal
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features and labels, but it is not sufficient, and the indicators are slightly better than the
k-Nearest Neighbor algorithm, reaching 80%. The above is even close to 90%; Random
forest has always been one of the models with better performance in classification tasks.
In traditional intrusion detection, the verification effect of most data sets can even reach
more than 95% of each evaluation index. However, for the multi-classification problem
of encryptedmalicious traffic, it is only barely It has reached about 90%; The CNN-GRU
model proposed by relevant scholars is slightly better than the random forest method
in the multi-classification detection index of encrypted malicious traffic after the 1D
Convolutional Neural Network and Gate Recurrent Unit are combined to capture the
correlation of temporal information; and the RFCNN-GRU method finally proposed in
this paper is better than The accuracy rate of abnormal detection of encrypted malicious
traffic has been greatly improved, reaching about 95%.

Table 4. RFCNN-GRU model comparison with traditional model indicators.

Model Accuracy Precision Recall F1-score

Random-Forest 0.89 0.90 0.89 0.88

k-NN 0.78 0.76 0.77 0.75

1D-CNN 0.88 0.85 0.86 0.84

GRU 0.89 0.91 0.90 0.89

LSTM 0.82 0.84 0.83 0.83

CNN-GRU 0.91 0.91 0.90 0.91

RFCNN-GRU 0.96 0.94 0.95 0.95

In order tomore intuitively reflect the indicator gapbetween themodels, a comparison
chart of the visual evaluation indicators of each model is drawn, as shown in Fig. 5.

It is not difficult to see that due to the encryption of malicious traffic, the available
features of the random forest and k-neighbor algorithms are significantly reduced, and
a single deep learning model cannot fully extract the correlation between statistical fea-
tures and time series features, so it is impossible to achieve future-proof analysis. Accu-
racy of Encrypted Malicious Traffic Detection. However, compared with the traditional
model, the CNN-GRU model initially constructed in this paper has improved the visual
indicators for the detection and classification of encrypted malicious traffic anomalies.
There has been a significant improvement. It is more comprehensively verified that the
RFCNN-GRU-based integrated encrypted malicious traffic anomaly detection method
proposed in this paper has certain advanced.
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Fig. 5. Comparison chart of evaluation indicators of each model.

6 Conclusions and Future Work

The integrated deep learning anomaly detection method based on encrypted malicious
traffic time series information proposed in this paper has good results in encrypted
malicious traffic that has been learned in multiple categories. Constructing a balanced
data set of malicious attack samples makes the accuracy index more meaningful for
reference. The final model optimized by the 1D Convolutional Neural Network and
the Gated Recurrent Unit integrated Random Forest realizes the encryption of malicious
traffic under multi-classification by analyzing themost informative features of encrypted
network traffic data. The high precision and strong robustness of anomaly detection have
made some explorations for further improving the detection effect of encryptedmalicious
traffic. In the future work, there are still technical problems in anomaly detection of
encrypted malicious traffic that need to be solved urgently. The detection of unknown
attacks has always been a major difficulty in the field of anomaly detection of malicious
attacks. Therefore, it is necessary to continue to explore encryption on the basis of current
research detection methods for unknown attacks.
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Abstract. Currently, the performance of machine learning-based
encrypted traffic recognition models is always unsatisfactory on imbal-
anced datasets. Existing methods neglected the time series features in
the traffic. To solve this problem, this paper proposes TimeGAN, an
encrypted traffic time series feature generation model based on dilated
convolutional network. Our model not only adopts the advantages of
generative adversarial networks (GANs) to model the distribution of
time series features of encrypted traffic, but also adopts the struc-
ture of dilated convolutional network, which can characterize the causal
sequence relationship of traffic sending behavior and generate traffic time
series feature data that is closest to the real distribution. We evaluated
the performance of the model on three public datasets, and the results
showed that our model outperformed all existing models.

Keywords: Encrypted traffic · Imbalanced dataset · Dilated
convolution · GAN

1 Introduction

With the rapid development of the Internet, encrypted traffic is widely used
in network environments. Encrypted traffic identification has become an impor-
tant component of network traffic analysis [1]. Existing research mainly uses
encrypted traffic features combined with machine learning models to classify
traffic. These studies first extract feature information from the transmission
process of encrypted traffic into feature vectors, and then input the feature vec-
tors into machine learning models for classification to achieve encrypted traffic
identification.

However, the accuracy of encrypted traffic identification is often limited by
the problem of data imbalance [2]. The problem of data imbalance in encrypted
traffic refers to the difference in the number of samples of each category of traffic in
the encrypted traffic dataset, with some minority class samples being insufficient.
This leads to low recognition ability of machine learning models on minority class
encrypted traffic samples, which damages the overall classification performance.

The main reason for the impact of data imbalance on traffic classification
performance in encrypted traffic is that most machine learning models use back-
propagation algorithm for parameter updating and model tuning. Each round
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 472–486, 2024.
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of iteration requires randomly sampling a certain proportion of samples from
the dataset. In this process, the majority class is more likely to be selected,
and therefore the weight of the majority class will continue to increase in back-
propagation, making the model more and more biased towards the majority
class. On the contrary, the probability of selecting the minority class is low in
the back-propagation algorithm, and it is extremely easy to be influenced by the
majority class samples. As the training process is repeated, the machine learning
model will ultimately completely bias towards the majority class and ignore the
minority class.

To address this issue, there are mainly three approaches [3] proposed in
existing research, there are: data sampling, model improvement, and using GANs
to generate small sample traffic data.

The main idea of data sampling techniques [4,5] is to balance the distribution
of data by oversampling or undersampling. However, the quality of generated
samples from the sampling scheme is highly dependent on the selected sample
center points. If the feature data selected as the sampling basis is inappropriate,
it may make it difficult for the model to characterize the distribution state of
this type of sample. Therefore, the above solution is not widely applicable.

The method of model improvement [6–8] based on model refinement mainly
improves the accuracy of detection by adding attention mechanisms to the model
or using multi-modal model structures to learn the distribution characteristics of
small sample traffic data. However, this will increase the complexity of the model,
and models that are too complex often lead to overfitting, making it difficult for
the model to have better classification performance in practical applications.

The method of generating small sample data [9–13] involves using GANs
to learn the distribution characteristics of the sample data through adversarial
learning. The networks are trained to generate data from the perspective of the
data distribution, which enhances the representation effect of the small sample
flow. By using GANs, the distribution characteristics of encrypted traffic data
can be fully learned, and the networks can generate the required flow feature
data according to the pattern, resulting in a good representation effect.

Based on the ideas above, to capture the feature of temporal sequence sending
behavior we propose TimeGAN, a generative adversarial model for generating
encrypted traffic time series features based on dilated convolution. In particular,
we embedded a dilated convolutional network structure into TimeGAN, which
can adaptively learn the distribution characteristics of small sample traffic fea-
tures and use these features to generate more realistic small sample flow data
in generation stage. The dilated convolutional network is a convolutional neural
network model that is friendly to the calculation of temporal features. It not only
allows the model to focus on the temporal distribution characteristics of the fea-
tures, but also can model traffic features at a lower time complexity compared
with models such as RNN and LSTM. Overall, TimeGAN can improve the rep-
resentation effectiveness of traffic data from the perspectives of sample quantity
and feature distribution, thus enhancing the classifier’s ability to classify small
sample traffic. The contributions of our work are as follows:
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– Time series based: We propose an enhancement to the GAN model by
incorporating the dilated convolutional network which can capture the causal
relationship of temporal features in network traffic. This structure aids in
representing traffic data with an adaptive encoding model, leading to better
classification of imbalanced traffic datasets.

– SOTA performance: We evaluate our model on three imbalanced network
traffic datasets. We use TimeGAN to fill in missing data and generate addi-
tional samples which can enhance the representation capability of small sam-
ples. Finally, we get state of the art (SOTA) results on three datasets and
demonstrate the effectiveness and advantages of our model.

2 Related Works

There are three main approaches for dealing with imbalanced encrypted traffic
data: data sampling, model improvement, and generating small samples. This
article will introduce each of these methods separately.

Data Sampling: Data sampling includes oversampling and undersampling. The
main idea of oversampling is to generate similar data based on some rules from
the original small sample traffic data, aiming to increase the amount of data
and make the model focus on the small sample classes. The main strategy for
undersampling is to select some of the data from the large sample traffic data
and combine it with the small sample data to create a new dataset. In practice,
the main approach is oversampling or a combination of both oversampling and
undersampling. Pan et al. [4] addressed the problem of imbalanced distribution
of encrypted traffic data using the SMOTE oversampling technique. The main
idea of this oversampling technique is to generate similar traffic data based on the
k-nearest neighbors of the target sample, thereby generating small sample traffic
data and improve accuracy. Chen et al. [5] first used the SMOTE oversampling
model to supplement the small sample data, and then further identified the
encrypted traffic using a clustering model that maximizes mutual information
and an SVM feature classification model. Although the studies mentioned above
have solved the problem of imbalanced distribution of traffic data to some extent
using oversampling techniques, the quality of the generated traffic data based on
the sampling strategy is highly dependent on the selected sample center points,
so the effect of the studies above is not stable.

Model Improvement: The main idea of improving the traffic distribution
imbalance through model improvement is to use multi-modal model structures
to learn the distribution characteristics of small sample traffic. Tang et al. [6]
adopted a multi-model coupling scheme to solve the problem of imbalanced dis-
tribution, where they integrated multiple models and finally coupled the classifi-
cation results of each model to achieve identification of small sample traffic data.
Wu et al. [7] proposed a traffic classification model DNN-BTF, which combines
CNN and RNN networks and can further utilize traffic features based on the
combination of temporal and spatial features, thereby improving classification
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efficiency. Zhang et al. [8] constructed the parallel cross-correlation neural net-
work PCCN, which significantly improved the characterization ability of small
sample traffic by fusing the flow characteristics learned by two branch networks,
thereby solving the problem of uneven distribution. However, model integration
and algorithm improvement inevitably increase the complexity of the model, and
the model with too much complexity often leads to overfitting.

GAN for Traffic Data Generation: The main idea of using GAN to generate
small sample data to solve the problem of imbalanced traffic data is to use GAN
for adversarial learning of the distribution characteristics of sample data, and
generate data from the perspective of data distribution to enhance the represen-
tation effect of small sample traffic. Guo et al. [11] proposed ITCGAN, which
uses a combination of one-dimensional convolutional neural networks and linear
layers to construct a generative adversarial network (GAN), and then generates
the first 784 bytes of encrypted traffic data packets to solve the problem of small
sample representation of traffic. Wang et al. [9] converted traffic data packets
into binary byte vectors and used a GAN model to generate the overall content
of the data packets, surpassing ITCGAN in terms of the number of classifica-
tion categories and accuracy. Wang et al. [10] used a generative network model
with constraint conditions to constrain the traffic data generated by the GAN
model, and the experimental results were significantly better than oversampling
schemes such as ROS and SMOTE. Sychugov et al. [12] used WGAN to generate
traffic samples. Compared with the original GAN model, the improved WGAN
can better solve the problem of gradient disappearance in the original model,
and therefore has better training effects. Li et al. [13] constructed input vectors
based on the sending characteristics of data packets in network flow sequences,
and then used a GAN model to generate obfuscated traffic data to evade traffic
inspection.

The above research shows that GANs can fully learn the distribution charac-
teristics of encrypted traffic data, and thus generate the required traffic feature
data based on patterns. In addition, existing methods neglected the time series
features of the traffic. Therefore, this study also focuses on the advantages of
GAN models in order to build causal relationships of traffic temporal features
and better address the problem of imbalanced encrypted traffic data.

3 Background Knowledge

In this chapter we introduce the relevant knowledge of GANs and causal dilated
convolution.

3.1 WGAN

In 2014, Goodfellow et al. [14] first proposed the generative adversarial network
(GAN), which provided a new way to generate data samples. By training two
models: the generator (G) and the discriminator (D), GAN can generate com-
pletely new data based on the existing sample distribution. In this process, the
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Fig. 1. Generative Adversarial Network

generator and discriminator can reach Nash equilibrium through games and gen-
erate high-quality samples that are difficult to distinguish from the original data
(Fig. 1).

In 2017, Martin et al. [15] proposed an improvement to the GAN model,
which mainly targets the loss function of the traditional GAN model. They ana-
lyzed the structure and loss function of the original GAN and proposed that the
optimal solution of the original GAN model is mainly achieved by calculating JS
divergence. However, in the actual training process, JS divergence will inevitably
make the loss function tend to a constant during training, resulting in the prob-
lem of gradient disappearance. Therefore, they used Wasserstein distance as the
loss function of the model. This distance function can estimate the minimum
cost required for noise data to be transformed into real data samples, rather
than measuring the distance between the generated data distribution and the
real data distribution. By modifying the loss function, the GAN model is easier
to train. The loss function of WGAN after improvement can be expressed by the
following formula.

W (G,D) =
1
K

supEx∼pduta (x)[f(x)] − Ez∼pz(z)[f(x)] (1)

3.2 Dilated Convolutional Network

In previous deep learning research, researchers often believed that RNN or LSTM
is more suitable for processing sequences, especially time series problems. How-
ever, in the actual application process, RNN and LSTM often require more train-
ing time to process longer sequences due to their structural features. Moreover,
they are prone to the problem of gradient disappearance during training. There-
fore, some studies have proposed using improved convolutional network models
to process sequence problems. Causal convolutional networks can increase the
receptive field by moving the convolution window, thereby achieving the cor-
relation between sequence features. This structure has superior performance in
processing time series problems.

From the structure in Fig. 2, it can be seen that the output of each layer
is obtained by the input of this position in the previous layer and the input
of the previous position. After the model is stacked multiple times, the causal
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Fig. 2. Calculation Process of Causal Convolutional Network

connections established with previous positions become stronger, thereby solv-
ing the problem of time prediction using convolutional networks. However, this
structure also has a disadvantage: the expansion speed of the causal convolution
receptive field is too slow. If a larger range of causal feature associations needs to
be achieved, multiple layers of network structures need to be stacked. However,
this will also bring high time complexity and gradient disappearance problems.
To further improve this problem, some studies have proposed a dilated convo-
lution structure. This structure achieves fast expansion of causal convolution
by skipping some units in the hidden layer of the causal convolution network,
thereby solving the problem of deep stacking of causal convolution models.

Figure 3 shows the structure of the dilated convolution network. In the
schematic diagram, by skipping some data in the middle hidden layer, the recep-
tive field of the data is doubled in the same four-layer model. The structure of
the dilated convolution solves the problem of too many model layers caused by
the slow expansion of the causal convolution receptive field, thereby saving the
model’s computing resources and ensuring the robustness of the model during
training.

4 Model

In this section, we show how to construct the feature sequence and the structure
of TimeGAN.

4.1 Feature Construction

For the collected voice traffic packets, we first select and construct the features.
The features are labeled as a tuple of the form < s, d >, where s represents the
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Fig. 3. Calculation Process of Dilated Convolutional Network

size of the packets and d represents the sending directions of the packets. We
specify that the sending direction of packets sent from the smart speaker to the
server is represented as 1, and the opposite direction is represented as −1.

The features of the traffic packets are integrated for different voice commands,
and we will get the sequence of packet features, which can be expressed as follow.

Fc =<< s1, d1 >,< s2, d2 >, . . . , < sn, dn >>

where si and di represent the size and transmission direction of the i−th packet.
Based on the above data format, we can integrate the input traffic features into
the following form. The data format contains both transmission direction and
packet size.

Data Format: SDp =< s1 ∗ d1, s2 ∗ d2, . . . , sn ∗ dn >

4.2 Our Model

In the previous section, this article mainly introduced the relevant background
knowledge of GANs and Causal Convolutions. The intrinsic correlation and dis-
tribution characteristics of encrypted traffic behavior features can be modeled by
relying on GAN models and deep neural network structures, so as to construct
this feature. Therefore, this study proposes a GAN based on Temporal Feature
Encoding (TimeGAN). This algorithm can use causal convolution structure to
encode and construct the causal distribution characteristics of traffic sending
behavior.

Figure 4 shows the basic structure of TimeGAN. The model is divided into
two main parts. The generator G(z) is mainly constructed by a one-dimensional
deconvolution oversampling model, and the discriminator D(z) is mainly con-
structed by an dilated convolutional model. The model first trains the discrimi-
nator with real traffic data, then generates Gaussian noise and inputs it into the
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Fig. 4. Model Structure of TimeGAN

generator to construct “fake” traffic data. Finally, the generated traffic data is
given to the discriminator for judgment, and the model is trained according to
the results.

The main function of the discriminator shown in Fig. 4 is to extract the tem-
poral distribution characteristics of encrypted traffic sequence features and then
distinguish the traffic samples generated by the generator according to the distri-
bution of each traffic temporal feature. This helps the generator to encode tem-
poral features. In this model, we use an dilated convolutional model to construct
the temporal features of encrypted traffic. The dilated convolutional model can
model the causal relationship of temporal features and extract the hidden fea-
tures of traffic sending behavior. In Sect. 3 of this study, we have explained that
modeling the distribution characteristics of encrypted traffic temporal features
can further analyze the behavioral differences of different traffic during trans-
mission, thereby providing a basis for accurate classification of traffic. Therefore,
using dilated convolutional encoding for the temporal features of traffic sending
can further judge the effect of the generator and improve the authenticity of
generated samples.

The main function of the generator shown in Fig. 4 is to generate encrypted
traffic sample data based on the input Gaussian noise. In the generator, this
model uses a one-dimensional deconvolution structure to expand Gaussian noise
into encrypted traffic temporal feature data. Deconvolution, also known as trans-
posed convolution, is the opposite of convolution operation. It can generate
or restore high-dimensional data based on low-dimensional input data. In this
model, using deconvolution as the main structure of the generator has two rea-
sons: (1) Compared with traditional linear layers, the operation structure of
convolutional layers makes it possible to construct feature data for generat-
ing non-linear features. This also provides the possibility of further establishing
complex relationships between features. (2) The deconvolution operation corre-
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sponds to the causal convolution operation, which is conducive to expanding the
causal relationship of traffic feature samples during data generation and better
representing the causal characteristics of traffic transmission behavior.

After successfully constructing the discriminator and generator parts of the
model, this model uses the WGAN structure to train the model. The WGAN
structure can effectively smooth the gradient disappearance problem caused by
deep convolutional structures. Its structure is relatively simple and easy to train,
which can better reduce the problem of computational resource consumption
during model training.

5 Experiment and Analysis

In this section, we evaluate the performance of our model by comparing the
results between existing models and TimeGAN. We use three public datasets,
namely, CIC-AAGM2017 [16], CIC-AndMAL2017 [17] and ISCX-nonTor2016
[18]. Please note that, all these datasets are imbalanced, the distribution of
these datasets are shown in Table 1, Table 2 and Table 3. For existing models,
we choose SMOTE and FLOWGAN. As we summarized in Sect. 2, FLOWGAN
proposed by Wang et al. [9] converts traffic data packets into binary byte vec-
tors and uses a GAN model to generate the overall content of the data packets.
SMOTE [19] according to the idea of random oversampling to generate approx-
imate data of original samples.

Table 1. CIC-AAGM2017 dataset distribution

Traffic type #Encrypted flow sequence Proportion (%)

Benign 44258 58.41%

Adware 30968 40.87%

General Malware 539 7.29%

Total 75765 100%

5.1 Evaluation Metrics

For evaluation metrics, we use Accuracy, F1 score and mAP [20]. These indicators
are commonly used in the field of machine learning to evaluate the classification
performance of models. They not only reflect the overall accuracy of the model’s
classification samples, but also reflect the classification performance of the clas-
sification model on all categories and the degree of attention the model pays to
data in each category.
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Table 2. CIC-AndMAL2017 dataset distribution

Traffic type #Encrypted flow sequence Proportion (%)

Adware 68728 26.88%

Ransomware 69112 27.03%

SMSMalware 44299 17.32%

Scareware 73538 28.77%

Total 255677 100%

Table 3. ISCX-nonTor2016 dataset distribution

Traffic type #Encrypted flow sequence Proportion

Audio 864 4.28%

Browsing 9215 45.67%

Chat 119 0.58%

Email 152 0.75%

FTP 2317 11.48%

P2P 6496 32.19%

Video 820 4.06%

Voip 191 0.99%

Total 20174 100%

5.2 Experiment Results and Analysis

In this section, we verify the effectiveness of the TimeGAN model by using it
to fill three imbalanced traffic datasets. We will compare the effectiveness of
TimeGAN with other models to demonstrate its effectiveness.

From the results shown in Table 4, it can be seen that directly applying the
classification model to the three imbalanced datasets does not lead to satisfactory
identification results. Especially, the F1 and mAP indicators of the model have
relatively low values on all three datasets, indicating that the traffic data of small
sample classes has not been correctly classified.

Figure 5 shows the specific classification results, where (a)–(c) represent
the confusion matrices of the proposed model on the CIC-AAGM2017, CIC-
AndMAL2017, and ISCX-nonTor2016 datasets, respectively. As shown in (a) of
Fig. 5, it can be observed that all 108 flow data in the General Malware category
of the CIC-AAGM2017 dataset were misclassified. Similarly, the SMSMalware
category in CIC-AndMAL2017 and the Audio, Chat, and Video categories in
ISCX-nonTor2016 also encountered this problem. This indicates that the classi-
fication model struggles to accurately represent small-scale traffic data.
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Table 4. Classification accuracy before data balance

CIC-AAGM2017 CIC-AndMAL2017 ISCX-nonTor2016

Accuracy 83.55% 67.91% 74.24%

F1 0.8095 0.6467 0.7191

mAP 0.6968 0.5036 0.3621

Fig. 5. Confusion Matrix

Next, we use the TimeGAN model to fill and balance the dataset. In view
of the sample size of the original dataset, we appropriately undersample the
samples in the larger categories and generate samples in the smaller categories
to achieve a balanced traffic data sample. We balance the number of each type
of sample in the CIC-AAGM2017 dataset to 30,000, balance the number of
each type of sample in the CIC-AndMal2017 dataset to 60,000, and balance
the number of each type of sample in the ISCX-nonTor2016 dataset to 6,000,
to achieve absolute balance in the original sample distribution. In addition, we
also compare our model with the SMOTE model and the FLOWGAN model to
demonstrate the advantages of our proposed model.

Table 5. Experiment Result (Accuracy)

TimeGAN SMOTE FLOWGAN

CIC-AAGM2017 99.96% 96.02% 79.23%

CIC-AndMal2017 81.47% 64.17% 75.07%

ISCX-nonTor2016 97.49% 92.69% 93.64%

Table 5 shows the comparison of TimeGAN, SMOTE, and FLOWGAN in
terms of accuracy. First, it can be seen from the experimental results that, under
the condition of using the same adaptive encoding model to encode and clas-
sify traffic time series features, the prediction accuracy of the TimeGAN model
on the three datasets has increased by 16.4%, 13.96%, and 23.22%, respectively,
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compared to the original imbalanced set with a Gaussian distribution. This indi-
cates that TimeGAN can effectively improve the prediction accuracy. Secondly,
by comparing the classification results horizontally on the same dataset, it can
be seen that TimeGAN has significant advantages over the other two models
in handling imbalanced data. This indicates that compared to SMOTE sample
generation method relying on clustering and FLOWGAN generation algorithm
using linear layers to generate traffic samples, TimeGAN can better capture
the distribution characteristics and causal relationships of traffic data features,
thereby generating more helpful traffic data for small sample representation.

Table 6. Experiment Result (F1 and mAP)

TimeGAN SMOTE FLOWGAN

F1 mAP F1 mAP F1 mAP

CIC-AAGM2017 0.9996 0.9994 0.9602 0.9354 0.7525 0.6976

CIC-AndMAL2017 0.8142 0.7118 0.6413 0.5050 0.7521 0.6313

ISCX-nonTor2016 0.9550 0.9553 0.9279 0.8724 0.9366 0.8866

Table 6 presents a comparison of TimeGAN, SMOTE, and FLOWGAN in
terms of F1 and mAP scores. The data in the table shows that the TimeGAN
oversampling model performs significantly better than the SMOTE oversampling
model and the FLOWGAN model in both of these evaluations, with a more sig-
nificant improvement in the mAP score. Therefore, it can be concluded that
the TimeGAN model’s classification performance across all categories is signifi-
cantly better than the other two models, and it also demonstrates the reliability
of generating sample data.

Fig. 6. CIC-AAGM2017 Confusion Matrix
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Fig. 7. CIC-AndMAL2017 Confusion Matrix

Fig. 8. ISCX-nonTor2016 Confusion Matrix

Figure 6, 7 and 8 show the confusion matrices of the classification results
using the CIC-AAGM2017 dataset as an example. Compared with the experi-
mental results on the imbalanced traffic dataset shown in Fig. 5, in the imbal-
anced traffic dataset, all 108 traffic samples in the General Malware category
were not correctly classified. However, in the balanced traffic dataset generated
by TimeGAN, all the traffic samples, including the generated traffic, were cor-
rectly classified. The same can be seen in the ISCX-nonTor2016 dataset, where
the Audio, Chat, and Video categories that were not correctly classified in the
original dataset were all correctly classified with high accuracy in the balanced
dataset. This result demonstrates that TimeGAN can improve the representa-
tion ability of small-sample traffic data by constructing the causality of traffic
feature data and therefore enhance the representation performance of the feature
data.

On the other hand, compared to the classification results of SMOTE and
FLOWGAN, TimeGAN also shows significant improvement in the classification
performance across all categories. In CIC-AndMal2017 dataset, the classification
results of SMOTE oversampling show that over 3000 data points in each category
are misclassified. Although this is improved in the FLOWGAN model, there
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still exists large bias in the prediction results for the SMSMalware category. In
contrast, the TimeGAN model shows significantly better prediction results for
each category compared to these two models, demonstrating its advantage in
dealing with imbalanced flow data.

6 Conclusion

This paper proposes a TimeGAN model based on time series feature encoding
for the existing encrypted traffic dataset with Gaussian distribution. The model
uses an dilated network to encode the causal relationship of traffic time series
features and further uses the model to generate traffic sending behavior fea-
tures to solve the problem of insufficient recognition of small sample traffic with
Gaussian distribution in encrypted traffic datasets. In the experimental part, this
paper combines the encrypted traffic generation model with the adaptive coding
model to achieve accurate identification of encrypted traffic data and compares
it with relevant research schemes. The proposed flow generation algorithm can
adaptively learn the feature distribution of encrypted traffic, thereby improving
the prediction accuracy.
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Abstract. Taking into consideration the security concerns surrounding steganog-
raphy due to the infiltration of dense images during the image stealth process, this
article proposes the addition of a noise layer between the embedded information
and decoding information of the SteGAN model in order to train the dense image
to resist noise attacks. To improve the stabilization of the discriminator’s train-
ing, the principle of spectral normalization is applied to mitigate the convergence
speed of the discriminator. This will enable the networks to continue training and
enhance the confrontation between stealth and stealth analysis. Finally, the model
is trained on the COCO dataset. The experimental results reveal that the dense
image obtained through noise layer training performs well in terms of impercepti-
bility, with a decoding accuracy rate of more than 90% for all confidential images
trained by the noise, except for JPEG compression. Moreover, it can effectively
protect against the detection of stealth analysis tools.

Keywords: Image Steganography · Steganography Generative Adversarial
Network · Spectral normalization · Steganographic analysis

1 Introduction

In the field of steganography, robustness is a critical component of steganographic secu-
rity. It serves as a key indicator of the carrier image’s ability to withstand attacks and
maintain the integrity of the encoded information. Ideally, the carrier image should
remain intact during transmission to the decoder, but noise attacks can cause damage
in the form of cropping, compression, or addition. Despite these potential attacks, the
decoder must still be able to accurately extract the secret information. This reflects the
robustness of the carrier image and can be an important factor in assessing the security
of steganography.

Volkhonskiy et al. were the first to propose combining Generative Adversarial Net-
works (GAN) with information steganography, and proposed the Steganographic Gener-
ative Adversarial Networks (SGAN) [1] model, which Yang et al. improved the embed-
ding simulation network (TES) in ASDL-GAN [2] for the problem that it is difficult
to back propagate, and used Tanh simulator instead of it, and considering the ability
of the discriminator to resist steganalysis, channels are added to the discriminator so
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that it can resist steganalysis detection against channels. The structure of encoding-
decoding network has similarity with steganography in that both fuse the data first and
then extract them. Hayes et al. combined the encoding-decoding structure with infor-
mation steganography and proposed Steganography Generative Adversarial Network
(SteGAN) [3] information steganography model. Using common carrier images with
embedded information as binary information as input to generate steganographic images,
but too much steganographic information embedded in the model during training will
lead to the problem of gradient disappearance of the model, which cannot be trained
for a long time, resulting in low quality of the generated steganographic images. Zhu
et al. proposed another steganographic model of generative adversarial network, Hiding
Data with Deep Networks (HiDDeN) [4]. This model has a similar network structure
as SteGAN, and is characterized by adding a noise layer to the information embedding
process to train the noise on the carrier image, making it resistant to noise attacks and
capable of decoding with high accuracy even after noise attacks.

Some steganographic models perform the steganographic task in an idealized sit-
uation without considering the possible attacks on the carrier image in the process of
transmission, and, when the steganographic capacity of the model is increased, the qual-
ity of the carrier image is improved, but it is also vulnerable to attacks by third parties to
corrupt the carrier image to obtain secret information, and the attacks on the image gener-
ally involve noise, so in this paper A noise layer is incorporated between the encoder and
decoder of the SteGANmodel, which is used to simulate the attacks that the carrier image
may suffer during transmission, hoping to improve the robustness of the carrier image
by training the model to make it resistant to distortions generated by various noises; and
to stabilize the training of the discriminator network so that it can converge stably and
generate adversaries to optimize the network [5]. Therefore, the Robust Steganography
Generative Adversarial Network (RS-GAN), a secure steganography scheme based on
Steganography Generative Adversarial Network is proposed.

2 Solutions

2.1 SteGAN

Figure 1 depicts the SteGANmodel, a three-way adversarial system containing a genera-
tor (Alice), a discriminator (Bob), and a steganalysis (Eve). Alice creates a carrier image
by merging a carrier image with a random binary sequence of secret messages and sends
it to Bob to extract the confidential information from the carrier image. Meanwhile, Eve
functions as a steganographic analyzer, detecting the presence of the secret message in
the received image to evaluate the steganographic security.

In continuous adversarial learning, Alice learns to conceal secret information in any
carrier image, while Bob fine-tunes the steganography algorithm by parsing Alice’s car-
rier image to accurately recover the information. Eve optimizes the network structure,
making it easier to differentiate between carrier and steganography images and counter-
acts Alice and Bob through the adversarial game to enhance their learning ability. The
ultimate goal is to achieve a Nash equilibrium between the two sides.
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Fig. 1. SteGAN model diagram

The objective function of SteGAN is expressed as:

min
G

max
D

max
S

V (S,D,G) = EX∼Pdata(X )(logD(x)) + Ez∼Pnoise(z)

(log(1 − D(G(z)))) + Ez∼Pnoise(z)(logS(Stego(G(z)))) + log(1 − S(G(z)))
(1)

G is the generator network; D is the discriminator network; S is the steganography
analyzer; Stego(x) denotes the result of embedding secret information in the carrier;
Pdata(x) is the image data distribution; x is the real data sample of the training set;
Pnoise(z) is the carrier image distribution; z denotes random noise; Ex∼pdata(x) denotes
the expectation of the sample data; Ez∼pnoise(z) denotes the expectation of the generated
data.

The information embedding process of SteGAN is done when training the generator
network, and the secret information extraction process is implemented when training
the discriminator network, and their respective loss functions can be written as:

LBob(θA, θB,M ,C) = d
(
M ,B

(
θB,C ′)) = d(M ,B(θB,A(θA,C,M ))) =

d
(
M ,M ′) = (∑n

i=1 (Mi − Mi′)2
) 1
2
, (2)

LEve
(
θE,C,C ′) = −y · log(θE, x) − (1 − y) · log(1 − E(θE, x)), (3)

LAlice(θA,C,M ) = λA · d(
C,C ′) + λB · LBob + λE · LEve

(
θE,C ′). (4)

In this equation, represents the parameters of Alice, Bob, and Eve, respectively; is
the steganographic information; is the carrier image; is the carrier image; represents
the output of Alice on and; represents the output of Bob on; represents the output of
Eve on and; and are both discrete random variables, when, 0 when,1; represents the
EL (Euclidean Distance) distance between the secret message and the reconstructed
secret message; represents the weights occupied by the three losses, respectively. In
this equation, θA, θB, θE represents the parameters of Alice, Bob, and Eve, respectively;
M is the steganographic information; C is the carrier image; C ′ is the carrier image;
A(θA,C,M ) represents the output of Alice on C andM ; B

(
θB,C ′) represents the output

of Bob on C ′; E
(
θA,C,C ′) represents the output of Eve on C and C ′; x and y are both
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discrete random variables, when x when x = C ′, y = 1; d
(
M ,M ′) represents the EL

(Euclidean Distance) distance between the secret message and the reconstructed secret
message; λA, λB, λE represents the weights occupied by the three losses, respectively.

The shape of both the carrier image and the generated carrier image is C ×H ×W ,
C represents the number of channels of the image, and the data sets used are all color
images, so the value of C is 3; W is the width of the carrier image; H is the height of
the image.

The discriminator obtains the carrier image and tries to extract the secret information
M ′ from the carrier image, and evaluates the merit of the discriminator network by
judging the difference between M and M ′.

The steganography analyzer plays the role of discriminative classification in the
model, it receives carrier image and carrier image as input and determines whether the
image is a carrier image or a carrier image from these two types of images.

2.2 Design of Noise Layer

(1) Dropout noise
In the process of transmitting a carrier image, the first consideration should be

the random distortion caused by noise. When designing this module, we assume that
some pixels of the carrier image will be lost. To introduce random noise, we replace
the lost pixels with pixels of the same position in the carrier image. The replaced
pixels are invisible to the humanperception system, but play a crucial role in encoding
the secret message. During decoding, the decoder extracts as much information as
possible and learns to deal with the redundant information in the carrier image. The
distortion ratio can be regulated by controlling the intensity factor p, which ranges
from 0 to 1.

(2) Cropout noise
The Cropout operation uses the same idea as the Dropout operation, and takes

the same p-value to control the distortion ratio. The similarity is that both are the
result of pixel replacement, using the pixels of the carrier image to replace the pixels
of the carrier image.

(3) Crop noise
The cropping operation is to crop the dense image according to a certain ratio to

get a noisy image, and the cropped image/dense image is called the cropping ratio,
which is denoted by k and takes a value between 0 and 1.

(4) Gaussian noise
Gaussian noise, as the name implies, is associated with a Gaussian distribution,

and the probability density function of this noise follows a Gaussian distribution.
Gaussian noise iswidely used, not only in electronics, but also often in digital images.
In this paper, we use Gaussian noise to add noise to images, using a 3 × 3 Gaussian
filter templates, with the center of the template as the coordinate origin for sampling
[6]. The coordinates of the template at each position, as shown in Fig. 2 below,
where the i-axis (same position as the x-axis) is horizontal to the right and the j-axis
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(opposite direction to the y-axis) is vertical to the bottom, and the Gaussian two-
dimensional function is shown in Eq. 5, where σ denotes the intensity coefficient,
and the specific values are described in the experimental section.

G(x, y) = 1

2πσ 2 e
− x2+y2

2σ2 , (5)

Fig. 2. 2D Gaussian distribution function and corresponding (x,y) coordinate values in the 3 * 3
filter

(5) JPEG compression
we use an approximate simulation of JPEG compression in HiDDeN, where

the quantization value is theoretically equivalent in terms of information to limit
the amount of information that can pass through the “channel”. In order to limit
the amount of information that can be passed through a particular frequency domain
channel, noise layerswere created to simulate JPEGcompression. These layers apply
aDCT transform using a span 8 convolutional layer, with each filter corresponding to
a fundamental vector in the DCT transform. Thus, the network activation represents
the DCT domain coefficients of the encoded image. Masks are then applied to the
DCT coefficients to limit the information flow; higher frequency coefficients are
more likely to be discarded, simulating JPEG differentiable compression as in Fig. 3.
Then, transposed convolution is used to generate the noisy image for the inverseDCT
transform.

Fig. 3. Simulated JPEG Differentiable Compression

In summary, JPEG compresses an image by performing a discrete cosine trans-
form (DCT) to give a grid of frequency components, which are then quantized, while
higher frequency components are quantized more aggressively, with bright red indicat-
ing stronger quantization. The DCT transform can be implemented as a single span of 8
convolutional layers with a fixed 64 filters based on the DCT, but due to the quantization
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step, JPEG compression is indistinguishable due to the quantization step. Therefore, two
different approximations are used to train the model, JPEG-Mask zeroes out a fixed set
of high frequency coefficients, while JPEG-Drop zeroes out the channels with a higher
probability of descent.

Call the corresponding layers JPEG-Mask and JPEG-Drop. JPEG-Mask applies a
fixed mask, keeping only 25 low-frequency DCT coefficients in the Y-channel and 9
in the U, V-channel (immediately after JPEG, more information is also kept in the Y-
channel). The other coefficients are set to zero. In real JPEG compression, the coarser
the quantization of a coefficient, the more likely that coefficient will be zeroed out in
the simulation of the neural network. Both methods are successful in generating models
that are robust to real JPEG compression.

(6) Pepper noise
In the most common noise in digital images, pepper noise is considered one of

them, in fact, pepper noise is two kinds of noise, one is pepper noise, the other is salt
noise, from the naming of its characteristics can be seen, the former will generally
produce black noise, belonging to low gray noise, the latter will produce white noise,
belonging to high gray noise, but usually both appear at the same time, generally
by the image sensor, transmission channel and decoding processing, etc. produced
by the black and white see the bright and dark spots of noise, in the image to see is
black and white miscellaneous dots [7].

(7) Mean filtered noise
The common use of mean filtering is noise reduction, where a simple average of

the pixels included in the filter mask field is calculated, but mean filtering has some
limitations and can have the negative effect of blurring edges, which is caused by
sharp changes in image grayscale that create image edges.Mean filtering has another
important role when roughly describing an image that needs to be blurred, where
smaller objects in the image will blend in with the background and larger objects
will become speckle-like and easy to detect. In this paper, the common mean filter
is used and then the noisy image is obtained by convolution operation of the image
to be processed [8].

2.3 Introduction of Spectral Normalization

Usually, when training GAN, it is difficult for the generator and discriminator to reach
Nash equilibrium, especially the discriminator can determine the truth or falsity of the
image too early, making it impossible to perform gradient update and stagnating the
optimization of the generator, so the training of GAN has been a difficult problem to be
solved.

Spectral normalization decomposes the parameters W of each layer of the neural
network as SVD and then limits its maximum singular value to 1, dividing by the
maximum singular value ofW after each update ofW . The maximum stretching factor
of each layer for the input x does not exceed 1 [9].

gl(x) − gl(y)

x − y
≤ 1, (6)



Secure Steganography Scheme Based on SteGAN 493

For the whole neural network f (x) = gN (gN−1(. . . g1(x) . . .)) naturally satisfies the
Lipschitz continuity as well.

The power iteration initializes a random û and then iterates û and v̂ according to the
following equation:

ν̂ = WTû
∣∣∣∣WTû

∣∣∣∣
2

, û = WTν̂
∣∣∣∣WTν̂

∣∣∣∣
2

(7)

The maximum singular value W of the final matrix σ(W ) can be obtained from û
and v̂ as follows:

σ(W ) ≈ ûWT v̂, (8)

After obtaining σ(W ), the network performs a spectral normalization of the
parameter W W for each update of the parameters:

W = W

σ(W )
, (9)

The spectral normalization constraint, which constrains the Lipschitz constant of the
discriminator by constraining the spectral norm of the weight matrix of each layer of the
network of the discriminator of the GAN, enhances the stability of the GAN during the
training process [10].

2.4 RS-GAN Model Structure

After describing the noise produced by the noise layer, this paper inserts the noise layer
between the generator and the discriminator to simulate noise attacks. Additionally,
the discriminator uses spectral normalization to enhance encoder training stability. The
model construction is displayed in Fig. 4.

Fig. 4. RS-GAN model
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After embedding the steganographic data into the carrier image, the encoder intro-
duces noise into the image using a predefined noise layer. The distorted image is then
decoded by the decoder to retrieve the secret information. The decoder then compares
the retrieved information with the embedded information to generate loss values that are
used to train the encoder. Meanwhile, the discriminator analyzes the received images to
distinguish between the embedded and non-embedded ones. The network structure of
the discriminator is illustrated in Fig. 5.

Fig. 5. Discriminator structure

This paper proposes a secure steganography model based on generative adversarial
network, focusing on steganography security and addressing the issue of information
leakage that may occur following an attack on classified images. A noise layer is added
during the steganography embedding and extraction processes to simulate noise attacks,
ensuring that the final trained classified image is capable of withstanding such attacks.
The noise layer consists of various techniques, including Dropout, Cropout, cropping
noise, JPEG compression, Gaussian noise, mean filtered noise, pretzel noise, and hybrid
noise. JPEG compression, being non-differentiable in its quantization process, can only
be approximated in training. However, the GAN model’s training of the discriminator
often leads to gradient explosions,making network optimization and the quality of gener-
ated carrier images difficult to achieve. To stabilize the network training, we incorporate
spectral normalization into the discriminator network structure.
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3 Training of Models

The experiments were run on a server with an Intel(R) Xeon(R) CPU E5–2620 v3
@2.40GHz processor, using 64GByte of memory, with an operating system of NVIDIA
Tesla T4 GPU and Ubuntu 16.04. The RS-GAN model was trained and evaluated using
the COCO dataset. The COCO dataset is The COCO dataset is a large, rich object
detection, segmentation, and captioning dataset with more than 1.5 million individuals
in the entire dataset. Therefore, the COCO dataset is very large and complex [11], which
can well confirm the performance of the RS-GAN model proposed in this paper. The
COCO dataset is preprocessed and cropped to a size of 360 × 360 images.

4 Experimental Results and Analysis

4.1 Steganography Capacity

The formula for calculating the steganographic capacity is shown in (10).

K = Q

N × N
, (10)

Q is the number of bits of secret information (random information);N is the pixel
value of the image. A Q -bit random message is connected to each sample of each data
set, varying the size of the message Q to test the limit of the amount of information that
can be effectively hidden in the carrier image. The dataset used consists of 32 pixels
by 32-pixel images, which corresponds to a steganographic capacity of approximately
0.1 bpp to 0.7 bpp when setting Q to 100 to 700.

The results of comparing the steganographic capacity of RSGAN with other models
are shown in Table 1. The maximum capacity of RSGAN can reach 0.6 bpp, while the
maximum capacity of other steganographic models is 0.4 bpp, which means that the
embedding capacity of RSGAN model can be increased by 50% compared with other
models.

Table 1. Model capacity comparison

RSGAN HiDDeN SteGAN SGAN

Number of image bits /bit 32 16 32 64

Steganography capacity /bpp 0.6 0.2 0.4 0.4
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4.2 Imperceptibility

Maintaining good image quality after a noise attack is crucial, with imperceptibility
being a key characteristic. Evaluation metrics such as MSE, PSNR, and SSIM from the
previous section are still used for evaluation criteria. As shown in Fig. 6, the carrier
image is trained by combining different types of noise, divided into two layers, with the
top layer being the carrier image and the bottom layer containing the carrier image along
with various noise types.

The results ofDropout, Cropout, cropping noise, Gaussian noise, JPEGcompression,
pretzel noise, mean filter, andmixed noise training are displayed from left to right in each
column of the figure. Each type of noise is trained separately to produce steganographic
images that are resistant to specific noise attacks. However, when trained together, the
resulting images can resist most noise attacks. The training parameters used for each
noise type vary, mainly corresponding to different noise coefficients. For instance, in
Dropout, the pixel loss ratio is set to 0.3 during training, while in Cropout, the pixel
loss ratio is set based on block operation, with crop noise set to 0.03 during training.
In Gaussian noise, the fuzzy noise coefficient is set to 2.0. The coefficients set for each
noise layer greatly impact the decoding accuracy, with different coefficients involving
varying degrees of secret loss. The decoding accuracy will be further described in the
following section.

Dropout Cropout Crop Gaussian    JPEG Pepper filtering Mixed

Fig. 6. Trained carrier density images for each noise

The findings of this research paper demonstrate that combining the RS-GAN model
with the noise layer yields results that are almost identical to those perceived by the
human perceptual system. Both the specific and mixed noise can be adjusted according
to the image being used, without compromising visual quality. This suggests that intro-
ducing specific or mixed noise during the encoding process of dense images can help
these images withstand noise attacks, without diminishing their visual appeal. Further-
more, to assess the quality of the carrier images, PSNR and SSIM were used to evaluate
image quality.



Secure Steganography Scheme Based on SteGAN 497

Table 2. Carrier image quality assessment

dropout cropout crop gaussian JPEG

PSNR 32.15 31.48 32.24 30.76 28.26

SSIM 0.93 0.94 0.92 0.91 0.89

JPEG pepper mean filtering mixing Noise

PSNR 28.26 29.38 30.24 31.62

SSIM 0.89 0.90 0.92 0.91

Based on the findings in Table 2, it is evident that the maximum PSNR and SSIM
indices of the carrier image in Chapter 3 are 27.36 and 0.90 respectively, at a stegano-
graphic capacity of 0.6 bpp. However, the PSNR index of the noise-trained carrier image
exceeds 27.36, and the SSIM index values are mostly above or equal to 0.90, except for
JPEG compression. These results indicate that the RS-GANmodel does not significantly
reduce the PSNR and SSIM values; instead, it mostly enhances them. Therefore, noise
training can contribute to improving the quality of the carrier image and obtaining a
noise-resistant carrier image.

4.3 Decoding Accuracy

With the guarantee of good image imperceptibility, another important index is the accu-
racy of decoding, which is still guaranteed after the image has been attacked by noise,
and the accuracy of evaluation of extraction is calculated using Eq. 11 [11].

acc = 1 − BER(Wt,Wt ′) = 1 −
∑Lw

l=1 XOR(Wt(l),Wt ′(l))
Lw

, (11)

where BER represents the BER, Wt represents the embedded secret message, Wt ′ rep-
resents the decoded message, and Lw represents the length of the embedded secret
message.

In image steganography, the accuracy of decoding is of utmost importance post
transmission of confidential information.While designing the noise layer, Dropout noise
and Cropout noise employ p-value to determine the carrier image’s rate of pixel loss. The
lost pixels of the carrier image are then substituted with the image itself. Consequently,
we conducted a comparison of decoding accuracy for different p-values. Training by
noise attack leads to loss of confidential information, and complete decoding accuracy
cannot be achieved. Table 3 presents the decoding accuracy following the training.
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Table 3. Decoding accuracy of Dropout and Cropout with different P values

ratio value P = 0.1 P = 0.3 p = 0.5 P = 0.7 P = 0.9

no 95% 89% 82% 71% 61%

dropout 98% 98% 92% 71% 76%

cropout 99% 99% 93% 72% 74%

mixed 97% 97% 92% 69% 59%

From Table 3, the decoding accuracy of carrier-intensive images with Dropout and
Cropout combined with noise training has not been reduced when p value = 0.3, and
the decoding accuracy gradually decreases when p value is greater than 0.3, so the p
value of image replacement ratio for both Dropout and Cropout is chosen at p = 0.3.
Noise-free training is the carrier image obtained without combining noise layer, and
then noise attack is performed on such carrier image. When p = 0.1, the decoding
accuracy of carrier image without noise training has been reduced, and the decoding
accuracy gradually decreases with the increase of carrier image loss ratio. In contrast,
the decoding accuracy of the carrier image after combining noise training has improved
comparedwith that of the carrier imagewithout noise training, and the decoding accuracy
of the carrier image remains above 95% after combiningmixed noise training, indicating
that the carrier image can resist noise attack after noise training and can still reach 95%
decoding accuracy.

For the effect brought by the training crop operation on the decoding accuracy of
the carrier image, the decoding accuracy is significantly reduced when the crop ratio
k = 0.1 of the carrier image, and the decoding accuracy is only 70% after combining
with the noise training, which is already impossible for the accuracy of the information
transmission, so the value of the crop ratio can only be obtained experimentally in the
direction of getting smaller and smaller, and the obtained crop The decoding accuracy
related to the ratio value is shown in Table 4.

Table 4. Decoding accuracy of different P-value clipping noise

Ratio value k = 0.01 k = 0.03 k = 0.05 k = 0.07 k = 0.1

no 90% 82% 73% 65% 56%

crop 98% 98% 89% 82% 71%

mixed 97% 97% 92% 69% 59%

From Table 4, the crop ratio of the laden secret image has a large impact on the
decoding accuracy of the secret information. At k = 0.1, the decoding accuracy is still
below 80%, far from the usable requirement, regardless of whether noise training is
used or not. When the k value is reduced to 0.03, the decoding accuracy after training
for the specific crop operation is at 98%, and the result of mixed noise is also at 97%,
which has reached the decoding accuracy did not change even when the k value was
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further reduced, indicating that the k value was already the maximum value that could
be trimmed.

The difference of Gaussian blurred noise lies in the value of standard deviation σ.
With different values of σ, the blurring degree of carrier image is different. Gaussian
noise has a greater impact on the visual effect of carrier image, but less impact on
the decoding accuracy. During the experiment, the initial value of σ is determined at 1
according to the experience of researchers, and then the boundary value of σ is found
from both sides. The relevant taking data are shown in the table.

Table 5. Decoding accuracy of Gaussian noise with different σ values

Ratio value σ = 1 σ = 1.5 σ = 2 σ = 2.5 σ = 3

no 82% 80% 71% 62% 58%

gaussian 97% 98% 98% 93% 89%

mixed 97% 97% 92% 69% 59%

FromTable 5, it can be concluded that at σ = 2, the influence of Gaussian noise on the
decoding accuracy of the carrier image gradually increases and the decoding accuracy
gradually decreases, so the value of σ is taken as 2. Comparing the decoding accuracy of
the carrier image trained by Gaussian noise with that of the carrier image without noise
training, at σ = 1, the decoding accuracy of the carrier image without noise training
has been to 82%, which is already lower than 95% of the usable standard, while after
Gaussian noise training, the decoding accuracy at σ = 2 is still at 98%, which meets the
usable steganographic requirement.

The remaining noise does not have the problem of determining the coefficients and is
also used directly in the training process, and the decoding accuracy is shown in Table 6.

Table 6. Decoding accuracy of each noise

No JPEG No Mean filtered No Pepper

Ratio value 47% 78% 76% 98% 73% 96%

From Table 6, it can be seen that the decoding accuracy of the carrier image without
noise training is generally not high, especially in JPEG compression, the decoding accu-
racy of the carrier image without noise training is only 48%, but when trained with the
noise incorporated into JPEG compression, the decoding accuracy increases by 31%,
but overall, the decoding accuracy of JPEG compression is much lower than that of other
noise The reason for this is that when the noise layer is designed, JPEG compression
has a non-differentiable quantization process, which can only approximate the JPEG
compression process and has a large impact on the decoding accuracy, which is only
78%, and this is also the direction that needs to be researched subsequently.
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4.4 Steganography Security

The StegExpose steganalysis tool is used to detect the carrier images, and the carrier
images trained with different noise layers are selected for detection, and the results are
shown in Table 7:

Table 7. Detection rate of steganalysis for each noise at different embedding capacities

0.4 bpp 0.5 bpp 0.6 bpp

no 0.54 0.57 0.61

dropout 0.40 0.45 0.49

cropout 0.42 0.44 0.48

crop 0.41 0.43 0.47

gaussian 0.43 0.44 0.40

JPEG 0.52 0.56 0.61

pepper 0.42 0.41 0.47

mean filter 0.41 0.40 0.44

As can be seen from Table 7, from the overall results, compared with the detection
results of the steganalysis resistance of the model in Chapter 3, the steganalysis resis-
tance of the carrier image after the noise layer training has improved compared with the
previous one, but the results after the JPEG compression training have only improved by
about 2%, especially when the steganographic capacity reaches 0.6 bpp, the detection
rate of the steganography tool has exceeded 60%, and the reason for this is that when
simulating the JPEG compression The reason for this is that when simulating JPEG
compression, JPEG compression training cannot be fully performed, and only approxi-
mate simulation operations can be performed. This point needs to be improved later. The
detection rate of steganalysis does not exceed 50% for the other carrier images, which
means that the carrier images can effectively resist the detection of the steganalysis tool
at this time.

One of the main features of the image steganography algorithm based on generative
adversarial networks is that it can embed the secret information in complex regions of
the image texture, making the impact on the image generation smaller and the embed-
ding location hidden. In image steganography, the network responsible for information
steganography continuously tries to embed the secret information in different regions of
the image, while the steganalysis network analyzes different regions of the image to find
the location of the secret information embedding. As the network is trained, the steganal-
ysis network gives feedback to the steganalysis network, which makes the steganalysis
network begin to optimize, and the steganalysis network gradually selects the embed-
ding location in the complex area of image texture, currently the steganalysis network
seems to be incompetent, and gradually it is difficult to find the embedding location of
the carrier image, and the distinction between the carrier image and the carrier image is
balanced.
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In order to verify whether the embedding position of the secret information is in the
complex region of the image texture, in this paper, the embedding position is observed
using the residual map of the carrier image and the carrier image [12], and the results
are shown in Fig. 7:

Fig. 7. Analysis of the embedding position of the carrier image

As can be seen from the figure, the white part indicates the embedded information
points, which are the markers of the altered image. The secret information is embedded
in the complex area of the image texture or in the darker area of the image color, making
the impact on the carrier image smaller.

5 Conclusion

In this study, we present a secure steganography scheme called RS-GAN that is designed
to resist noise attacks. RS-GAN includes a noise layer between its encoder and decoder to
mimic noise attacks, and utilizes the COCO dataset to train the carrier image with noise
attack resistance. To stabilize the discriminator during training, spectral normalization
is added to the middle of the discriminative network. Our experimental results demon-
strate that carrier images generated by the RS-GANmodel show robustness against noise
attacks, and exhibit decoding accuracies above 95% for each noise layer at a stegano-
graphic capacity of 0.6 bpp, except for JPEG compression. Furthermore, the detection
rate of other noise-trained carrier images is less than 60% when subjected to stegano-
graphic analysis using the tool StegExpose. These findings suggest that detecting these
steganographic images is only slightly more effective than random guesses. In future
studies, we will explore better optimization methods for JPEG compression to improve
overall performance.
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Abstract. The Automatic Dependent Surveillance–Broadcast (ADS-B) system
is an essential component of the air traffic system. However, its protocol lacks
data encryption and authentication, making it highly vulnerable to various decep-
tive attacks. ADS-B data represents typical multivariate time series, and existing
solutions have limitations as they fail to capture relationships between features. In
this paper, we propose a new self-supervised framework called SR-GNN. It lever-
ages spectral residual (SR) to identify and remove point anomalies and utilizes
two graph neural networks to capture relationships between time series. Finally,
the model is jointly optimized using prediction and reconstruction. To address
this issue, we create an evaluation dataset using commonly used trajectory mod-
ification methods. Through extensive experimentation, we demonstrate that the
proposed method significantly outperforms other models.

Keywords: Anomaly Detection · Multivariate Time Series · Graph Neural
Networks · ADS-B · Air Traffic Security

1 Introduction

Automatic Dependent Surveillance–Broadcast (ADS-B) is a surveillance technology in
which an aircraft determines its position via satellite navigation and periodically broad-
casts it, enabling it to be tracked [1]. ADS-B significantly enhances the efficiency and
safety of air traffic control (ATC). Compared to traditional radar surveillance technology,
ADS-B costs less, has fewer errors, and can provide more accurate data. The technol-
ogy enables real-time surveillance and seamless coverage and is suitable for various
aviation applications, such as flight monitoring, air traffic control, and flight safety man-
agement. ADS-B has digitalized and automated flight surveillance on a global scale,
gained recognition for its accuracy and efficiency, and has been widely used in many
flight and navigation systems.

However, due to the unencrypted broadcast method used by the ADS-B system, it is
subject to a series of security threats, such as information spoofing, location deception,
and interference. Attackers can mislead other aircraft or ground control systems, and
even cause serious air accidents, by tampering with ADS-B messages or injecting false
information [2, 3].
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Therefore, ensuring the security of the ADS-B system has become one of the crit-
ical issues in the field of ADS-B research, and a hot topic in related technologies.
The academic and industrial communities are continually exploring and researching
how to improve the security of the ADS-B system. In existing solutions, some clas-
sic anomaly detection methods are distance-based, such as One-Class Support Vector
Machines (OCSVM) [4], while others evaluate whether the data is anomalous based
on reconstruction errors, such as AutoEncoder (AE) [5] and Variational AutoEncoder
(VAE) [6]. However, ADS-B includes multiple sensor information, such as latitude, lon-
gitude, speed, altitude, heading, etc., which are interrelated, and these schemes do not
consider the correlation between multiple variables. Recent advances in Graph Neural
Networks (GNN) [7]in anomaly detection, including Graph Convolutional Networks
(GCN) [8], Graph Attention Networks (GAT) [9], and Multi-Relation Networks [10],
have effectively overcome this limitation by applying GNN to the anomaly detection of
ADS-B. This paper uses a Graph Neural Network model combined with spectral residu-
als [11] to predict and reconstruct ADS-B data for anomaly detection. The contributions
of this paper are as follows:

1. To the best of our knowledge, this is the first time that the graph attention mechanism
has been applied to anomaly detection of ADS-B data.

2. By amplifying anomaly information through spectral residuals and combining
prediction and reconstruction, we perform anomaly detection on ADS-B data.

3. We use a complete data framework with existing tools, including data cleaning,
feature extraction, and model training data serialization. Emphasis is placed on
reproducibility through the open code repository.

4. Through comparative experiments with different existing machine learning anomaly
detection models, our method performs well in ADS-B detection.

Fig. 1. The Automatic Dependent Surveillance–Broadcast (ADS-B) system
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2 Background

2.1 ADS-B Protocol Overview

The ADS-B system is illustrated in Fig. 1. Aircraft are equipped with ADS-B transmit-
ters, which acquire the aircraft’s specific location information through the Global Nav-
igation Satellite System (GNSS). The transmitter then continuously broadcasts ADS-B
messages comprised of a series of aircraft state information. TheADS-B system includes
two subsystems: ADS-B IN and ADS-B OUT.

ADS-B IN receives ADS-B messages broadcast by surrounding aircraft, and then
displays the received information on the cockpit traffic information display to enhance
the awareness of the surrounding situation. On the other hand, ADS-B OUT broadcasts
the aircraft’s ADS-B messages at a fixed transmission frequency to surrounding aircraft
and ground stations.

2.2 Main Risks of the ADS-B

Due to the lack of security measures, ADS-B is highly susceptible to various types
of cyber attacks. For instance, the mobile application, Plane Finder AR, can provide
real-time information about any flight; at the Black Hat Conference in 2012, Costin
and Francillon proved that a counterfeit aircraft could easily be incorporated into real-
time monitoring screens using a low-cost ADS-B transmitter [3]. The International Civil
Aviation Organization (ICAO) has become aware of the vulnerabilities of ADS-B and
has recommended research into the security ofADS-B to find possible security solutions.
This section will discuss active attacks in ADS-B.

Active attacks in ADS-B represent a method of creating chaos and terror in the air.
The adversary in active attacks attempts to affect flight operations, including altering
ADS-Bmessages or generating false assertions. The types of active attacks are as follows:

• Denial-of-Service (DoS) Attacks: DoS attacks can inundate ADS-B receivers by
emitting sufficient power on the 1090 MHz frequency in Mode S. Interference can
disrupt specific aircraft, specific ground stations, or even entire areas covering ground
stations and aircraft. In this way, all ADS-B message traffic in the affected area can
be effectively invalidated. Although DoS attacks are common problems in wireless
communications, due to the complexity of airspace and the importance of commu-
nication, the impact of DoS attacks on aircraft communication is particularly severe.
DoS attacks are low-difficulty attacks. Schafer et al. demonstrated this attack by con-
tinuously sending white noise to a ground station, resulting in denial of service [12].
Due to high power interference, it is challenging to cause a blackout in an area with a
variety of ADS-B receivers. A powerful jamming attack can devastate a high-density
area if the interference leads to collision avoidance failure. Due to the high-speed
maneuverability of aircraft, it is relatively difficult to interfere with aircraft in flight.

• Message Injection: Since ADS-B messages are not authenticated, attackers may
inject illegal ADS-B messages into the ADS-B system without being detected. For
example, this attack could create phantom aircraft visible to both pilots and ATC,
causing pilots to interact with these fake aircraft or ATC to unnecessarily guide the
fake aircraft to land or deny the real aircraft landing. As fake valid messages also have
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the correct message format, it is hard to distinguish fake messages from real ones,
so any ADS-B receiver will consider these fake messages as legitimate information.
Because phantomaircraft are difficult to separate from real aircraft, countless phantom
aircraft will flood the sky in case of an attack, causing ATC services to completely
break down. Schafer et al. demonstrated the feasibility of phantom aircraft injection
using software-defined radio connected to a computer flight simulator [13].

• Message Deletion: This type of deletion attack uses constructive or destructive inter-
ference to make ADS-B messages disappear from the radio frequency medium.
Destructive interference overlaps the original ADS-B signal with a reverse signal
synchronously to cancel or significantly attenuate the legitimate signal. This attack
requires precise and complicated timing, making it extremely challenging in practice.
Constructive interference doesn’t require precise timing synchronization and causes
errors in the transmitted messages. As 1090ES can correct up to 5 bit errors for
each message, messages that exceed this limit will be automatically discarded by the
ADS-B receiver as damaged, effectively deleting the message. This attack requires
careful positioning of the interfering transmitter to successfully delete messages from
a distance of 100 km [13]. In addition, the attacker can combine the deletion of infor-
mation with injection to change the position of the aircraft. The attacker first deletes
all messages on the aircraft and then injects a message seemingly from the aircraft
that changes position. For a successful attack, the injected message has a higher
transmission power than the deleted message. Apart from modifying the position,
this attack might also inject information, indicating an existing aircraft is in an emer-
gency or being hijacked. False emergencies or hijackings will severely mislead air
traffic controllers.

• MessageModification:Messagemodifications at the physical layer includemasking
and bit flipping. Masking uses a high-power signal to replace all or part of the target
information. Bit flipping overlaps a signal onto the original signal and flips multiple
bits from 0 to 1, and vice versa. In both cases, arbitrary data can be injected without
the participant’s knowledge. This effect can also be achieved by combining message
deletion with injection. However, because the manipulated message was initially
legitimate, modifying messages might be more dangerous than injecting entirely new
messages. Existing work also proves the feasibility of this message modification [14,
15].

2.3 Adversarial Model

Given the actual flight conditions of the aircraft, this paper considers two types of anoma-
lies. The first type is self-failure anomalies of the aircraft, i.e., when the aircraft suffers
a failure, it cannot navigate as specified by Air Traffic Control (ATC). The second type
of anomaly is the one caused by an attacker’s attack.

Since there is no securitymechanism in theADS-B protocol and themessages are not
encrypted broadcasts, any individual with anADS-B receiver can use the device to obtain
data from the ADS-Bmessages. Particularly, one can now purchase ADS-B transmitters
abroad, and these devices can be used to inject ADS-B information into the airspace
to execute flood attacks, or ghost aircraft injection, etc. Therefore, it is reasonable to
assume that attackers will have the capability to eavesdrop and forge, to obtain ADS-B
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messages within the reception range, and to inject false data using Software Defined
Radios (SDR).

Understanding the adversary’s capabilities is very helpful in analyzing which
anomaly needs to be targeted. Adversaries can be divided into the following two types:

• External adversaries. External adversaries are those who can carry out simple
attacks with ADS-B transmitters, such as attackers on the ground, passengers on
aircraft, or drones. It’s quite possible for external adversaries to perform such attacks,
as transmitting ADS-B messages doesn’t require any authentication information.
Therefore, external adversaries can receive and transmit signals, and carry out DoS,
eavesdropping, and deception attacks, etc.

• Internal adversaries. Internal adversaries typically have access to core system com-
ponents and can affect system behavior through certain operations (mainly including
ATC crew members and aircraft maintenance personnel, etc.). Internal adversaries
can manipulate data processing behaviors, sabotaging the ADS-B system.

After acknowledging the adversary’s capabilities, we can determine the type of
anomalies that adversaries can achieve. Firstly, the adversary can cause the ADS-Bmes-
sage signal to disappear for a period through flooding or certain means. Another ability
is to tamper with the message content, causing the aircraft to send anomalous data incon-
sistent with the real ADS-B data. Considering the series of anomalies mentioned above,
the types of anomalies that this paper eventually considers are as follows:

• Speed anomaly: The speed changes, which may be caused by an aircraft accident,
or it could be a result of an adversary maliciously tampering with ADS-B messages.

• Altitude anomaly: The altitude changes, this anomaly may also be caused by an
aircraft accident, or it could result from an adversary tampering with the real ADS-B
messages.

• Location anomaly: This type of anomaly may be caused by an attacker’s attack on
the one hand, with the attacker injecting information that does not conform to the
aircraft’s flight path into the ADS-B messages, thereby changing the original flight
path. On the other hand, it might be due to an aircraft accident, where the aircraft
deviates from its original trajectory in an unusual way.

3 Related Work

For the security challenges posed by the ADS-B protocol, current solutions can roughly
be segregated into six categories. However, for the sake of brevity, these can be synthe-
sized into two primary categories. The first category pertains to cryptographic encryp-
tion protection schemes, whereas the second relates to feature-based anomaly detection
techniques.

3.1 Encryption Protection Schemes

Valovage et al. implemented symmetric encryption using Message Authentication Code
(MAC) for identity verification in the Universal Access Transceiver (UAT) data link used
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in general aviation aircraft, and employed Public Key Infrastructure (PKI) for encrypt-
ing ADS-B messages [16]. Baek and colleagues proposed an identity-based signature
scheme to address the security issues of ADS-B, simplifying public key management in
PKI systems [17]. He et al. utilized a Three-level Hierarchical Identity-based Signature
(TLHIBS) framework for data authentication, enhancing batch certification and reduc-
ing computational complexity [18]. Due to the signature length reaching thousands of
bits, the communication cost of the ADS-B system increases correspondingly. However,
the available data bits of the ADS-B system are limited, and the high communication
cost is not consistent with the original intention of ADS-B design. Yang et al. conducted
an in-depth study of online ADS-B data streams. The authentication method adopted
the Timed Efficient Stream Loss-tolerant Authentication (TESLA) protocol, used MAC
encryption, and employed delayed key transmission for ADS-B data authentication.
Format-preserving encryption was used for the Aircraft Address (AA) field in ADS-
B, with the reserved fields in the message used to transmit authentication information,
thus achieving lightweight authentication of ADS-B data [19]. Wu et al. put forward a
certificate-less short signature scheme for ADS-B, where the user’s private key is jointly
generated by the Key Generation Center (KGC) and the user [20].

3.2 Anomaly Detection

The aforementioned solutions often require modifications to the current protocol archi-
tecture (e.g., adding encryption or authenticationmechanisms). However, with the ADS-
B system already deployed in most aircraft, such modifications to the existing protocol
are not practical at this stage.

Sampigethaya and Kovell have proposed a solution that uses Kalman filter and group
verification techniques to detect significant deviations in trajectory data [21, 22]. Habler
et al. suggested the use of a seq2seq model of Long Short-Term Memory (LSTM) for
determining ADS-B anomalies. By partitioning the extended ADS-B time sequence
into multiple window blocks using a sliding window, the trained network predicts the
value at the next moment, with anomalies identified based on cosine similarity [23].
Akerman proposed the use of a ConvLSTM encoder-decoder to detect anomalies in
image streams formed by aircraft ADS-B information within a specified range. Their
VizADS-B anomaly detection model also provides relevant operational information for
pilots [24].Melnyk et al. adopted an unsupervisedmodel framework,which uses aVector
Auto-Regressivemodelwith eXogenous variables (VARX) to represent each flight. They
computed a distance matrix between flights and used the Local Outlier Factor (LOF)
method to identify anomalous flights [25]. Das et al. developed MKAD, which can
effectively detect significant anomalies in heterogeneous sequences containing discrete
and continuous variables. Based on kernel functions and One-Class Support Vector
Machine (OC-SVM), MKAD can identify operational conditions in Flight Operational
Quality Assurance (FOQA) data, such as round-trip operations, unusually high-speed
flights, gust-affected flights, and abnormal approaches [26]. Churchill et al. proposed
a hierarchical clustering method for grouping the spatiotemporal trajectories of aircraft
on the airport surface [27]. Olive et al. introduced a method based on autoencoders to
analyze flight trajectories, detect unusual flight behaviors, and infer Air Traffic Control
(ATC) actions from past Mode S data [28].
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Such methods analyze at the data level. Without changing the original system archi-
tecture and standards, they achieve the goal of anomalous ADS-B data determination
with minimal cost.

4 Methodology

4.1 Problem Formulation

The multivariate time series is composed of multiple univariate time series from the
same entity. ADS-B messages are a quintessential example of this, where a single time
series encompasses sequential sensor data, collected with uniform time interval stamps.
We define the problem as follows:

The input of the multivariate time series is represented as X = {x1, x2, . . . , xN},
where X ∈ RM×N . Here, N is the length of the time series, representing the time series
of continuous N timestamps, and M denotes the number of features. xt ∈ x is an M-
dimensional vector, with xt = [

x1t , x
2
t , . . . , x

M
t

]
. For long time series, they are generated

through a sliding window of length T, andWT ∈ RM×T is a set of time series of length
T, which consists of {xt−T+1, . . . , xt} from time t-T + 1 to t.

The task of anomaly detection is to generate an output vector y ∈ Rn, where yi ∈
{0, 1} signifies whether the ith th timestamp is anomalous or not.

4.2 Model Architecture

The overall network structure of SR-GNN is depicted in Fig. 2:
The first layer initially employs the single-variable anomaly detection method,

Spectral Residual (SR) [11], to replace point anomalies in the training data with the
normal values surrounding that timestamp. We posit that point anomalies in aerial flight
are generally system noise. Subsequently, a one-dimensional convolution is used to
extract features from each time series, where the convolution operation demonstrates
excellent performance in terms of local features within the sliding window.

The second layer processes the output from the previous layer through two
graph attention layers, which emphasize the relationships among features and among
timestamps, respectively.

The third layer concatenates the outputs from the first two layers and feeds them
into the RNN [29] and VAE [30], respectively. The RNN is employed to achieve the
prediction results, while the VAE is used for data reconstruction.
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Fig. 2. The SR-GNN of Architecture of for Anomaly Detection in ADS-B Data

4.3 Graph Attention Networks

GAT is capable of modeling relationships between any nodes within a graph. Given a
graph of n nodes {v1, v2, · · · , vn}, where v_i represents the feature vector of each node,
the GAT layer calculates the output representation of each node as follows:

hi = σ

(∑L

j=1
αijvj

)
(1)

Here, hi denotes the output representation of node i, which has the same shape as the input
vi; σ represents the sigmoid activation function; αij is the attention score, measuring the
contribution of node j to node i, where j is one of the neighboring nodes of i, and L
represents the quantity of neighboring nodes. The formula is as follows:

eij = LeakyReLU
(
w� · (

vi ⊕ vj
))

(2)

αij = exp
(
eij

)

∑L
l=1 exp(eil)

(3)

where ⊕ represents the concatenation of representations from two nodes, w ∈ R2m is a
learnable column vector of parameters, where m is the dimension of the feature vector
for each node, and LeakyReLU is a non-linear activation function [32]. In the context
of multivariate time series anomaly detection, we employ two types of graph attention
layers, namely, feature-oriented graph attention and time-oriented graph attention.

Feature Oriented Graph Attention Layer
Each feature is considered as a node, and each edge represents the relationship between
features. The relationships between neighboring nodes are captured by the feature
graph attention layer. Each node xi = {

xi,t | t ∈ [0, n)}, where n is the total number
of timestamps. Figure 1 displays a relationship graph of a node.

Time Oriented Graph Attention Layer
Each feature vector at timestamp t is considered as a node, with neighboring nodes being
other feature vectors within the same time window. In this way, the time-dependency of
the sequence is captured by the time graph attention layer.
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4.4 Training Model

Loss Function of Prediction
The prediction-based model employs an RNN model comprised of Gated Recurrent
Units (GRU) to predict the value at the next timestamp. The loss function is calculated
using the Root Mean Square Error (RMSE):

LOSSpre =
√

∑k

i=1

(
xn,i − x̂n,i

)2 (4)

xn represents the input x = (x0, x1, . . . , xn−1); xn,i represents the ith feature in xn, and
x̂n,i is the output value of the prediction model.

Loss Function of Reconstruction
The reconstruction-based model uses VAE, which provides a probabilistic means to
describe the latent space. Given an input x, the conditional distribution of the output is
pθ (z | x):

pθ (z | x) = pθ (x | z)pθ (z)/pθ (x) (5)

pθ (x) =
∫

pθ (z)pθ (x | z)dz (6)

Calculate the above equation is challenging, so we introduce an inference model
qφ(z | x) to approximate the posterior distribution. The loss function based on
reconstruction can be calculated as follows:

Loss rec = −Eqφ(z|x)
[
logpθ (x | z)] + DKL

(
qφ(z | x)||pθ (z)

)
(7)

Loss Function of Model
The loss of the model is the sum of two loss functions.

Loss = Loss pre + Loss rec (8)

4.5 Threshold Calculation and Exception Score

The model produces two outputs for the input, one is the predicted value and the other
is the reconstruction probability. Finally, an anomaly score si is calculated for each
feature, and the sum of all anomaly scores constitutes the final score. The threshold is
automatically selected using the Peak Over Threshold (POT) method [31].

Score =
∑k

i=1
si (9)

si =
(
x̂i − xi

)2 + γ × (1 − pi)

1 + γ
(10)
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5 Experimental Setup

5.1 Data Collectiom

OpenSky Network is a non-profit flight tracking and aviation data sharing platform
[32]. The project utilizesAutomaticDependent Surveillance-Broadcast (ADS-B) signals
collected by volunteers worldwide to provide open-source aviation data for research,
analysis, and innovation. This platform allows participants to view and analyze flight
data, contributing to improving the efficiency and enhancing flight safety in the aviation
industry.

Traffic is an open-source tool based on Python that allows users to query and down-
load historical data from the OpenSky Network [33]. It simplifies the data collection
process by aggregating different types of ADS-B information such as position, veloc-
ity, and identification, making data cleaning less cumbersome. Sun et al. implemented
a clustering algorithm that separates raw data composed of a series of messages into
well-defined flights once decoded [34]. The ADS-B message transmitters receive posi-
tion and velocity information every half-second and identification information every five
seconds. The short intervals between these receptions result in a significant amount of
data redundancy that cannot be ignored.

Traffic enables downsampling and concatenation of different information, trans-
forming the original time series from several messages per second to one message per
second. This approach offers an evident advantage of reducing the size of the dataset.
Additionally, reducing the amount of information has another benefit, as it affects the
amount of information contained within a time window. This greatly improves the time-
dependency of the RNN layer, leading to significant improvements in training time and
accuracy.

5.2 Data Preprocessing

The training data consists of normal data, while the test data is generated by applying
simple modifications to the normal data to create abnormal test data. The methods for
generating abnormal test data are as follows:

Altitude+: Increase the altitude information of certain time periods in the data.
Altitude−: Decrease the altitude information of certain time periods in the data.
Speed+: Increase the speed information of certain time periods in the data.
Speed−: Decrease the speed information of certain time periods in the data.
To enhance the robustness of the model, we normalize each univariate time series

by scaling it using the maximum and minimum values in the data. This normalization
process involves standardizing the time series using the maximum and minimum values
present in the data.

x̃ = x − min(Xtrain )

max(Xtrain ) − min(Xtrain)
(11)
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5.3 Experimental Method

In the experiment, we utilized complete data from 100 flight routes throughout the
entire flight phase as the training data, consisting of a total of 915,339 message data.
Additionally, modified data from 12 flight routes were used as the test data. The model
was implemented using the PyTorch library with the Adam optimizer. A sliding window
size of 64 was employed, and the learning rate was set to 0.001.

5.4 Experimental Evaluation

We evaluate the anomaly detection performance of the model using Precision, Recall,
and F1 score.

Precision = TP

TP + FP
(12)

Recall = TP

TP + FN
(13)

F1 = 2 · Precision · Recall
Precision + Recall

(14)

In the evaluation, TP represents true positives, FP represents false positives, and FN
represents false negatives.

To demonstrate the performance of SR-GNN, we compare it with five other methods
used for ADS-B anomaly detection. These methods are LSTM-AE [23], IForest [35],
VAE-SVDD [36], K-Means [37], and OC-SVM [4]. The evaluation results, as shown
in Table 1, indicate that SR-GNN outperforms all other models in terms of anomaly
detection across all abnormal data samples.

Table 1. Experimental Result.

Methods Altitude+ Altitude−
Prcision Recall F1 Prcision Recall F1

LSTM-AE 0.9987 0.7235 0.8627 0.9999 0.8814 0.9369

IForest 0.4630 0.7344 0.5629 0.6593 0.9069 0.7479

K-Means 0.5654 0.6264 0.5981 0.659 0.6424 0.6504

OC-SVM 0.6664 0.8264 0.6764 0.6684 0.7359 0.6949

SR-GNN 0.9588 0.9999 0.9790 0.9391 0.9999 0.9686

(continued)
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Table 1. (continued)

Methods Speed+ Speed−
Prcision Recall F1 Prcision Recall F1

LSTM-AE 0.9999 0.8814 0.9369 0.0783 0.0809 0.0798

IForest 0.2939 0.7384 0.4196 0.3939 0.9681 0.5599

K-Means 0.4899 0.5629 0.5227 0.6107 0.6639 0.3359

OC-SVM 0.3112 0.8224 0.4505 0.3925 0.9999 0.5637

SR-GNN 0.9461 0.9999 0.9695 0.9487 0.9999 0.9699

6 Conclusion and Future Work

In this study, we propose amultivariate time series anomaly detection approach that com-
bines SR with GNNmodels to detect injected false data in ADS-B messages. To address
the multivariate nature of ADS-B data, we utilize feature-based graph attention layers
to capture relationships between features. Furthermore, to capture the time-dependent
characteristics of ADS-B data, we employ time-based graph attention layers to capture
temporal dependencies. The prediction and reconstruction models are jointly optimized.
Experimental results demonstrate that the proposed model achieves excellent perfor-
mance across various evaluation metrics. Future work will focus on fully exploring the
characteristics of ADS-B data and incorporating additional features during training to
further enhance the model’s performance.
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Abstract. Pseudorandom number generators (PRNGs) are fundamen-
tal components of modern cryptography and information security. Due
to the inherent complexity and unpredictability of neural networks, they
have become an attractive alternative for designing PRNGs. In recent
years, several PRNGs based on Generative Adversarial Networks (GANs)
have been proposed, which is an end-to-end generation approach. How-
ever, current GAN-based PRNGs have been found to suffer from several
limitations. For instance, their input length is often too short to resist
exhaustive attacks. And the randomness tests of NIST are not always
met under recommended parameter settings, indicating the need for fur-
ther improvement in the design of GAN-based PRNGs. To address these
issues, this paper proposes a practical and secure PRNG designed based
on GANs. Specifically, we rationalized the input and output parameters
by setting the input to 32 8-bit unsigned integers and the output to 256
8-bit unsigned integers in a single iteration, ensuring that the input data
space reaches 2256. We also optimized the GAN network architecture and
incorporated the GELU activation function to ensure that the generated
output passes all randomness tests of NIST under the recommended
parameter settings.

Keywords: Adversarial neural networks · Pseudo-random number
generators · Neural cryptography

1 Introduction

Random number generators(RNGs) have a wide range of applications in the
fields of cryptography [1], secure communication [2], and computer simulation
[3]. According to the different generation methods, they can be divided into two
types: true random number generators(TRNGs) and pseudo random number
generators(PRNGs). TRNGs mainly utilize the inherent randomness of physi-
cal phenomena, chemical phenomena, or biological characteristics to generate
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random numbers. Although TRNGs can generate sequences with high random-
ness and good distribution properties, they still rely on the inherent randomness
of a specific phenomenon in reality, which poses certain limitations and adds
complexity to their implementation.

In contrast, PRNGs [4,5] use deterministic algorithms with a seed as input
to generate a large pseudo-random number sequence, which apparently has a
length greater than the input. Moreover, this output distribution cannot be
truly random, but is pseudorandom, which means it is indistinguishable from the
uniform distribution. Compared to TRNGs, PRNGs typically only use software
methods, making them easier to implement on a computer. The algorithms of
PRNGs usually include the square median method, linear congruence method
[6], and linear feedback shift register method [7].

Recently, deep learning has gradually emerged in the design of PRNGs. Due
to the weak explanatory power of neural networks, their use in PRNGs design
can result in unpredictable randomness. Additionally, neural networks possess
numerous parameters, and a single training can generate a PRNG algorithm
automatically. The existing PRNGs designs based on deep learning can be cat-
egorized into two types: (1) utilizing deep neural networks as a component to
develop complex PRNG algorithms, such as those based on recurrent neural
networks (RNNs) [8], hierarchical neural networks (HNNs) [9], long short-term
memory (LSTM) networks [10], and so forth; (2) training end-to-end PRNG
generators [11–14] using generated adversarial networks (GANs) [15].

This paper focuses on the pseudo-random number generator based on GAN.
Numerous challenges exist in this field, including the limited input space for
pseudo-random numbers, output data lengths not exceeding input data lengths,
and the need for further improvement in the results of NIST randomness testing
[16].

To address the aforementioned issues, this paper proposes a more practical
and secure pseudorandom number generator. The input and output parameters
are rationalized, with the input set to 32 8-bit unsigned integers and the output
to 256 8-bit unsigned integers in a single iteration, such that the space for input
data reaches 2256. Additionally, the output length meets the requirement of
a pseudorandom number generator being greater than the input length. The
network structure is optimized, and the GELU activation function [17] is utilized
to ensure that the output data passes the randomness tests of NIST Test under
the recommended parameter settings.

The specific contributions are as follows.

– We propose a novel GAN-based pseudorandom number generator (PRNG).
In comparison to prior work, our PRNG boasts a significantly longer input
data length of 256 bits, which surpasses the generally accepted safe limit of
128 bits and effectively mitigates the risk of malicious attacks. Additionally,
our PRNG outputs 256 × 8 bits in a single iteration, which is considerably
larger than the input length of 256 bits, thus meeting the prescribed pseudo-
random number length criteria. Particularly, our proposed PRNG exhibits
superior randomness, input sensitivity, and predictable performance.
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– We carefully design the model structure and set the appropriate network
parameters, which guarantees that pseudorandom number generators have
good performance. In particular, we have found that the GELU activation
function is more effective in generating pseudo-random numbers. Further-
more, we leverage the BCE loss function to optimize our model and accurately
measure both true and pseudo random numbers.

– We deploye the designed PRNG onto the paddlepaddle platform and con-
ducted rigorous experimental tests. The implementation code can be found
at https://aistudio.baidu.com/aistudio/projectdetail/5716463.

The remainder of this manuscript is structured as follows. In Sect. 2, we pro-
vide an overview of the prerequisite knowledge, including PRNGs, GANs and
PaddlePaddle code implementation frameworks. In Sect. 3, we review related
work and analyze their shortcomings while identifying areas for improvement.
The proposed GAN-based PRNG implementation is presented in Sect. 4. In
Sect. 5, we evaluate the experimental results, including randomness testing, sen-
sitivity testing, and predictive testing. Finally, we conclude in Sect. 6.

2 Preliminaries

This section delves into the fundamental principles of PRNG and GANs, and
then provides an overview of the PaddlePaddle platform, which is utilized for
implementing the codes.

2.1 Generative Adversarial Networks

The introduction of generative adversarial networks can be traced back to the
seminal work by Ian Goodfellow in 2014 [15]. Since its inception, GANs have
garnered significant attention and interest from the academic community, as
evidenced by the proliferation of GAN variants and architectures. Notable exam-
ples of such innovations include Conditional GAN (CGAN) [18], Deep Convolu-
tional GAN (DCGAN) [19], Information Maximizing GAN (InfoGAN) [20], and
Sequence Generative Adversarial Networks (SeqGAN) [21].

This section utilizes the generation of images as a case study to elucidate
the concept of GANs. As depicted in Fig. 1, GAN comprises two neural net-
works, namely, the generator network (G) and the discriminator network (D).
The former is responsible for learning the distribution of real data, while the
latter functions as a binary classifier tasked with distinguishing between real
and generated data.

The genuine data samples x follow the distribution Pr(x), while the latent
space variables z conform to the distribution Pz(z), such as Gaussian or uniform
distribution. In the generator G, data samples y = G(z) are generated by sam-
pling from z. The discriminator D then evaluates both the real data samples x
and the generated samples y to produce binary classification results. In the orig-
inal GAN framework, the discriminator D performs binary classification. The

https://aistudio.baidu.com/aistudio/projectdetail/5716463


520 X. Wu et al.

Fig. 1. GAN model.

fundamental idea of GAN involves using binary cross entropy as the loss func-
tion. Specifically, the real data samples are labeled with 1, whereas the generated
samples are labeled with 0. The generator G aims to synthesize data samples
such that the discriminator D is tricked into labeling them as real data samples
with a label of 1. The objective function of GAN can thus be defined as follows:

min
G

max
D

V (D,G) = Ex∼Pr
[logD(x)] + Ez∼Pz

[log (1 − D (G(z)))] (1)

2.2 Deep Learning Framework PaddlePaddle

Although several deep learning platforms and frameworks exist, including Ten-
sorFlow and PyTorch, this paper centers on PaddlePaddle, another popular deep
learning platform. PaddlePaddle provides a powerful and scalable environment
for developing deep learning models, boasting comprehensive model libraries,
end-to-end development kits, advanced tool components, and deep learning
training and reasoning frameworks. The platform’s extensive capabilities and
cutting-edge features make it an alluring option for researchers and practition-
ers alike.

3 Related Works

This section aims to provide a comprehensive review of current GAN-based
PRNG schemes, as well as an in-depth analysis of their underlying issues.

In 2018, Bernardi et al. [11] proposed two GAN-based models that focus
on discriminative and predictive patterns in PRNG, as illustrated in Fig. 2. In
the discriminative mode, G functions as a pseudo-random number generator,
with seed and internal state si as input parameters. The discriminator D, on
the other hand, utilizes a combination of a randomly extracted true random
number and a pseudo-random number generated by G to distinguish between
the two. The discriminator D undergoes continual adversarial training with G,
ultimately improving the pseudo-random number generation capability of G.
In the predictive mode, G is again utilized, with the predictor P acting as the
opponent instead of the discriminator D. P predicts the last element of an output
sequence generated by the first n−1 elements of G’s output; continual adversarial
training ensues until there is no further room for improvement.
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In this research, two 16-bit unsigned integers are used as input data for the
generator G, which then outputs eight 16-bit unsigned integers. The research
specifies a direct binary conversion of the eight generated integers to obatin the
binary random number. The proposed models offer a promising direction for
improving PRNG using GAN and provide insight into potential applications in
cryptography and information security.

Fig. 2. The discriminative mode (left) and predictive mode (right)

In 2019, Oak et al. [12] presented a novel approach to pseudorandom num-
ber generation that employs a three-layer fully connected neural network with
random input matrix. However, the literature lacks specific input parameter def-
initions. As for the output, Oak et al. specified a matrix size of 256×1 in a single
iteration. In terms of binarization, the researchers normalize the floating-point
data before rounding to the nearest integer values of either 0 or 1.

In 2021, Kim et al. [13] introduced a novel predictive mode PRNG that uti-
lizes a GAN-based architecture with four fully connected layers and LeakyReLU
and sigmoid activation functions. The generator process involves the incorpo-
ration of 64 bits of input data, resulting in an output of 137400, which is a
substantial amount of data that necessitates significant computational resources
for processing. To perform binary conversion, the authors proposed a method
that relies on determining the nearest binary value based on the output of the
sigmoid activation function.

In 2022, Okada et al. [14] introduced a novel PRNG that is based on the
Wasserstein GAN [22] with gradient penalty algorithm. The generator architec-
ture comprises a single fully connected layer, with input data of 36 × 1 floating-
point numbers and output data of the same size. To perform binarization of
the output data, the researchers employed the mantissa method, which involves
extracting the mantissa within the floating-point numbers in the output data to
generate binary random numbers. The authors argue that the mantissa within
the floating-point numbers possesses a considerable degree of randomness, which
can be utilized for generating secure and unpredictable random numbers.

However, several issues and challenges exist in the current state of the art
that require further attention and investigation.

Most considered PRNGs have insufficient input space due to the simplifica-
tion of the internal state si by Bernardi et al. The input sizes of manuscripts
[11,13] and [14] are 32, 64, and 1152 bits floating point, respectively. Research
indicates that PRNGs with less than 128 bits may be vulnerable to exhaustive
attacks.
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The parameter settings employed by Gan and Okada in their work [14] do
not conform to established criteria for designing PRNGs. Their generator archi-
tecture uses a 36 × 1 floating-point number as input and produces a 36 × 1
floating-point number as output. The authors compute the output pseudoran-
dom number as the mantissa of a floating-point number, which occupies only
23 bits of memory compared to the full floating-point number (32 bits). Conse-
quently, the input space in their generator exceeds the maximum output space
of 36 × 23.

NIST test results need optimization. While the NIST testing standard rec-
ommends more than 1,000,000 bits per tested file and more than 1,000 rounds of
testing, the works [11] and [13] have only 10 rounds of testing, and the data in
[12] is not mentioned. Although the test indices in [14] meet the requirements,
its input and output length fail to satisfy the definition of PRNG.

4 Proposed Method

In this section, we provide a detailed description of the design and architecture
of PRNG based on GAN, along with the specific techniques employed for their
integration during training, which facilitates the generation of superior-quality
pseudo-random numbers.

4.1 Generator Model Design

The generator G can be represented as a function :

G(s0) : U32 → U
n (2)

where s0 is a random seed, n is a very large number, U is represented as an
8-bit unsigned integer, which takes values in the range [0, 255]. And the output
of PRNG is a sequence of pseudo random numbers.

The traditional PRNG is a structure (S, µ,U , f, g), where S is a finite set
of states, µ is a probability distribution on S used to select the initial state
s0(or seed), f : S → S is the transition function, U is the output space and
g : S → U is the output function. As illustrated in Fig. 3, we conducted an
adaptive transformation based on neural networks, where G’s input U

32 are
used as si−1, and G’s output U

256 are divided into two parts, with the first
1/8 serving as si and the latter 7/8 serving as random number ui output. For
individual iteration, our PRNG can be expressed mathematically as follows:

G∇(si−1) : U32 → U
256 (3)

Generally, to ensure security against brute force attacks, a safe input length
is typically 128 bits. In our work, we have set the input length to 256 bits to
increase the input data space of G.
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At the same time, we represent functions f and g using neural networks. The
generator G consists of four Dense layers, which are deeply interconnected. A
Dense layer is a fully connected layer where each neuron is linked to every neuron.
The parameters for the four Dense layers are (32,100), (100,200), (200,400),
and (400,256) respectively. During the training process, the four Dense layers
progressively increase the dimensionality from 32 to 400 before decreasing it to
256.

The GELU activation function [17] is utilized in the initial three layers of
Dense. In comparison to other commonly employed activation functions, such as
ReLU and Sigmoid, GELU boasts a stronger non-linear characteristic that aug-
ments the model’s efficacy and enhances the randomness of the output sequence.
The output of the last layer of Dense is a 256-dimensional floating-point number.
To convert it to a binary sequence, we apply the Mod activation function, which
executes modular operations on data, yielding integer portions.

Output(2048 bits)

Input(256 bits)

Dense
(32,100)

GELU

Dense
(100,200)

GELU

Dense
(200,400)

GELU

Dense
(400,256)

Mod

Fig. 3. Architecture of the generator

4.2 Discriminator Model Design

The discriminator D can be represented as a function :

D(input) : U256 → p, p ∈ [0, 1] (4)

D takes as input 256 8-bit unsigned integers, which can be either a pseudo-
random sequence generated by G or a random sequence with true randomness.
D processes the input sequence and produces a probability value p that indicates
the likelihood of the sequence being true randomness. The ideal output of D for
a true random sequence is 1, while the ideal output for a non-random sequence
is 0.

The structure of the discriminator D is illustrated in Fig. 4. We have adopted
a network architecture similar to that of previous studies [11]. The network
comprises Conv1d (1D Convolution Layers) and Dense layers. Each Conv1d layer
has a filter value of 4, a kernel size of 2, and a stride value of 1. The parameters for
the two Dense layers are (1004,4) and (4,1), respectively. All activation functions
utilized are GELU, except for the output layer which employs Sigmoid.
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Fig. 4. Architecture of the discriminator

4.3 Train Design of Our PRNG Based on GAN

This paper proposes a novel method for enhancing the quality of PRNG by lever-
aging the adversarial game idea of generative adversarial networks. The approach
involves optimizing both the generator G and the discriminator D through an
iterative competition with each other. During the training process, we employ
the binary cross-entropy (BCE) loss function, which is commonly employed in
binary classification problems and can effectively distinguish between true ran-
dom and pseudo-random sequences. And we select the Adam optimizer, which
offers fast convergence rates and simplifies parameter tuning.

This training process is iterated over multiple epochs. To improve D’s accu-
racy, we can train D several times while training G only once. Eventually, the
loss functions of G and D reach a steady state, indicating that they have been
optimized.

The discriminator D is trained through the following process:

– Input the random numbers into G to obtain a generated pseudo-random
sequence.

– Input the generated pseudo-random sequence into D to determine the prob-
ability pfake that the sequence is a true random sequence.

– Input the true random sequence into D to determine the probability ptrue.
– The goal of D is to minimize pfake and maximize ptrue, aiming to enhance

its ability to discern between true random and pseudo-random sequences.
– The binary crossentropy loss function lossD = bce(pfake, 0.0)+bce(ptrue, 1.0)

is used to evaluate D’s performance.
– Adam optimizer is employed to perform gradient descent for parameter

updates, enhancing D’s performance in identifying true randomness.

The primary objective of G is to maximize D’s inaccuracy, thereby minimiz-
ing the probability that D assigns to a pseudo-random sequence. The detailed
training procedure is as follows:

– Feed the random seed s0 into G to produce a pseudo-random sequence;
– Input this pseudo-random sequence into D, and D calculates pfake.
– Calculate the binary crossentropy loss function lossG = bce(pfake, 1.0).
– Perform gradient descent using Adam so that the sequence generated by G is

increasingly random. Adam optimizer is employed to perform gradient descent
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to update G’s parameters, influencing the generated sequence’s randomness
positively.

5 Evaluation Study

This section offers a comprehensive account of the experiments conducted to
assess the effectiveness and efficiency of the proposed algorithm. In addition, the
implementation of the proposed algorithm, including the proposed details of the
experiment, can be accessed through the following link: https://aistudio.baidu.
com/aistudio/projectdetail/5716463.

5.1 Experiment Settings

For our experiments, we utilize the PaddlePaddle platform, which hosts a Tesla
V100 GPU graphics card with 16GB of memory. Python version 3.7.4 and
PaddlePaddle-GPU 2.4.0 are used in the program environment. Notably, the
training of the model did not demand an excessive amount of resource consump-
tion, thus enabling the possibility of training it on a CPU as well.

To evaluate the performance of our proposed PRNG based on GAN, we
meticulously test and select the network’s hyperparameters. The system’s hyper-
parameters are specified as follows:

– Input Data: To optimize the input data space, our model employs 32 8-
bit unsigned integers as its input. The model’s output is composed of 256
8-bit unsigned integers in a single iteration. During training, these 32 8-bit
unsigned integers are randomly generated by PaddlePaddle. We aspire for
the input data to be as random as possible, and through training, the output
data should also exhibit a high level of randomness, in order to achieve the
desired final trained model. During the evaluation phase, the input data is
truncated from the first eighth of the output data. By continuously recursing
in this manner, longer pseudo-random sequences can be generated.

– Batch Size: In the training phase, a batch size of 32 is selected to allow D to
optimize its ability to discern true random and non-random data. Conversely,
during the evaluation phase, a larger batch size of 512 is set to facilitate the
generator’s production of as much data as possible at once. With a batch size
of 560 inputs, the PRNG can generate a sequence of random data of length
1,003,520 bits.

– Initialization: The Gaussian distribution is applied to determine the initial
weight values of the Conv1d layers, with a mean value of zero and a variance
of 0.02. As for the Dense layers, uniform distribution is utilized to initialize
their weights and biases, with the weight range spanning from [–1, 1] and the
bias range being [–2, 2].

– Number of Iterations: This parameter denotes to the number of training
steps, which is set to 10,000.

– Optimizer: The Adam optimizer is employed in PaddlePaddle, with a learn-
ing rate of 0.001.

https://aistudio.baidu.com/aistudio/projectdetail/5716463
https://aistudio.baidu.com/aistudio/projectdetail/5716463
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– Evaluation Data: With the aforementioned parameters in place, evaluation
was carried out 1000 times, producing a random sequence of 1,003,520,000
bits.

5.2 NIST Tests

The National Institute of Standards and Technology (NIST) has developed a
series of information security standards that, while not formally adopted as
official standards, are widely recognized by the international community for their
practical application. NIST SP800-22 is dedicated to testing the randomness of
numerical sequences. This standard encompasses 15 distinct tests that evaluate
the quality of randomness based on various criteria. Achieving success in all of
these tests is indicative of high-quality random numbers.

The following are different tests for evaluating the randomness of a sequence:

– Frequency Test evaluates the proportion of 0 s to 1 s in the sequence to
determine if its distribution is comparable to that of a truly random sequence.

– Frequency Test within a Block evaluates the percentage of “1” codes in
M -bit subblocks, with the purpose of checking if the frequency of “1” code
approaches M/2 as predicted by random assumptions. M is a fixed value of
9.

– Runs Test evaluates the total number of runs, which are sequences of iden-
tical numbers that are continuous and do not contain any gaps, either con-
sisting of “1111” or “0000”. The purpose of this test is to ascertain whether
the number of “1” runs of varying lengths and the number of “0” runs in the
sequence conform to the expected distribution of an ideal random sequence.

– Longest Run of Ones in a Block Test evaluates the length of the longest
“1” run within a sub-block of M bits. The aim of this test is to ascertain
whether the length of the longest run of “1” in the sequence under examina-
tion corresponds to that of a random sequence.

– Binary Matrix Rank Test evaluates the rank of the partition matrix of the
entire sequence to detect any potential linear dependencies between substrings
of fixed length in the source sequence.

– Discrete Fourier Transform (Spectral) Test evaluates the magnitude
of the peak obtained after performing a sequential Fourier transform on the
sequence. The aim of this test is to identify any periodicity in the sequence,
revealing the extent to which it differs from a corresponding random sequence.

– Non-overlapping Template Matching Test evaluates the frequency of
occurrence of a predetermined target string in the sequence, with the purpose
of detecting generators that produce an excessive number of non-periodic
patterns.

– Overlapping Template Matching Test evaluates the frequency of occur-
rence of predetermined target modules in the sequence.

– Maurer’s Universal Statistical Test evaluates the number of bits between
matching modules to determine whether the sequence can be compressed
substantially without the loss of information.
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– Linear Complexity Test evaluates the length of the linear feedback shift
register to determine whether the complexity of the sequence is sufficient to
consider it as a random sequence.

– Serial Test evaluates the frequency of all possible overlapping m-bit pat-
terns in a given sequence, aiming to determine whether the number of 2m
overlapping m-bit overlapping patterns is approximately equal to what would
be expected in a random sequence.

– Approximate Entropy Test evaluates the frequency of all possible over-
lapping m-bit patterns in the sequence and compares the frequency of two
adjacent overlapping sub-blocks of length m and m+1 with what is expected
in a random sequence.

– Cumulative Sums Test evaluates the maximum offset of random excursions
to determine whether the cumulative sum of the sequence is too large or too
small compared to what is expected.

– Random Excursions Test evaluates the number of cycles with K nodes in a
cumulative sum random walk to determine whether the number of nodes cor-
responding to a particular state within a loop deviates from what is expected
in a random sequence.

– Random Excursions Variant Test: evaluates the total number of special
states encountered in a cumulative sum random walk. The objective of the
test is to determine the degree of deviation between the actual number of
states encountered in the random excursion and the expected value.

The NIST SP800-22 standard mandates a minimum sequence length of 106

bits for the purposes of testing. To meet this requirement, our proposed pseudo-
random number generator produces 1000 sequences, each comprising 1,003,520
bits, for evaluation. Each of these sequences serves as a test instance. The NIST
SP800-22 test utilizes default settings from the test suite. For each test, the
algorithm generates a P -value and a corresponding minimum pass rate based on
the sequence number. A generated sequence is deemed to have passed the test
if its P -value is greater than 0.01 and its actual pass rate for each test exceeds
the specified minimum pass rate.

Table 1 presents the results of the Nist Tests. The minimum pass rate for
each statistical test with the exception of the random excursion (variant) test
is approximately = 980 for a sample size = 1000 binary sequences. The minimum
pass rate for the random excursion (variant) test is approximately = 633 for a
sample size = 648 binary sequences. In every test instance, the P -value exceeds
0.01, and the actual pass rate has exceeded the minimum acceptable threshold,
indicating that the generated sequences are statistically random. Therefore, all
statistical tests for randomness have been successfully passed.
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Table 1. NIST Tests results

No Test P -value Proportion Accepted/Rejected

1 Frequency Test 0.583145 988/1000 Accepted

2 In-block Frequency Test 0.564639 993/1000 Accepted

3 Runs Test 0.353733 991/1000 Accepted

4 Longest Run of Ones in a Block 0.566688 991/1000 Accepted

5 Binary Matrix Rank Test 0.920383 992/1000 Accepted

6 Discrete Fourier Transform (Spectral) Test 0.473064 995/1000 Accepted

7 Non-overlapping Template Matching Test 0.521642 990/1000 Accepted

8 Overlapping Template Matching Test 0.881662 994/1000 Accepted

9 Maurer’s Universal Statistical Test 0.181557 987/1000 Accepted

10 Linear Complexity Test 0.516113 989/1000 Accepted

11 Serial Test 0.655393 991/1000 Accepted

12 Approximate Entropy Test 0.887645 992/1000 Accepted

13 Cumulative Sums Test 0.646179 988/1000 Accepted

14 Random Excursions Test 0.521913 640/648 Accepted

15 Random Excursions Variant Test 0.416916 641/648 Accepted

6 Conclusion

In this study, we propose a secure and practical approach for generating pseudo-
random numbers. To ensure that the input data space is greater than 2128 and
that the output length exceeds the input length for the PRNG, we rationalized
the input and output parameters by assigning 32 8-bit unsigned integers to
the input and 256 8-bit unsigned integers to the output in a single iteration.
Furthermore, our proposed method improves the GAN network and employs the
GELU activation function to guarantee that the output data generated satisfies
the randomness tests defined by the NIST Test.

Despite the promising performance of our proposed PRNG, it is imperative
to note that additional true random numbers are still required for its train-
ing. Additionally, the theoretical analysis of the safety of PRNGs warrants fur-
ther attention and repetition. In light of these considerations, we propose future
research into the integration of prediction models from [11] and [13], which could
potentially yield a PRNG solution that does not rely on true random numbers.
Such research could also enable the evaluation of the interpretability of deep
learning in conjunction with PRNG safety analysis.
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Abstract. Intrusion Detection System (IDS) is important in safeguard-
ing cybersecurity by identifying and responding to malicious activities.
Traditional IDSs filter the abnormal traffic through rules or learn the
behaviors of normal and abnormal network data. Nevertheless, these
methods utilize the manually designed feature set that introduces lim-
itations in this field. Machine learning shows advantages in the traf-
fic classification domain but still faces challenges of computing resource
consumption and a high false positive rate. This paper presents an inno-
vative approach to lightweight IDS using vision transformer techniques
for feature representation learning in the context of network intrusion
detection. Specifically, our IDS uses a self-attention mechanism to pro-
cess network traffic, which flattens the splitted network flow to images for
training the model. It utilizes Natural Language Processing techniques to
capture temporal-spatial information from network traffic. We conduct
several experiments to show the effectiveness of our proposed method.
The results show that our approach can achieve high accuracy in intru-
sion detection tasks and keep the false positive rate very low at the same
time. The findings highlight the potential of vision transformers in IDS
and contribute to the development of robust network security solutions
for critical domains like civil aviation.

Keywords: Intrusion detection system · Vision Transformer ·
Representation learning · Network anomaly detection · Traffic
classification

1 Introduction

Intrusion detection plays a vital role in ensuring network security by identi-
fying and mitigating malicious activities that could compromise the integrity
and confidentiality of critical systems. With the increasing reliance on digital
infrastructure in various domains, including the civil aviation sector, the need
for robust intrusion detection mechanisms becomes even more paramount [1].
Within the realm of civil aviation, the importance of a robust intrusion detec-
tion system (IDS) cannot be overstated. The aviation industry heavily relies on
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Fig. 1. IoT Taxonomy

interconnected systems, such as air traffic control, flight operations, passenger
data management, and surface guide system, which are all vulnerable to cyberse-
curity threats. A successful breach in any of these systems could have far-reaching
consequences, including compromised flight safety, data breaches, disruption of
services, and damage to the reputation of airlines or airports. Therefore, deploy-
ing effective IDSs is imperative to maintain the integrity and security of critical
aviation infrastructure.

A taxonomy from Artificial Intelligence is shown in Fig. 1. Rule-based IDS
used pre-defined rules to filter the network traffic, achieving high effectiveness but
low efficiency. Machine learning approaches extract patterns from empirical data
using a manually selected set of features to classify network traffic. While these
classic approaches overcome certain limitations of rule-based methods, such as
high computational costs, they face a new challenge of feature design, prompting
recent studies to focus on this issue [2]. In recent years, representation learning
has emerged as a rapidly evolving machine learning approach that automates
the process of feature extraction from raw data, partly addressing the problem
of manual feature engineering [3]. Notably, deep learning, a prominent method
in representation learning, has exhibited impressive performance across various
domains, including image classification and vulnerability detection [4–6].

In the context of civil aviation, not only is the accuracy and reliability of
IDSs crucial, but the rate of false positive reports must also be minimized. False
positives in intrusion detection systems within the civil aviation context can have
significant consequences beyond disruption and increased operational costs. A
high rate of false positive reports can lead to unnecessary investigations, divert-
ing resources and attention away from legitimate security concerns [7]. False
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positives occur when a system incorrectly identifies normal network activities
as malicious, leading to unnecessary disruptions and resource wastage. On the
other hand, the increasing complexity and size of detection models pose a signif-
icant burden on computational resources, making it challenging to deploy them
in real-world scenarios with limited processing capabilities [8,9]. Large models
demand extensive computational power, memory, and storage, hindering their
practicality and scalability [10]. Therefore, striking a balance between minimiz-
ing false alarms and developing lightweight detection models is crucial to ensure
the efficiency, effectiveness, and feasibility of IDSs in various domains, including
civil aviation [11].

This necessitates the development of lightweight and efficient artificial intel-
ligence models that can effectively analyze network traffic and identify genuine
security threats while minimizing false alarms. The adoption of vision trans-
former techniques in IDS holds promise for addressing these requirements. Vision
transformers have demonstrated their effectiveness in capturing intricate pat-
terns and contextual information from visual data, making them a potential asset
for analyzing network traffic in civil aviation systems. Attention-based approach
is currently a popular representation learning approach in Natural Language
Processing (NLP) domain. Vision transformers have demonstrated their efficacy
in feature representation for images by leveraging a unique approach that treats
images as natural language.

In this paper, we address the aforementioned challenges by exploring the
application of vision transformer techniques for the representation learning app-
roach in the IDS domain. By leveraging the potential of vision transformer mod-
els, we contribute to the advancement of IDS in civil aviation by proposing a
vision transformer-based approach that prioritizes both accuracy and the low
rate of false positives. Rather than extracting features from traffic statistics, our
approach utilizes raw traffic data as images to capture temporal-spatial informa-
tion. This innovative method allows us to leverage the inherent characteristics
of the data in a more direct manner. In order to showcase the scalability of our
proposed approach, we conducted a series of experiments. Remarkably, the final
average accuracy achieved an impressive 92.41%, meeting the threshold required
for practical applications. This result underscores the effectiveness and reliability
of our method. Our work makes several key contributions as follows:

– We propose the utilization of vision transformer techniques as a novel app-
roach for detecting intrusions in network traffic, by leveraging the powerful
capabilities of vision transformers in capturing complex patterns and contex-
tual information.

– We address the specific requirements of civil aviation by focusing on minimiz-
ing false positive reports. We design and implement our IDS to achieve a low
rate of false positives, thereby reducing unnecessary disruptions, operational
costs, and delays in the provision of services.

– We endeavor to strike a balance between model complexity and performance,
ensuring that our vision transformer-based IDS remains computationally fea-
sible in real-world scenarios with limited processing capabilities.
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2 Related Work

In terms of different detection techniques, IDS has two main categories: rule-
based and anomaly-based (machine learning approach). Rule-based IDS heavily
relies on pre-defined signature knowledge bases, leading to the challenges of
detecting new intrusions. Anomaly-based IDS has gained significant attention
from researchers and developers, which focuses on detecting abnormal behaviors
and issuing alarms when the observed behaviors significantly deviate from benign
behaviors. Machine learning recently has been widely applied in many domains,
including intrusion detection. It leads to the emergence of the application of
machine learning on IDS, as highlighted in recent studies [12,13].

Hadem et al. [14] introduced an IDS for a software defined network based by
using selective logging and support vector machines. Prasad et al. [15] suggested
an IDS using a clustering center initialization approach. Bhati et al. [16] utilized
XGBoost to construct an ensemble approach, which demonstrates improved per-
formance by combining multiple classifiers. However, this approach has higher
event complexity compared to general machine learning models, making it chal-
lenging to manage the balance. Furthermore, deep learning techniques have shown
promise and efficiency in IDS. Otoum et al. [17] proposed an IDS that utilized a
deep learning algorithm. The author extracted features by using the spider mon-
key optimization and identified optimal features by using a stacked-deep polyno-
mial network. Xiao [18] presented a simplified residual network for IDS, while Li
et al. [19] applied the random forest with automated coding, resulting in reduced
time and space complexity. Wang et al. [20] also proposed a deep learning method
but performed poorly on small datasets. Another approach by Wang et al. [21]
involved a data augmentation solution and a self-supervised approach for an IDS.
However, it achieved less accuracy compared to supervised approaches. Long
short-term memory (LSTM) and convolutional neural network (CNN) gain pop-
ularity in recent years. A model proposed by [22] utilized LSTM and CNN to
analyze temporal and spatial features. Gupta et al. [23] developed an IDS based
on LSTM classifiers, improving the handling of frequent and infrequent network
intrusions using an improved one-to-one technique. Yao et al. [24] introduced an
IDS using the cross-architecture combination of CNN and LSTM, effectively con-
sidering global and temporal intrusion characteristics. However, this approach is
time-inefficiency and exhibits many false positives, falling short of expectations.

Traditional machine learning techniques are considered shallow, making it
difficult to reach the desired level of research. Additionally, deep learning meth-
ods involve complex training processes, capturing more information from raw
data. Attention mechanism has demonstrated remarkable effectiveness in various
domains, including NLP, and vulnerability analysis. In this paper, we propose
a IDS that utilizes raw traffic data. We exploit the strengths of the attention
mechanism to handle the temporal-spatial information of network packets, con-
sidering them as images for representation learning. This approach enables us
to effectively capture and analyze the intricate characteristics of network traffic,
leveraging the power of the attention mechanism for improved detection perfor-
mance.
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Fig. 2. A Flowchart illustrates the workflow of the proposed method. The network flow
undergoes pre-processing to generate network patches (sub-images). Subsequently, a
projection function transforms the patches into vectors that conform to the require-
ments of the Transformer encoder. The trained model identifies intrusions whenever
an abnormal sample is introduced.

3 Methodology

In this section, we present details of our proposed IDS framework. As shown in
Fig. 2, it first converts flow bytes into flow images. Afterward, the flow image is
split into separated network patch images. We use a linear projection of flattened
network patches for mapping patch images into a constant latent vector. The
flattened vectors are composed of position embeddings to carry positional infor-
mation. We refer to the output of this projection as the network patch embed-
ding. Next, we feed them into Transformer encoders and extract the learned
features.

3.1 Traffic Granularity

The scope of network traffic includes various levels of granularity, such as TCP
connection, flow, session, service, and host [25]. Each level of granularity presents
distinct units of traffic for analysis. In this study, our focus revolves around the
utilization of flows, a commonly employed approach in the research community.
Specifically, a flow as a group of packets shares the same 5-tuple, consisting of
the source port, source IP, destination port, destination IP, and transport-level
protocol. To provide a formal description, the definition can be precisely stated
as follows:

Raw Data: Given n packets P =
{
p1, · · · , pn}

, each packet is pi =(
xi, bi, ti

)
, i = 1, 2, · · ·n. xi represents a 5-tuple, and bi indicates packet size

bi ∈ [0,∞) in bytes The third one ti represents the start time of traffic transfer
ti ∈ [0,∞).

Network Flow: Given a set of raw network data P , multiple subsets are
available through splitting the flow. Packets are relevantly sorted by time, e.g.
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Fig. 3. The architecture of the proposed method. Transformer encoder can contain
more than one encoder block to enhance the fitting ability.

{
pi =

(
xi, bi, ti

)
, · · · , pn = (xn, bn, tn)

}
, t1 < t2 < · · · < tn. A flow is a sub-

set and defined as f = (x, b, dt, t). The first element is 5-tuple of raw traffic,
e.g. x = x1 = · · · = xn. The second one represents the size of total pack-
ets. The third element indicates the flow duration dt = tn − t1. t is the time
where the packet transfers. Consequently, the flows are obtained from raw traf-
fic F =

{
f1, · · · , fn

}
.

3.2 Flattening Network Patches

The operational procedure of the proposed IDS is depicted in Fig. 3. The initial
phase involves transforming raw traffic data into a network patch. To achieve
this, the raw traffic is initially adjusted to a consistent length. If the file size
exceeds or falls short of a predefined size, it is trimmed or padded with 0x00
to ensure the uniform length is maintained. Subsequently, the processed data
is divided into discrete traffic units. Finally, the resulting files of equal size are
converted into gray images.

The entire flow is converted into a q dimension vector by splitting the flow,
resulting in an p·q grey image. The input of the Transformer encoder is processed
on a per-patch basis, with each flow consisting of n network patch images. The
aforementioned steps enable the conversion of network flows into 2D images.
The network patch images are then flattened into a D vector using a linear
projection, in order to meet the fixed vector size requirement of the Transformer
encoder, as shown in Eq. 1.
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Table 1. USTC-TFC2016 datasets.

Normal Abnormal

BitTorrent Outlook Cridex Nsis-ay

Facetime Skype Geodo Shifu

FTP SMB Htbot Tinba

Gmail Weibo Miuref Virut

MySQL WoW Neris Zeus

z0 =
[
xclass;x1

pE;x2
pE; · · · ;xn

pE
]
+ Epos,

E ∈ R
p·q
n ×D, Epos ∈ R(n+1)×d

(1)

The result of the linear projection is referred to as network embedded patch.
When using supervised learning algorithms, labeled data is compulsory and the
data labels are used to update the model. In this work, a learnable encoding
(z00 = xclass) is added to the front of the embedded sequence, which represents
the subsystem class y of data flow, that is output after being processed by the
Transformer encoder (zL0 ), as shown in Eq. 2. y represents the labels of different
subsystems labeled during the data collection phase.

y = LN
(
zL0

)
(2)

3.3 Transformer Encoder

The order of patch images in a flow is important as the relative positional infor-
mation is representative. Therefore, a learnable positional embedding is added
positional information to embedding. The results are used as input to the Trans-
former encoder that is used as the deep learning model. As shown in Fig. 3, net-
work embedded patch is fed into several encoders. The MSA and MLP blocks
are stacked and interacted with LN for the normalization of each sample, and
residual connections are used to stabilize the training process of the deep learn-
ing.

The final output has two parts: the label y is used to update the model,
and the rest is the features extracted by the deep learning model. We save the
trained model for processing incoming network traffic into learned features that
can be used as input to the intrusion detection model.

4 Experiment

4.1 Datasets

Progress in IDS is hindered by the lack of diverse and shareable trace datasets
for testing, as emphasized by Dainotti et al. [25]. Many IDS research relies on
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Fig. 4. Normal

private datasets from security institutes, which is not available and appliable
in other work. Additionally, The limitation arises partly from the situations in
which the feature selection process highly relies on knowledge basis from experts.
Consequently, publicly available traffic datasets tend to be skewed toward flow
features rather than raw traffic data. For instance, well-known datasets like KDD
CUP1999 and NSL-KDD [26] offer only a limited range of traffic classes and do
not adequately capture the characteristics of contemporary networks due to tech-
nological advancements. As a consequence, these datasets fall short of meeting
the requirement for analyzing raw traffic, posing challenges in the development
of robust IDS models. Additionally, in the realm of civil aviation, complex sys-
tems are composed of multiple interconnected subsystems, each contributing to
crucial functionalities. Many datasets contain the limited number of categories
which fails to fit the requirements of data preparation.

To address these problems, we use USTC-TFC2016 as our experimental
dataset, consisting of labels, as shown in Table 1, involving normal traffic of
10 types of the common application and 10 types of abnormal traffic from public
websites. Totally, USTC-TFC2016 contains 272,708 samples including 245,437
training samples and 27,271 testing samples. In experiments, the pre-defined size
of flow is specified as 784. Consequently, the first 784 bytes of each flow are used.
Each flow is transformed to a gray image with 28×28 size. We then split images
into 7×7 patches which are 49 4×4 images out of a single flow image. The gray
images are visually presented in Fig. 4 and Fig. 5. Each gray image has a size of
784 bytes (28*28). It is evident that they are distinguishable from one another,
with only a few images displaying similarities, such as FTP and SMB.

4.2 Experiment Setup

For conducting the experiments, the PyTorch framework is utilized as the soft-
ware framework, operating on an Ubuntu 16 64-bit operating system. The exper-
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Fig. 5. Abnormal

imental setup comprises an Intel(R) Xeon(R) W-2223 3.6 GHz CPU with 32 GB
of memory, while an Nvidia GeForce RTX 3090 GPU serves as the accelera-
tor. During training, a fixed mini-batch size of 256 is employed, and the cross
entropy loss function is utilized. The optimizer and classifier utilized are Adam
and Softmax, respectively. To control the learning process, a learning rate of
0.005 is set. The experiments encompass exploring the impact of different num-
bers of encoder blocks. Each experiment involves training the model for a total
of 100 epochs, allowing for a thorough analysis of the model’s performance and
convergence patterns.

4.3 Evaluation Metrics

To evaluate the effectiveness of the proposed IDS, we employed standard infor-
mation retrieval metrics. In this study, we assigned the positive class label to
abnormal traffic and the negative class label to normal functions.

Positives (abnormal traffic) and Negatives (normal traffic): Let’s consider an
abnormal flow denoted as V and the normal class as NV . The classifiers’ outputs
determine whether V belongs to NV or not. To evaluate the classifier outputs,
a widely-used approach is to utilize the following measures: TP (true positive),
FP (false positive), TN (true negative), and FN (false negative). These measures
can be defined as follows:

– TP - Abnormal flows of class V correctly predicted as elements of V .
– FP - Abnormal flows not belonging to class V incorrectly predicted belonging

to class V .
– TN - Abnormal flows belonging to class NV predicted as flows that belonging

to class NV .
– FN - Abnormal flows of class NV incorrectly predicted belonging to class

NV .

This work reports Accuracy, F1-score, Precision, False Positive Rate (FPR),
and True Positive Rate(TPR), defined as:
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Acc =
TP + TN

TP + TN + FP + FN
(3)

TPR =
TP

TP + FN
(4)

FPR =
FP

FP + TN
(5)

Precision =
TP

TP + FP
(6)

F1 − score =
2 ∗ Precision ∗ TPR

Precision + TPR
(7)

4.4 Results and Discussion

In this section, we present the experimental results and relevant discussion. The
results are shown in Fig. 6.

The loss metric reflects the discrepancy between the predicted outputs and
the actual outputs during training. In our evaluation, we measured the loss values
for five different blocks as shown in Fig. 6a. Overall, the decreasing trend in the
loss values across all blocks suggests that the model is effective in learning and
improving its predictive capabilities. This is a positive indication of the model’s
performance, as lower loss values correspond to better accuracy and alignment
with the actual data. Additionally, experiments of 5 blocks exhibit a fluctuating
pattern in the loss values, ranging from 2.71 to 2.19. Although the fluctuations
are present, the overall trend showcases a loss reduction, indicating the model’s
ability to improve its predictions.

The increasing trend in accuracy values suggests that the model is learning
and improving its classification performance. Higher accuracy values indicate
better overall performance and a stronger ability to correctly classify instances
in the dataset. Experiment of 5 blocks shows an upward trend in accuracy val-
ues, appearing highest results compared to others. It suggests that the model
is becoming more accurate in its predictions. However, it is worth noting that
there may be variations in accuracy values across different blocks. This could
be due to variations in the complexity or distribution of the data in each block.
Further analysis is required to understand the specific factors contributing to
these variations.

The results of 3 blocks present over 0.92, indicating a consistent improvement
in the model’s ability to detect positive instances. The results of 5 blocks show a
fluctuating trend in TPR values, with values ranging from 0.39 to 0.90. Although
there are variations, overall, the model demonstrates a reasonably high ability
to detect positive instances.

A high TPR and low FPR are desirable for an effective intrusion detection
system. The results of the 2 blocks show an apparent decrease trend, with FPR
values ranging from 0.76 to 0.16. This suggests that the model is becoming more
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(a) Loss (b) accuracy

(c) TPR (d) FPR

(e) Precision (f) F1-score

Fig. 6. Results

accurate in identifying negative instances correctly. In the experiment of 3 blocks,
the FPR values decrease significantly from 0.56 to 0, indicating a substantial
improvement in the model’s ability to avoid false positives. The results of 4
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blocks exhibit a relatively stable FPR trend, with values ranging from 0.22 to
0.41. The results of 5 blocks show a fluctuating FPR trend, with values ranging
from 0.03 to 0.86. The increasing trend in TPR values and decreasing trend in
FPR values across most blocks suggest that the model is improving its ability
to correctly identify positive instances while reducing false positives.

A high Precision and F1 Score indicate that the model achieves a good bal-
ance between accurately classifying positive instances and minimizing false pos-
itives. These metrics highlight the model’s overall effectiveness in terms of pre-
cision and recall, which are crucial for intrusion detection systems. In Block 3,
the Precision values increase from 0.42 to 0.88, and the F1 Score values increase
significantly from 0.43 to 0.89. Block 5 shows a fluctuating trend for Precision
and F1-score, with values ranging from 0.32 to 0.88. Although there are varia-
tions, overall, the model demonstrates a moderate to high level of precision. The
increasing trend in Precision and F1 Score values across most blocks suggests
that the model is improving its ability to accurately classify positive instances
while maintaining a balance between precision and recall.

5 Conclusion

In this paper, we present a novel IDS based on vision Transformer for represen-
tation learning to achieve high accuracy with low FPR. The proposed method
processes the network data using NLP techniques, extracting deep-learnt fea-
tures from raw data instead of manually selected features. Besides, the pro-
posed method adds position embedding to carry positional information, captur-
ing temporal-spatial information of network flow. More specifically, it first splits
the network flow into several network patches represented as gray images. Then,
it utilizes a linear projection to flatten the gray images into fixed-size vectors
that meet the requirement of the Transformer. Lastly, the network embedded
patch is fed into several encoders to train the model. To evaluate the effective-
ness, we conduct several experiments using USTC-TFC2016 datasets containing
272,708 samples of network raw data. The experimental results show that, rang-
ing from 1 to 5 encoder blocks, the model is improving its performance across
multiple metrics. It demonstrates increased accuracy, higher TPR, and reduced
FPR. The precision and F1-core also show improvement, indicating a better
balance between precision and recall. These findings indicate the effectiveness in
the context of the IDS task. However, the fluctuations observed in some metrics
highlight the need for further investigation and potential fine-tuning to ensure
consistent and reliable performance. We leave these for future work.
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Abstract. With the rapid popularity of smart handheld devices, the demand for
the classification of mobile encrypted traffic is growing quickly. The data fea-
ture selection strategy is an important factor affecting classification performance.
However, most classification models in recent years have used a fixed feature
selection strategy, making it difficult for the models to adapt to new datasets and
application scenarios. We propose an end-to-end classification model called par-
allel bidirectional LSTM network (PaBiL-Net) to address this issue. The model
arranges similar neural networks in parallel and processes different features sep-
arately in each parallel path, thus it is more flexible in feature selection and can
easily adjust the type and number of features computed by the model. We com-
pare PaBiL-Net with 3 baseline methods by conducting mobile encrypted traffic
classification experiments on 2 publicly available datasets. The results of 5-fold
cross-validation show that PaBiL-Net outperforms the baseline models with an
increase in accuracy of 4.0939% and 2.2061% on the 2 datasets respectively.
Additionally, the macro F1 increased by 3.9029% and 2.2933%, respectively.

Keywords: Deep Learning · Encrypted Traffic Classification · Mobile
Application · LSTM · Parallel

1 Introduction

Traffic classification is widely used in network access control, anomaly detection, behav-
ior analysis, and quality of service assurance. However, encryption technology has led
to an increase in encrypted network traffic, which protects user privacy but poses poten-
tial security threats. Additionally, the growing popularity of mobile Internet and smart
handheld devices has resulted in a greater need for classifying and identifying encrypted
mobile traffic. Some researchers employ machine learning techniques to enhance the
classification accuracy of encrypted mobile traffic. Nevertheless, complex and time-
consuming feature engineering [1] has prompted researchers to explore deep learning
approaches, which can automatically extract data features [2].

Deep neural networks’ classification performance heavily relies on the training data,
and effective feature selection can significantly enhance classification accuracy. How-
ever, current methods face the following issues. Firstly, most studies employ a fixed
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feature selection strategy, where specific features are selected during model design and
cannot be modified based on evolving requirements. This restricts the model’s adapt-
ability and its ability to meet new demands. Secondly, certain researchers select only a
single or a limited number of data features [3–6] during the feature selection process.
This might hinder the model’s ability to capture the complete data pattern, consequently
impacting its performance.

To address these problems, we propose PaBiL-Net, an end-to-end mobile encrypted
traffic classificationmodel. PaBiL-Net utilizes a parallel arrangement to effectively lever-
age information from each feature and offers enhanced flexibility and adaptability in
feature selection for different datasets and application scenarios. In this approach, the
traffic’s feature sequence is treated as text, with data being analogous to words. Applying
word embedding techniques commonly used in Natural Language Processing (NLP), the
data is transformed into vector representations. These representations are then inputted
into PaBiL-Net to learn the relationships between each data in the feature sequence.
Ultimately, this parallel structure constructs the model.

The contributions of this paper are summarized as follows:

(1) We combine the word embedding approach of NLP with encrypted traffic classifi-
cation and propose an end-to-end classification model called PaBiL-Net to improve
classification accuracy.

(2) To validate the classification performance of PaBiL-Net, we conducted experiments
on 2 publicly available datasets comparing PaBiL-Net with 3 baseline methods. 5-
fold cross-validation results show that PaBiL-Net outperforms the baseline methods
on all 4 metrics.

(3) Since PaBiL-Net has high flexibility in feature selection, this paper explores the
impact of various types of features on the performance of mobile encrypted traffic
classification. And the ranking of the contribution of each type of feature to the
performance is roughly given.

2 Related Work

In this section, we provide an overview of existing methods for encrypted traffic clas-
sification, including traditional methods, traditional machine learning-based methods,
and deep learning-based methods.

2.1 Traditional Methods

Traditional traffic classification methods encompass port-based techniques and deep
packet inspection (DPI) techniques. However, with the prevalence of dynamic port
assignment in applications, the effectiveness of port-based classification techniques
diminishes. DPI examines packet header fields and payload, identifies matching rules,
and stores them in a feature library. While DPI can achieve high classification accu-
racy [7–9], it requires frequent updates to the protocol fingerprints in the feature library.
Additionally, encrypted data poses challenges for accurate classification. Subsequently,
researchers have introduced machine learning methods to classify encrypted traffic in
later studies.
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2.2 Traditional Machine Learning

Machine learningmethods excel in processing vast amounts of data with speed and accu-
racy. Qazi et al. [10] introduced Atlas, enabling fine-grained classification of mobile
apps. Wang et al. [11] utilized side channel leakage information as data features and
employed the Random Forest algorithm to analyze packet-level traffic and classify apps.
Alan et al. [12] employed the Jaccard coefficient andNaiveBayesian algorithm to classify
Android apps. Shbair et al. [13] proposed a two-level hierarchical traffic classification
framework utilizing the C4.5 algorithm and Random Forest for classifying services on
HTTPS connections. Taylor et al. [14] proposed an app fingerprint recognition frame-
work that extracts a 54-dimensional sequence of features from packet length sequences,
subsequently recognized using Random Forest. Although traditional machine learning
methods exhibit high classification accuracy, feature engineering necessitates expert
experience and extensive computations, rendering real-time classification challenging.
Additionally, the extracted features are highly abstract, posing difficulties for machine
learning algorithms to learn fine-grained features.

2.3 Deep Learning

Neural networks demonstrate strong feature learning capabilities, making them highly
effective in handling complex and extensive datasets. Aceto et al. [15] introduced
MIMETIC, a multimodal framework utilized for mobile app classification. Wang et al.
[16] addressed the challenges of mobile traffic classification and proposed the App-
Net multimodal framework, which exhibits impressive performance in app classifica-
tion. Aceto et al. [17] discussed the disparities between traditional machine learning
methods and deep learning methods and proposed a generic deep learning-based frame-
work for encrypted traffic classification. Montieri et al. [18] developed a packet-level
feature-based framework, showcasing superior performance when compared to tradi-
tional machine learning methods. Jiang et al. [19] designed FG-Net, an APP fingerprint
recognition algorithm based on graph neural networks (GNNs), effectively transform-
ing encrypted traffic fingerprint recognition into a graph representation learning task.
However, the existing works have the following limitations:

(1) Most works use only a small portion of features from the data, which may lead to
the loss of important information and thus reduce the classification performance.

(2) Most classification methods in recent years have used multimodal neural networks
including CNNs. However, CNNs have difficulty capturing temporal features of
traffic data.

(3) Due to a limited number of public datasets in the field of mobile traffic and the early
collection time [20], most existing works choose private datasets for experiments,
which makes it difficult to reproduce the research results.

3 Methodology

This section describes the proposed PaBiL-Net in detail. The general architecture of
PaBiL-Net is first introduced, and then each part is elaborated. The structure of PaBiL-
Net is shown in Fig. 1. The first part is the feature extraction. Each input feature is a set
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of attribute data of a biflow, such as packet transmission direction sequence, etc. Next
is the word embedding layer. The feature data are input into different embedding layers
separately to learn the deep semantic information and the relationship between the data.
Then, the embedding of each feature is passed through different Bi-LSTMs respectively
to fully mine the contextual relationships of the sequences. Finally, the outputs of all Bi-
LSTMs are concatenated and then successively passed through the fully connected layer,
the dropout layer, and the softmax function to obtain the final probability distribution.
Each part of PaBiL-Net is described in detail below.

Fig. 1. The General Framework of PaBiL-Net

3.1 Feature Selection

In the real world, datasets and classification tasks often require models to learn different
features that may change dynamically. PaBiL-Net uses a parallel structure that facilitates
the addition and deletion of features. For example, network traffic data often involves
multiple features, such as a sequence of packet lengths, a sequence of packet arrival
intervals, and a sequence of packet transmission directions. In this case, there are 3
features, so the model needs to process 3 feature sequences in parallel. As requirements
and data evolve, the feature selection strategy can be effortlessly changed by adding or
removing the number of parallel channels.

3.2 Embedding Layer

Our work introduces the word embedding method commonly used in NLP into PaBiL-
Net. This method can map words into a vector space, thus mining the potential relation-
ships between words. Similarly, we treat the data in a sequence as a vocabulary in natural
language and represent the deep connections between the data by embedding layers.
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The essence of the embedding layer is a lookup table that can be used to store the
embedded representation of a fixed-size dictionary. Given an index value, the embedding
layer returns the embedding vector corresponding to this index, and the embedding vec-
tor reflects the semantic information of the corresponding data to some extent. Lookup
tables, as an efficient data structure, can effectively reduce the computation time formap-
ping from elements to vectors. Consider a set S of elements with the number of elements
L and the dimension of the embedding vector of each element is d. The total embedding
can be regarded as a matrix S ∈ RL×d , where S will be continuously updated during the
training process. Given an element E and an embedding matrix S, the embedding vector
corresponding to E is the E-th row of the matrix S, i.e., SE .

In PaBiL-Net, the input to each embedding layer is a set of feature sequence data
containing n elements f .

f = [x1, x2, ..., xn] (1)

where f is the sequence data of a feature of the biflow and each element xi, I ∈ {1, 2, 3,
..., n} is converted into a d-dimensional vector Si according to the lookup table S. The
output of the embedding layer is the vector after the transformation of each element.

Embedding(f ) = [S1, S2, ..., Sn] (2)

3.3 Bidirectional LSTM

Considering each data packet as a sentence composed of word vectors, then the whole
biflow is considered as a text sequence. Encoding this text sequence by an LSTM [21]
model results in a high-dimensional vector representation. This representation captures
the temporal relationships between the data.

The bidirectional LSTM (Bi-LSTM) structure in [22] is used to compute the feature
data after the embedding layer, as shown in Fig. 1. The input of the Bi-LSTM layer is the
sequence data [S1, S2, . . . , Sn]. The computation process is divided into sequential com-
putation (

−−−→
LSTM) and inverse sequential computation (

←−−−
LSTM). The detailed computation

process is as follows.

−→
ht = −−−→

LSTM
(
St,

−−→
ht−1

)
, t ∈ {1, 2, 3, . . . , n} (3)

←−
ht = ←−−−

LSTM
(
St,

←−−
ht+1

)
, t ∈ {1, 2, 3, . . . , n} (4)

where
−→
ht and

←−
ht are the outputs of the sequential and inverse-order calculations at time

t, respectively, and the very first
−→
h0 and

←−−
hn+1 are both initialized to 0. Finally, the Bi-

LSTM sequential and inverse-order outputs are concatenated together to obtain the final
output o.

o = Concatenate
(−→
hn ,

←−
h1

)
(5)

To provide better modeling capability, a two-layer Bi-LSTM is used in PaBiL-Net.
Compared with a single-layer network, a multilayer network not only adapts better
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to complex data patterns but also avoids prematurely forgetting the information and
effectively passes on long-term memory. Equation (6) shows the output form of Bi-
LSTM.

o = Concatenate

(−→
h1n ,

←−
h11 ,

−→
h2n ,

←−
h21

)
(6)

hji is the output at moment i in the j-th LSTM layer.

3.4 Classification Layer

The structure of the classification layer is divided into 4 parts. First, the output vectors
of all parallel Bi-LSTM layers are concatenated to obtain a summary of all features.
Then, the feature representation is further compressed by a fully connected layer. Next,
a dropout layer is added after the fully connected layer to prevent overfitting. Finally, by
feeding the data into a softmax function, the probability distribution for each category
is output and the model’s classification results are derived based on the index of the
maximum probability value.

4 Evaluation

This section first introduces the datasets used in the experiments, including the data
source, collection process, and content of the dataset. Then, the experiment setup is
elaborated, including the experiment environment, the hyperparameter settings, and the
training strategy. Next, the baseline methods used in the experiments and the evaluation
metrics are described. Finally, the results of the experiments are presented.

4.1 Datasets

MIRAGE-2019. We choose MIRAGE-2019 [23] as the dataset for the experiment. It
was collected by researchers from the ARCLAB laboratory of the University of Naples
“Federico II”, Italy. They collected data containing 20 different APPs and 3 different
brands of smartphones by recruiting more than 280 volunteers.

MIRAGE-2019 is released in JSON format and provides multiple features, including
packet-level features, flow-level features, and metadata, for each 5-tuple feature that is
identical for a biflow. Specifically, the packet-level features include some characteristics
for the first 32 packets of a biflow. The flow-level features include statistical and distri-
butional features of packet length and packet inter-arrival time. The metadata includes
the number of packets, the length of the payload, and the duration of a biflow. Table 1
shows the details of MIRAGE-2019.
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Table 1. Name, category, and number of biflows of each APP in MIRAGE-2019

Index APP Category Biflows

1 Waze Maps & Navigation 11755

2 OneFootball Sports 10810

3 AccuWeather Weather 10695

4 Duolingo Education 8319

5 Subito Lifestyle 8188

6 Wish Shopping 6519

7 Spotify Music and Audio 6447

8 FourSquare Travel and Local 6420

9 Youtube Video Players 6364

10 Comics Comics 5519

11 Facebook Social 5441

12 Dropbox Productivity 4815

13 Twitter News and Magazines 4746

14 Pinterest Social 4078

15 Messenger Communication 4059

16 TripAdvisor Travel and Local 3578

17 Slither.io Games 3088

18 Viber Communication 2740

19 Trello Productivity 2308

20 Groupon Shopping 1995

MIRAGE-COVID-CCMA-2022. MIRAGE-COVID-CCMA-2022 [24] (hereafter
MIRAGE-2022) collected traffic data generated by more than 150 experiment partic-
ipants communicating and collaborating over 3 mobile devices using 9 mobile APPs.
MIRAGE-2022 focuses on data about people’s use ofmobile devices for telecommuting,
meetings, classes, and social activities during the Covid-19 pandemic. Table 2 shows
the details of these APPs.

4.2 Experiment Settings and Hyperparameters

Our experiments were implemented on a server equippedwith an Intel XeonGold 5218R
CPU and accelerated with Nvidia Tesla V100 GPUs. The software runs on an Ubuntu
20.04 operating system using the Python 3.9.7 programming language and Pytorch
1.10.2 deep learning framework. The training batch was set to 64 and the learning rate
was set to 0.001, which gradually decayed by a factor of 0.8 per round. Adam was used
as the optimizer and an early stopping mechanism [25] was used to prevent overfitting.
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Table 2. Name, category, and number of biflows of each APP inMIRAGE-COVID-CCMA-2022

Index APP Category BiFlows

1 Microsoft Teams Business 6541

2 Skype Communication 6373

3 ZOOM Cloud Meetings Business 5126

4 Webex Meetings Business 4789

5 Messenger Communication 4463

6 Discord Communication 4337

7 GotoMeeting Business 3695

8 Slack Business 2988

9 Google Meet Business 2252

To avoid the interference of random factors and ensure the accuracy of the experimental
results, 5-fold cross-validation was used in all experiments.

In the experiments, we made many attempts to adjust the hyperparameters of the
model. This includes feature selection, embedding vector dimension, and hidden state
dimension of Bi-LSTM. First, in terms of feature selection, after many experiments, 5
features are finally determined, which are the sequence of transmission directions of the
first 32 packets (0 indicates upload and 1 indicates download), the sequence of transport
layer payload length of the first 32 packets, the sequence of inter-arrival time of packets
(in seconds), the sequence of TCP window size (the value is 0 in case of UDP), and the
first 128 bytes of transport layer payload (decimal sequence). Second, when determining
the embedding vector dimension, if the size of the embedding dictionary is less than 1024,
then the embedding vector dimension is equal to the size of the dictionary because a
larger size of the embedding vector leads to unnecessary information redundancy. If the
dictionary size is greater than or equal to 1024, then the embedding vector dimension is
set to 1024. Although a larger dimension can lead to a richer information representation,
it will also greatly increase resource consumption. Note that an embedding layer in a
parallel branch is not necessarily required. For example, the value of the inter-arrival
time of packets is continuous rather than discrete, so it is impossible to quantify the
number of its embedding dictionary, so the embedding layer is not used in the branch
where this feature is located. Next, the hidden state dimension of Bi-LSTM needs to be
set reasonably. Considering computational resources and efficiency, it is set to 128. The
number of neurons in the fully connected layer is the number of categories, i.e. 20 or 9.
The random deactivation rate of the dropout is set to 0.4.

4.3 Baseline Methods

In our experiments, the performance of PaBiL-Net is evaluated by comparing it with 3
other baseline methods (RF, App-Net, and MIMETIC) that focus on mobile encrypted
traffic classification.
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(1) RF.A traditional machine learning-based mobile APP fingerprint detection model is
proposed by Taylor et al. in [14]. The model first extracts 54-dimensional statistical
features for packet length sequences, and then feeds these features into a random
forest classifier to classify mobile encrypted traffic.

(2) MIMETIC. The model was proposed by Aceto et al. in [15]. It inputs the first
576 bytes of the transport layer payload to CNN and fully connected layer, while the
number of bytes of the transport layer payload, the TCPwindow size, the inter-arrival
time of the packets, and the direction of the first 12 packets are input to Bi-GRU.
These 2 outputs are combined and then input to the softmax function to obtain the
classification results.

(3) App-Net. This model was proposed by Wang et al. in [16]. It inputs the first 1014
bytes of the transport layer payload into CNN for feature extraction after one-hot
coding, while the packet length sequence is input into Bi-LSTM for extracting the
temporal relationships after the embedding layer. Finally, the outputs of the 2 net-
works are combined and the probability distribution of each category is obtained by
the softmax function.

4.4 Metrics

In this paper, we choose Accuracy, macro Precision, macro Recall, and macro F1, which
are widely used in deep learning, to evaluate the overall classification performance of
each model. The specific formulas are as follows.

Accuracy = ncorrect
nall

(7)

where ncorrect denotes the number of correctly classified data and nall is the number of
all data in the dataset. Suppose there are c categories in the dataset and the formula of
the F1 score for category i is as follows.

Precisioni = TPi
TPi + FPi

(8)

Recalli = TPi
TPi + FNi

(9)

F1i = 2 · Precisioni · Recalli
Precisioni + Recalli

(10)

where TPi (True Positive) indicates the amount of data in category i that are correctly
classified. FPi (False Positive) indicates the number of data not in i but incorrectly
classified in i. FNi (False Negative) indicates the amount of data in i that are classified
into other categories. TNi (True Negative) indicates the number of data that are not
in i and are also classified as not in i. F1i is calculated from the harmonic average of
Precisioni and Recalli. The macro Precision, macro Recall, and macro F1 are obtained
by averaging each category’s Precision, Recall, and F1 scores, respectively.

Macro_Precision = 1

c

c∑
i=1

Precisioni (11)
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Macro_Recall = 1

c

c∑
i=1

Recalli (12)

Macro_F1 = 1

c

c∑
i=1

F1i (13)

4.5 Experiment Results

The experiment results of mobile encrypted traffic classification using each of the 4
models are given below.

Table 3. Classification performance of 4 models on MIRAGE-2019. Bolded indicates the best
performance.

Metrics/Methods RF [14] MIMETIC [15] App-Net [16] PaBiL-Net

Accuracy 74.2133% 75.6348% 77.0164% 81.1103%

Macro-Precision 71.0807% 69.8155% 74.9011% 78.5262%

Macro-Recall 68.0366% 68.6161% 71.8995% 76.1381%

Macro-F1 69.0149% 68.7413% 73.0922% 76.9951%

Table 4. Classification performance of 4 models on MIRAGE-COVID-CCMA-2022. Bolded
indicates the best performance.

Metrics/Methods RF [14] MIMETIC [15] App-Net [16] PaBiL-Net

Accuracy 90.8466% 90.2133% 91.2791% 93.4852%

Macro-Precision 92.3667% 91.1617% 91.5447% 94.7965%

Macro-Recall 91.2156% 90.3743% 91.3125% 93.3709%

Macro-F1 91.5112% 90.6051% 91.4945% 93.8045%

Table 3 and Table 4 show the results of the classification experiments of PaBiL-
Net and the 3 baseline methods on the 2 datasets. The experiments show that all the
3 baseline models show good performance. Compared to RF and MIMETIC, App-
Net shows better performance in all 4 metrics on MIRAGE-2019, while on MIRAGE-
2022, the performance gap between the 3 baseline models is not significant, probably
due to the small amount of data in this dataset. The proposed PaBiL-Net achieves the
best performance among all models. Specifically, PaBiL-Net achieves 81.1103% and
93.4852% accuracy on the 2 datasets, which were 4.0939% and 2.2061% better than
the best-performing baseline method, App-Net. In addition, the macro F1 of PaBiL-
Net was 76.9951% and 93.8045%, which were 3.9029% and 2.2933% better than the
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best baseline models (App-Net and RF), respectively. Overall, it seems that PaBiL-Net
outperforms the 3 baseline methods in all 4 metrics and shows excellent classification
performance.

Nowadays, more and more multimodal frameworks are widely used in encrypted
traffic classification. Many researchers expect to achieve better performance by com-
bining different network structures. However, the results of this paper show that using
multiple structures does not necessarily lead to the best results.

5 Ablation Study

In this section, we take MIRAGE-2019, which contains a larger amount and variety
of data, as an example. We investigate the influence of the first 2 components (feature
selection strategy and embedding layer) in PaBiL-Net on the performance. First, the
feature selection strategies using different numbers and types of features are compared
separately. A ranking of the contribution of the 5 features to performance is provided.
Second, the performance of the model with the embedding layer removed is compared
with the original model.

5.1 Feature Selection Strategy

Since PaBiL-Net has a high degree of freedom in feature selection, i.e., the number of
parallel channels in the model can be adjusted according to the actual needs, we attempt
to investigate how the number of features or the type of features affects the classification
performance. The experiment results are shown in Fig. 2.

In Fig. 2, PB is the number of transport layer payload bytes. Iat is the inter-arrival
time of packets. Dir is the transmission direction of packets. Win is the TCP window
size. First, a single feature is selected for the experiment, as shown in Fig. 2(a). Only
one path in PaBiL-Net is used to try each of the 5 features. The results show that the best
performance is achieved by the model selecting PB as a feature, followed by payload,
win, and dir in that order. The model choosing iat performs the worst with an accuracy
of only 34.39%, possibly because the channel containing this feature cannot use the
embedding layer.

Among the experimental results for a single feature, the feature with the best result
(i.e., PB) is selected as the basis and combined with each of the other 4 features to obtain
4 comparative results, as shown in Fig. 2(b). The model combined with win achieves the
highest accuracy rate, but the macro F1 is not the highest. On the contrary, the model
combined with payload achieves the highest macro F1. This proves that the fusion of
multiple features does lead to a better performance than a single feature.

In classification tasks, the macro F1 usually indicates the overall performance more
than the accuracy, so in the next experiments, we constructed 3 models based on PB
and payload for comparison. This is shown in Fig. 2(c). The results show that the model
combined with win obtains the best performance, followed by iat and dir. This implies
that TCP window size is important for encrypted traffic classification, but most existing
studies ignore this feature. Instead of increasing, the macro F1 obtained after adding dir
and iat decreased. This may be because the feature itself contains less information, or
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Fig. 2. Performance comparison of PaBiL-Net using different feature selection strategies

because other features have already covered its contribution. Therefore, more features
do not necessarily mean better performance for classification models.

Following the same principles, 2 models were constructed for comparison, as shown
in Fig. 2(d). The results show that the model combined with iat performs better, while
the model combined with dir does not improve.

Combining the above results and analysis, we explored the contribution of each fea-
ture to the classificationperformance.Equation (14) gives the rankingof the contributions
of the 5 features.

payload_bytes > payload > TCP_window_size > iat > dir (14)

First, the number of transport layer payload bytes and the transport layer payload
are the key features that affect the performance. Very good performance can be achieved
by using only these features. Second, TCP window size also plays an important role in
classification, and the performance is still greatly improved by adding this feature. Com-
pared with the first 3 features, inter-arrival time and transmission direction contribute
less to the performance.

5.2 The Necessity of Embedding Layers

Our study is inspired by the NLP approach to applying the embedding layer to PaBiL-
Net. To thoroughly investigate the influence of the embedding layer, we performed the
same experiments on the model after removing the embedding layer. The results are
compared with the original model.
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Fig. 3. Comparison of accuracy of PaBiL-Net with and without embedding layer

Figure 3 shows the accuracy comparison of the 2 models with a line graph. The
blue line represents the model without the embedding layer. The red line represents
the original model with the embedded layer. Each point represents the accuracy of the
validation set after each training epoch. The results show that the performance of the
model without the embedding layer degrades severely. On the other hand, the original
model shows a clear advantage. In particular, at the end of the first training epoch, the
accuracy of the original model has reached a high level, higher than the highest level
of the other model. Eventually, the difference between the accuracies of the 2 models
reached 14.9025%. This indicates that the embedding layer is crucial to improve the
classification performance.

6 Conclusions

In this paper, we present PaBiL-Net, an end-to-end classificationmodel aimed at enhanc-
ing the performance of mobile encrypted traffic classification. PaBiL-Net utilizes a par-
allel similarity structure to handle diverse data features, offering greater flexibility in the
feature selection strategy. We conduct experiments on 2 publicly available datasets and
compare the performance of PaBiL-Net against 3 baseline models (RF, MIMETIC, and
App-Net). The 5-fold cross-validation results demonstrate that PaBiL-Net surpasses the
baseline models across all performance metrics. Moreover, the inclusion of the embed-
ding layer further enhances performance. Additionally, we assess different feature selec-
tion strategies and rank the contributions of 5 feature types to the classification perfor-
mance. These findings contribute to the refinement and optimization of PaBiL-Net, with
practical implications for real-world applications. We hope that this model and the con-
clusions drawn in this paper provide valuable insights and aid future research in the
domains of cyberspace security and network management.
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Abstract. Deep neural networks have been recently utilized in source
code vulnerability detection methods due to their automated feature
learning capabilities. However, current deep vulnerability detection mod-
els heavily rely on fixed code static analysis tools, limiting their applica-
bility to a single programming language. Furthermore, the existing mod-
els often fail to fully extract semantic features from the source code, lead-
ing to limited generalization capabilities. To address these challenges, this
paper proposes a language-agnostic code vulnerability detection frame-
work based on ensemble of graph neural networks. Our approach con-
siders the source program as a linear token sequence and constructs an
initial graph representation by capturing the co-occurrence relationships
between tokens. The model’s hidden layers leverage a combination of
graph convolutional module and gated graph neural networks to extract
semantic features from vulnerable code. To adaptively learn the impor-
tance of each vulnerability feature, we introduce a self-attention layer
after the hidden layer. Additionally, to enhance model stability and pre-
vent overfitting, we incorporate residual connections and flooding reg-
ularization techniques. Experimental results on real-world vulnerability
datasets demonstrate our approach surpasses previous SOTA approaches
by a margin of over 2.37% in terms of detection accuracy.

Keywords: Vulnerability detection · Source program · Graph neural
network · Deep learning · Self attention · Code augmentation

1 Introduction

The complexity of computer software systems has increased due to advancements
in computer hardware and the evolving demands of application scenarios. This
complexity is evident in functional design, code size, and the technology stack
used in development. Consequently, there has been a significant rise in software
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security vulnerabilities, posing increased risks of unauthorized access and com-
promise of information systems [1]. In the first half of 2022, the China National
Vulnerability Database of Information Security (CNNVD) reported 12,466 new
general vulnerability information items, including 1,927 highly critical vulnera-
bilities (15.46% of the total) [2]. Detecting vulnerabilities proactively is crucial
to prevent their exploitation and enhance the security of information systems.

Vulnerability detection methods for source code vulnerabilities can be clas-
sified into two types: static detection and dynamic detection, depending on
whether the program is running or not. Static detection aims to establish an
ideal model of the program’s state and analyze how it transitions between dif-
ferent states [3]. Existing static analysis methods primarily include lexical anal-
ysis techniques, data flow analysis, and control flow analysis techniques. Lexical
analysis methods slice the program and compare each fragment with a security
vulnerability library. If a match is found, it is considered a security vulnerability
[4]. However, these methods often lack generalization since they only consider
surface-level information from the source code fragments, resulting in a higher
rate of missed vulnerabilities. Data flow and control flow analysis rely on experts
to determine the presence of security vulnerabilities based on data flow or con-
trol processes, such as buffer overflow and unauthorized access [5]. Nonetheless,
these methods heavily depend on human experts, leading to a higher probability
of overlooking vulnerabilities.

Dynamic analysis methods primarily employ fuzz testing [6] and taint analy-
sis [7]. Fuzz testing utilizes automated tools to generate diverse input data, which
are then fed into the software system. Potential vulnerabilities are detected based
on the system’s output results. Taint analysis determines whether the system
has produced data leaks or performed dangerous data operations by assessing
whether the tainted source has propagated. The drawback of these approaches is
that the analysis results from a single execution may be incomplete, necessitating
multiple executions of the source program.

Traditional machine learning approaches based on manually annotated fea-
tures [8] are also employed in vulnerability detection. However, these methods
rely heavily on prior knowledge and human experts, and the manually defined
features struggle to adapt to the iterative development of software programs. As
a result, deep learning has gained significant popularity in recent years for source
code vulnerability detection due to its ability to automatically learn features and
patterns.

Existing source program vulnerability detection methods based on deep neu-
ral networks differ primarily in two aspects: the representations of the source pro-
gram and different network architectures. Li et al. [9] treat program slices involv-
ing the same function call as sequential processing units and utilize word2vec
vector representation to depict each symbol within the sequence. These vectors
are then interconnected to construct the vector representation of the source code.
Subsequently, a bidirectional long short-term memory network is employed to
extract vulnerability features and train the model, effectively addressing code
dependencies in both forward and backward directions. Building upon this app-
roach, another study [10] introduces a code attention mechanism to further
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Fig. 1. Workflow of our proposed vulnerability detection framework.

enhance the detection performance of the model. On the other hand, Wu et
al. [11] represent the source program at the function level as a program depen-
dency graph, where each node corresponds to a line of source code. They employ
three centrality analysis strategies - “degree centrality”, “Katz centrality”, and
“adjacent centrality” - to assess the importance of each line of source code. The
vulnerability detection is then performed using a convolutional neural network
(CNN). Additionally, the abstract syntax tree (AST) is commonly utilized as
the initial representation of the code [12]. Pre-trained language models, such as
BERT, have demonstrated promising performance in downstream tasks like vul-
nerability detection, benefitting from their pre-training on extensive data. How-
ever, the attention layer’s interconnection between every position in the source
code restricts the network’s ability to capture local information within the code
[13]. Overall, existing methods employ sequence and tree representations for
code, resulting in the loss of significant structural features. Graph representa-
tions, while capturing structural information, often rely on source code analy-
sis tools like Joern [14]. Nonetheless, some studies have revealed challenges in
parsing source code or third-party libraries in different programming languages
using such tools, leading to internal compilation errors or anomalies [15]. In
terms of model structure, CNNs, recurrent neural networks, and Transformer-
based architectures [16] are commonly employed to handle sequence data but
face limitations in directly handling the graph structure information inherent
in variable-length source code, such as variable-function and function-function
calling relationships.

In response to the aforementioned challenges, this paper presents a novel code
vulnerability detection model that combines graph convolutional neural networks
(GCN) [17] and gated graph neural networks (GGNN) [18], as shown in Fig. 1.
By leveraging the specific strengths of GCN in capturing local information in
source code and GGNN in capturing long-range dependencies and global graph
information between nodes, our model effectively integrates the advantages of
these two models. Notably, we design the hidden layers of our model by concate-
nating GGNN after the graph convolutional layer. This strategic configuration
allows the model to simultaneously extract both local and global information
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from the source program, consequently enhancing the accuracy of the vulnera-
bility detection model. Additionally, drawing inspiration from ResNet [19], we
introduce residual connections between the hidden layers to mitigate the issue of
gradient vanishing commonly encountered in deep graph neural networks. This
structural enhancement ensures stable and effective information flow throughout
the model. Moreover, prior to reaching the output layer, we incorporate a self-
attention mechanism that allocates greater attention weights to key features.
This mechanism facilitates the embedding representation of the source program
to pass through the fully connected layer for precise graph-level prediction. In
terms of the loss function design, we employ the flooding regularization tech-
nique to smoothen the model’s loss and prevent overfitting to the training set.
This regularization strategy promotes robust learning and generalization of the
detection model.

Regarding the representation of the source program, this paper draws inspi-
ration from Nguyen et al. [15] and leverages a pre-trained program language
model. The model effectively splits the source program sequence into a linear
sequence composed of individual tokens, excluding duplicate tokens. We treat
distinct tokens as nodes in the initial representation graph, where the edges of
the graph reflect the co-occurrence relationships between tokens within a moving
window. To obtain the initial feature representation of the nodes, we utilize the
embedding layer of the pre-trained program language model, ensuring informa-
tive and meaningful node representations. Furthermore, due to the scarcity of
labeled data with vulnerabilities, we adopt six code refactoring methods to gen-
erate augmented code samples that maintain same labels with the original data.
This augmentation approach substantially expands the training set of the detec-
tion model and significantly improves its generalization performance during the
testing phase. Importantly, our proposed approach does not rely on language-
specific tools such as Joern [14] for extracting program dependency graphs from
the source code. Thus, it offers broad applicability for program vulnerability
detection across various programming languages.

To verify the effectiveness of our proposed approach, we conducted exten-
sive experiments on a popular real-world vulnerability dataset CodeXGLUE.
The results unequivocally demonstrate that our method surpasses other strong
baselines.

In summary, this paper contributes in the following key aspects:

– We introduce a novel graph neural network-based model that effectively com-
bines graph convolutional module and gated graph neural networks for pre-
cise source code vulnerability detection. By incorporating a self-attention
layer, the model strategically focuses on crucial node correlations, resulting
in improved detection accuracy.

– To address the challenge of overfitting to the vulnerability training set, we
employ code augmentation strategies and flooding regularization techniques,
which significantly enhance the model’s generalization capability and alleviate
the risk of overfitting.
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– Importantly, we evaluate the performance of our model on a more realistic vul-
nerability dataset called CodeXGLUE, encompassing highly complex source
code data, instead of relying solely on artificially generated data. Through
rigorous experimentation, we demonstrate that our model achieves superior
detection accuracy compared to other prevailing models.

The structure of this paper is outlined as follows: Sect. 1 provides backgrounds
and existing research in the field. Section 2 defines vulnerability detection and
introduces code refactoring strategies. In Sect. 3, we present a comprehensive
description of our model. The experimental outcomes, obtained from real-world
vulnerability datasets, are presented in Sect. 4. Finally, Sect. 5 summarizes our
conclusions.

2 Preliminaries

In this section, we begin by presenting the formal definition of the problem,
establishing a clear foundation for our subsequent discussions. Additionally, we
describe the preprocessing and augmentation techniques employed on the vul-
nerability dataset to facilitate effective training of our proposed model.

2.1 Problem Definition

We address the issue of source code vulnerability detection by framing it as a
binary classification problem, using a deep learning-based classifier F to effec-
tively identify whether a given source program sample contains vulnerabilities
or not. To facilitate analysis, we consider functions as the fundamental unit and
define a sample as {(xi, yi) | xi ∈ X, yi ∈ Y }ni=1, where X represents the input
data space and n denotes the size of the sample set. The label set Y = {0, 1}
is defined such that 1 denotes a vulnerability and 0 denotes no vulnerability.
To implement the classifier F , we adopt a graph neural network structure that
characterizes each source program xi as a graph gi(V,M,A) ∈ G. In this rep-
resentation, V denotes a collection of s nodes within the graph, M ∈ Rs×d

denotes the feature matrix of the nodes, and each node vi ∈ V is represented
by a real-valued vector mi ∈ Rd. The adjacency matrix A ∈ {0, 1}s×s indicates
the existence of edges between nodes v and u, with Av,u being set to 1 when
there is a connection and 0 otherwise. We then utilize the classifier F to learn a
mapping based on the constructed graph gi. To optimize the mapping function
f(x), we define the objective function L with a regularization term Ω(θ) that
penalizes overfitting and a parameter λ that adjusts the regularization strength
as shown in Eq. (1):

min
n∑

i=1

L (f (gi(V,M,A), yi | xi)) + λΩ(θ) (1)
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Table 1. Various refactoring methods used in our work to augment vulnerability
datasets.

Refactoring method Operation Example

Method renaming Rename a method using a synonym def remove(m) → def delete(m)
Arguments renaming Rename an augment using a synonym def func(length) → def func(size)
Duplication Duplicate an assignment m = 1 → m = 1; m = 1
Print adding insert a print statement add: print (1)
Dead if adding insert an unreachable if statement add: if(0 == 1): print(1)
Local variable adding Add an unused local variable add: tmp = 1

2.2 Preprocess of Code Data

For a source program vulnerability detection model, the training data is crucial.
However, obtaining high-quality real-world vulnerability code data is challeng-
ing, as it typically requires manual annotation by human experts. Therefore, in
this paper, to enhance the model’s generalization, we performed data augmen-
tation on a real-world vulnerability dataset from CodeXGLUE [20]. Specifically,
we employed six simple yet effective code refactoring strategies [21,22] to gen-
erate new code samples while preserving the semantic features and labels of the
original samples. Table 1 provides examples of these code refactoring methods
and their corresponding transformations.

3 Proposed Model

This section presents our proposed program vulnerability detection model, which
utilizes an ensemble of graph neural network. The model comprises four main
components: 1) Source program representation: This component focuses on rea-
sonably representing the vulnerability source program. 2) Feature extraction: A
hybrid network structure with residual connections is designed to integrate graph
convolutional layer and gated graph neural network to capture code features com-
prehensively. 3) Feature aggregation: To enhance robustness and reduce the risk
of overfitting, a weighted pooling strategy is proposed, which incorporates both
global and local information of vulnerability features. 4) Model output layer:
We employs batch normalization and dropout techniques to achieve graph-level
prediction. Additionally, we introduce a self-attention layer that helps the model
focus on important relationships within the input, further enhancing its predic-
tive capabilities. By incorporating these four components, our proposed model
demonstrates enhanced accuracy in detecting program vulnerabilities.

3.1 Build Graph of the Source Code

Previous studies have relied on programming language parsers to extract seman-
tic graph information from source code [10,27]. However, these parsers often
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Fig. 2. Structure of graph for a vulnerability sample. We set sliding window of length
2p = 2 for the node “short”. The node feature matrix has a size of s × d, while the
adjacency matrix has a size of s × s.

struggle with parsing code from various programming languages without encoun-
tering internal compilation errors and exceptions, which limits their practical
applicability [15]. In contrast, this paper leverages a language-independent graph
construction method that is both simple and effective. Specifically, the proposed
method treats source code as a token sequence and initializes each token as a d-
dimensional vector, which is continuously updated during training. The method
then removes duplicate tokens, keeping only the unique ones that serve as nodes
in the code representation graph. The co-occurrence of different tokens in a fixed
window is captured as edges in the graph, as depicted in Fig. 2. Using the fol-
lowing Eq. (2), we can define the graph representation of the source program in
this manner.

{
N = {rv|v ∈ [1, s]}
E = {Av,u|v ∈ [1, s], u ∈ [v − p, v + p]} (2)

where N and E denote the collection of nodes and edges, respectively, s denotes
the total length of the preprocessed token sequence, p denotes half of the length
of the sliding window, and Av,u denotes the undirected edge between token v
and token u. In accordance with previous literature [15], self-loops are neglected
in the construction of the graph in this paper as they do not improve model
performance.

To initialize the node feature vectors in the graph, we leverage a pre-trained
programming language model CodeBERT or GraphCodeBERT [23,24] and inte-
grate its token embedding layer into our model design, following the approach
used in prior research [15].
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3.2 Combined Novel Graph Neural Network Structure

We introduce the hidden layers that serve as feature extractor in our pro-
posed vulnerability detection model. The feature extractor incorporates a hybrid
architecture that combines graph convolutional module and gated graph neural
networks, utilizing residual connectivity. The feature extraction process begins
with the graph convolution layer, where the attributes of neighboring nodes are
merged with their own attributes. This enables the current node to update its
representation by incorporating local information relevant to the analyzed vul-
nerability. Following the GCN module, the GGNN module updates the node
embeddings using a gated update mechanism. The GGNN layers consist of lin-
ear transformations and gating operations, which enable the network to capture
complex dependencies within the graph. To enhance the model’s representation
capacity and overcome challenges like gradient vanishing or exploding during
training, we integrate residual connectivity into the feature extraction compo-
nent. This ensures the stability and effectiveness of the feature extraction pro-
cess, ultimately enhancing the model’s performance in vulnerability detection
tasks.

The graph convolution layer updates the feature vector of node v at the
(k+1)-th iteration by combining the feature vectors of its neighboring nodes at
the k-th iteration. This transformation is expressed as the following Eq. (3):

hk+1
v = φ

(
∑

u∈Nv

av,uW
(k)h(k)

u

)
,∀v ∈ V (3)

where av,u represents the edge constants between node v and u in the Laplace
renormalized adjacency matrix D−1/2AD−1/2 [15]. Here, D refers to the diago-
nal node degree matrix of A. W (k) represents the weight matrix, and φ denotes
a nonlinear activation function used in the transformation.

The gated layer takes the node feature matrix processed by the convolutional
layer as input. In the gated neural network, the gating mechanism computes new
features for each node. This mechanism has two steps: firstly, the update gate is
calculated, which determines whether the node should update its features or not.
Secondly, a reset gate is computed, which determines which historical informa-
tion the node needs to forget. Finally, the new node features are computed from
the current node’s information and that of its neighboring nodes. The update
gate and reset gate are computed using the sigmoid activation function. To com-
pute the hidden state, we first obtain a “forgetting vector” by multiplying the
reset gate and the input node feature matrix, and then multiply it with the
adjacency matrix to obtain A. We then perform an activation function on the
result to obtain the updated hidden state H. The computation process of the
gating layer is shown in the following Eq. (4, 5, 6, 7, 8):

a(k+1)
v =

∑

u∈Nv

av,uh(k)
u (4)

z(k+1)
v = σ

(
W za(k+1)

v +Uzh(k)
v

)
(5)
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r(k+1)
v = σ

(
W ra(k+1)

v +U rh(k)
v

)
(6)

˜

h
(k+1)
v = φ

(
W oa(k+1)

v +Uo
(
r(k+1)
v � h(k)

v

))
(7)

h(k+1)
v =

(
1 − z(k+1)

v

)
� h(k)

v + z(k+1)
v � ˜

h
(k+1)
v (8)

where z and r denote the update gate and reset gate, respectively. W and U are
trainable weights. � denotes multiplication by elements, while σ and φ denote
nonlinear activation functions.

We connect the residuals of the graph convolution layer and the gated GNN
layer separately to deepen the capacity of proposed model, so the relationship
between hidden GNN layers can be simply shown in the following Eq. (9):

Hk+1 = Hk + GNN(A,Hk) (9)

3.3 Mix of Pooling Layer

The pooling layer transforms the feature representation of the hidden layer into
a one-dimensional graph embedding vector. Sum pooling has been shown to
improve the generalization performance of graph neural networks [25]. However,
maximum pooling is more suitable for capturing the typical semantic features
of source code vulnerabilities. To leverage both methods, this paper proposes
a weighted pooling approach. Specifically, for each node v, its final vector is
obtained as follows Eq. (10):

ev = σ
(
wTh(K)

v + b
)

� φ
(
Wh(K)

v + b
)

(10)

where σ
(
wTh

(K)
v + b

)
represents the soft attention applied to node v in the

last layer of the gating layer. The hyperparameters α and β are used to weight
the contributions of sum and max pooling, respectively. The final graph-level
embedding for the source code program can be formulated as Eq. (11):

eg = α
∑

v∈V

ev + β MaxPool {ev}v∈V (11)

3.4 Output Unit

The graph embeddings obtained from Pooling layer are fed into the output layer
to be transformed into predicted probability vectors. The feature vectors of the
graph pass through a linear layer, then through a batch normalization layer,
followed by a nonlinear transformation using the ReLU activation function, and
then through a Dropout operation to reduce overfitting. As Fig. 3 shows, the
output module also utilizes a self-attention mechanism, which helps the model
attend to important relationships within the input. It is worth noting that the
Q, K, and V vectors used in the attention layer are all graph embedding vectors
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Fig. 3. Pooling unit and output unit in our detection model.

themselves. To fully capture the source code features, we employ two output
layers in parallel. The batch normalization operation normalizes the data within
each batch, resulting in a smoother semantic distribution of exploit codes. This
reduces the internal covariance shift, speeds up the training convergence, and
enhances the stability of the network, mitigating issues such as gradient vanishing
or exploding.

3.5 Design of Training Loss

In our study, we adopt the binary cross-entropy loss with logits as the loss func-
tion, which is applied to the predicted probabilities and their corresponding
labels. To mitigate overfitting and improve model robustness, we employ the
flooding regularization technique [26]. This technique involves setting a flooding
value and encouraging the loss to remain in proximity to this value, effectively
constraining the loss from becoming excessively small. The mathematical rep-
resentation of this approach is shown in Eq. (12). By employing flooding reg-
ularization, we promote a more balanced and controlled optimization process,
leading to improved model performance and generalization capabilities.

L̃CE = |LCE − b| + b (12)

4 Experiments and Analysis

4.1 Experimental Settings

Datasets. In this paper, we use real benchmark data from CodeXGLUE [20] to
evaluate our model. This dataset was originally curated by Zhou et al. [27] from
two popular open-source projects written in the C language, namely QEMU and
FFmpeg. We expanded the training set of this dataset to 22,180 instances using
the code refactoring method mentioned in Sect. 2.2. The development and test
set consist of 2,732 instances, aligning with prior research [20]. Note that the
vulnerable codes in CodeXGLUE dataset are highly complex and not generated
artificially, making the detection process more challenging.
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Table 2. Vulnerability detection performances of various methods. The highest scores
are indicated in bold, while the second highest scores are underlined. “Our_CB” and
“Our_GCB” refers to our model with CodeBERT and GraphCodeBERT embedding
layer, respectively.

Method Accuracy Recall Precision F1

Devign 59.22% 44.46% 57.23% 50.04%
ReGCD_GCN 61.90% 42.31% 62.62% 50.50%
ReGVD_GGNN 62.12% 46.61% 61.58% 53.06%
Our_GCB 63.98% 61.35% 60.68% 61.01%
Our_CB 64.49% 51.08% 64.29% 56.93%

Strong Baselines. ReGVD [15]: A method that considers the co-occurrence
relationship between tokens to construct a code graph and utilizes residual con-
nections in GNN layers for vulnerability detection. The ReGVD method offers
two models, GCN and GGNN, which we evaluate separately to gauge their indi-
vidual performance. Devign [27]: A method that operates on a code property
graph and employs 1-D convolution pooling for predictions based on GGNN.

Implementation Details. During the model training process, we utilized a
batch size of 16 and trained for a total of 42 epochs. The Adam optimizer was
employed, starting with a learning rate of 5e−5. To enhance regularization, we set
the Flood level value to 0.4. The model was trained on a system equipped with an
NVIDIA 3090 GPU and an Intel(R) Core(TM) i9-10900K CPU at 3.70GHz. To
encourage community comparisons and facilitate the reproducibility of our find-
ings, our code and dataset slices are available at: https://github.com/sullendhy/
vul_detection_gnn.

4.2 Detection Performance of Our Model

We evaluate the performance of various methods using accuracy, recall, precision,
and F1 score. Table 2 presents the detection performances of our model along-
side other prevailing models. The reported results are based on the best model
checkpoint, which corresponds to the model achieving the highest accuracy on
the validation set. Notably, our model consistently outperforms other methods
using the exact same parameter and data settings. Specifically, our approach
achieves a detection accuracy of 64.49% on the CodeXGLUE dataset, establish-
ing a new state-of-the-art (SOTA) value. We also observed that the detection
performance of our model varies when using different pre-trained models to ini-
tialize the node embeddings.

4.3 Ablation Study

We conduct an ablation study to empirically evaluate the impact of key com-
ponents in our model, including the code refactoring process of the dataset, the

https://github.com/sullendhy/vul_detection_gnn
https://github.com/sullendhy/vul_detection_gnn
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Table 3. Accuracy and precision with different settings. “Our_CB” denotes our original
method, “-DA” represents that we did not perform data augmentation on the training
set, “-RES” indicates that we removed residual connections between hidden layers, “-
Flooding” denotes that we did not utilize flooding regularization technique, and “-SA”
signifies the removal of self-attention layers in our model.

Our_CB -DA -RES -Flooding -SA

Accuracy 64.49% 63.29% 63.98% 64.35% 61.24%
Precision 64.29% 62.00% 63.59% 61.96% 59.84%

Fig. 4. Impact of different sliding window lengths on model performance.

presence of residual connections between GNN layers, the utilization of flooding
regularization, and the inclusion of the self-attention layer, on the overall detec-
tion performance. From Table 3, we observe notable variations in the model’s
generalization performance when these components are modified or excluded.
Specifically, when data augmentation is not applied, when residual connections
are removed, when flooding regularization is not utilized, or when the self-
attention layer is omitted, the model’s effectiveness in detecting vulnerabilities
experiences a noticeable decrease. Notably, the self-attention layer has the great-
est impact on the detection model’s effectiveness. We believe that including the
self-attention layer allows the model to prioritize essential code feature, leading
to enhanced accuracy in vulnerability detection. This observation further empha-
sizes the importance of the self-attention mechanism in our proposed model and
validates its role in bolstering the model’s detection capabilities.
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Fig. 5. The influence of the number of GNN layers on detection results.

4.4 Hyperparameter Analysis

We discuss key hyperparameters including the length of the sliding window and
the number of layers in graph convolution module. Firstly, the length of the
sliding window directly impacts the construction of the code graph’s adjacency
matrix, as it determines the number of non-zero values. We conducted experi-
ments to compare the detection performance of the model across different win-
dow lengths. From the results depicted in Fig. 4 and Fig. 5, we observe that
the highest detection accuracy is achieved when the window length is set to
3. This optimal window length strikes a balance between capturing sufficient
global information in the code sequence and avoiding excessive noise introduced
by longer associations between nodes. When the window length is too small, the
model fails to capture comprehensive global information. Conversely, when the
window length is too long, noise features stemming from associations between
distant nodes can interfere with the identification of critical features.

Additionally, we explored the impact of the model’s depth by varying the
number of hidden layers in the graph convolution, specifically considering values
in {2, 3, 4, 5, 6} [27]. Surprisingly, our experiments revealed that the number of
layers in the GNN does not significantly affect the model’s performance. Based
on these findings, we default to employing three layers for the GNN, with both
the GCN module and the GGNN module set to three layers.

5 Conclusion

In this paper, we have proposed a novel vulnerability detection model based on
graph neural networks and self-attention mechanism. Our model effectively cap-
tures local and global semantic features of source code by incorporating graph
convolution modules and gated GNN layers. Additionally, the integration of a
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self-attention layer allows the model to identify and emphasize the relatively
important vulnerability features, thereby facilitating accurate classification. To
further enhance the model’s generalization performance, we introduce Flood-
ing regularization technique and data augmentation strategies based on code
refactoring. These techniques have proven to be instrumental in improving the
model’s ability to detect vulnerabilities. Experimental results on the real-world
vulnerability dataset CodeXGLUE demonstrate that our model achieves the best
detection performance, with a detection accuracy higher than other prevailing
methods by at least 2.37%. We believe that our approach can serve as a new gen-
eral and language-agnostic benchmark for real-world source code vulnerability
detection.
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of State Grid Corporation of China (Research on key technologies of automatic security
protection for new business applications, No. 5108-202218280A-2-154-XG).
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Abstract. Federated learning is a privacy-preserving framework that
collaboratively trains the global model without sharing raw data among
clients. However, one significant issue encountered in federated learning
is that biased classifiers affect the classification performance of the global
model, especially when training on long-tailed data. Retraining the clas-
sifier on balanced datasets requires sharing the client’s information and
poses the risk of privacy leakage. We propose a method for retraining
the biased classifier using prototypes, that leverage the comparison of
distances between local and global prototypes to guide the local training
process. We conduct experiments on CIFAR-10-LT and CIFAR-100-LT,
and our approach outperforms the accuracy of baseline methods, with
accuracy improvements of up to 10%.

Keywords: Federated learning · Long-tailed data · Prototype
learning · Privacy protection

1 Introduction

Federated learning is a novel methodology that trains a single model among mul-
tiple clients without raw data, which tackles the challenges posed by data silos
and label scarcity in various domains, including Recommended Systems [14,17]
and Computer Vision [4,9]. General Data Protection Regulation (GDPR) [25]
and California Consumer Privacy Act (CCPA) [24] impose stringent restrictions
on the use and transmission of data. Currently, the numerous open-source feder-
ated learning frameworks are growing rapidly, including FATE [13], PySyft [18],
TFF [1], FedML [6], and more. In a centralized federated learning framework [15],
each client copies the parameters of the global model and trains the model on
local data. Then, the client transmits its trained model parameters to the server,
which aggregates these local models to update the global model. This iterative
process continues until the model convergence. The goal is that the performance
of the global model in federated learning approximates the performance of the
model trained on centralized data.

Various approaches [2,28] explore the problems of long-tailed data distri-
bution, including instance-level re-weighting and class re-weighting, resampling,
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 575–585, 2024.
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Fig. 1. The illustration of CIFAR-10-LT in 10 clients

and cost-sensitive learning. However, some of these methods can’t be directly
applied in federated learning due to the inherent agnostic and different data
distribution across clients. To mitigate these challenges, Zhang et al. [29] allo-
cate different weights to each class according to training samples, shaping an
efficient decision boundary to classify images. However, setting weights based on
the instances becomes impractical and infeasible when the number of classes is
large (as shown in Figure 1).

The performance degradation in federated learning can be attributed to two
key factors: biased classifiers and inconsistent gradient updates from different
clients. Additionally, the low performance of tailed classes and the lack of robust-
ness in the softmax function. The solutions to improve the accuracy of the model
include re-training the classifier and designing a new loss function. Yang et al. [8]
decouple the model into multiple components, emphasizing the significant impact
of biased classifiers on the classification performance of long-tailed recognition
and exploring various re-balancing strategies. CReFF [20] compares the impact
of different layers on accuracy in ResNet-8, dividing the model into four blocks
and one classifier, and retraining the biased classifiers using the federated fea-
ture. Furthermore, Yang et al. [27] propose the robustness of convolution neural
networks (CNNs) affected by softmax function and design a prototype loss (PL)
to improve the intra-class compactness of the feature representation. Recent
studies [16,26] use prototypes to augment feature extractors. The prototypical
network [22] learns a metric space that reflects potential features, in which clas-
sification can be performed by computing distances to prototype representations
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of each class. Fedproto [23] keeps the generated local prototypes close enough to
the corresponding global prototype to normalize the training of local models.

In this paper, we use prototypes to retrain the biased classifier, using global
prototypes to guide local training and mitigate the detrimental impact of bias.
Our contributions are listed as follows:

– We focus on the long-tailed problem of federated learning, and train an effi-
cient global model when averaging gradients doesn’t reflect local characteris-
tics.

– We decouple the model into the feature extractor and the classifier, and utilize
a prototypes-based federated learning method to retrain the biased classifier
on long-tailed data.

– We conduct some experiments on CIFAR-10-LT and CIFAR-100-LT using
LeNet-5 and ResNet-8, and analyze the impacts of multiple factors on accu-
racy.

The rest of this paper is as follows. We describe the related works on federated
long-tailed learning in Sect. 2. Section 3 conducts the formulation of the problem
and describes our proposed method in detail. Section 4 provides the experimental
results, followed by the conclusion in Sect. 5.

2 Related Work

Federated learning is a popular distributed framework that protects user privacy
while aiming to train efficient models. However, the performance is influenced
by the data distribution and model structure. The distribution of input charac-
teristics from different clients is heterogeneous, averaging local models trained
on different data neglects the distinction of each local model and leads to per-
formance degradation. For instance, ref [3] uses synthetic data for pre-training
to decrease the gap between local models and global models in federated learn-
ing. FedProx [12] adds the regularization term to measure the distance between
the global and the local model and helps model convergence. MOON [11] uti-
lizes the similarity between model representations to correct local training on
non-independent and identically distributed (Non-IID) data.

The long-tailed distribution highlights the importance of the class attributes,
but it increases the uncertainty of the model when training. Chu et al. [5] aug-
ment feature and sample space to the problem of bias towards majority classes.
In federated learning, long-tailed data includes imbalance-like distributions at
the local and global levels, as well as unbalanced sample sizes. Training on long-
tailed data from different clients decreases benefits in federated learning, such
as increasing communication costs and degrading performance, which needs to
trade off privacy and performance. From a novel data perspective, the model
can be optimized by re-weighting and re-sampling to increase the ratio of tailed
classes [4]. In addition, refs [19,20] focus on decoupling feature extractor and
classifier, retraining the biased classifier to improve performance.
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3 Methodology

3.1 Formulation

Suppose there are K clients in the federated learning framework. The overall
distribution represents D = ∪iDi(x, y) and the sample size is n. The local dis-
tribution of i-th client is Di(x, y), x represents feature space, and y denotes
corresponding label space, the sample size is nk. The model is θ = {Xp

j ;Y
p
j } =

[fj,1, · · · , fj,s], fj,i denotes model layer and Xp
j represents feature extractor, and

classifier Y p
j is a mapping from feature space to label space. The optimization

objective is formulated as:

argmin
w

f(w) =
∑

qkFk(θ;Dk)

Fk(wk) =
1
nk

fi(wk;Dk; θ)

where Fk(·) is local objective function of k-th client, qk = |nk|
|n| , fi(wk) =

l(xi, yi;wk) represents loss function on samples nk made with weight param-
eters of local model wk.

Prototype is a mean value of each class with a representative feature vector.
Local prototype is pk = [p1k, · · · , pmk ], m represents the number of class proto-
types.

pjk =
1

|Dj
i |

∑
fi(fi;Di) (1)

where fi is embedding function and |Dj
i | represents the number of samples of

i-th client of j-th class. Global prototype of j-th is

P j =
1
K

∑

k

pjk (2)

3.2 Our Method

In our proposed approach, we decouple the model to the feature extractor and
the classifier, augmenting the feature space, mining underlying knowledge from
different prototypes locally and capturing different representations to improve
the robustness of tailed classes. Our approach consists of three main components:
local training, prototypes generation, and re-training the classifier (see Fig. 2).

Local Training. The model is trained on local long-tailed data. We compute
cross-entropy loss function between the hard labels and the soft targets.

LCE = −
N∑

i=1

M∑

m=1

I(yi)log(pmi (xi)) (3)

where I is an indicator function, pmi (xi) is the prediction of the model.
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Fig. 2. The framework of our method. Client send local model and class prototypes
selected to the server, server aggregates prototypes and freeze global prototypes.

wk
t ← wk

t−1 − η∇L(w,Dk) (4)

Prototypes Generation. Prototypes include potential representation and aug-
ment representation ability across clients. In round t, client trains local model
and generates class prototypes pk on local data by Eq. 1. We randomly aggregate
local prototypes pk as global prototype P , and set to freeze global prototypes,
which freeze operation means one aggregation between local prototypes from
clients.

P = freeze(
∑

k

pk) (5)

Retraining Classifier. We measure the distance between local prototypes and
global prototypes and use it to guide local training. We use global prototypes to
retrain the classifier and describe it as follows:

L(pk, P ) = ‖pk − P‖2 (6)

The objective function is as follows:

L = LCE + λ
∑

i

Li(pk, P ) (7)

where λ is a balance factor.
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4 Experiments

4.1 Datasets and Architectures

Our experiments evaluate the performance of the image classification task. Fol-
lowing the data partition method of CIFAR-10/100-LT [2], the sample size is with
exponential decay. Similarly, CIFAR-100-LT contains 100 classes and shapes into
long-tailed distribution by imbalance factor (IF) and coefficient α of Dirichlet
distribution. A large IF indicates an imbalance of samples size. A large value
of α indicates a more uniform distribution between clients. We set the LeNet-
5 [10] and ResNet-8 [7] as the models for each client for image classification
tasks. LeNet-5 consists of 2 convolutional layers, 2 max-pooling layers and a
fully-connected layer.

4.2 Experiment Settings

All the baselines are performed with the same architecture and hyper-parameters
as ours. For CIFAT-10-LT and CIFAT-100-LT, we set IF = {10, 50} and α = 0.5.
We set 10 clients and 80% of clients participate in each round. We implement our
experiments by PyTorch with NVIDIA GeForce RTX 2080 GPUs. We set local
epoch E = 5, batch size B = 64 and the learning rate is 0.01. For the long-tailed
problem, we compare four centralized FL algorithms which include FedAvg [15],
FedProx [12], Fedproto [23] and BalanceFL [21].

– FedProx uses a proximal term incorporated into the objective function to
reduce the adverse influences of data heterogeneity on the convergence sta-
bility.

– FedAvg is that the server aggregates and averages the gradient and then sends
these updated gradients back to the clients.

– Fedproto aggregates local prototypes collected from different clients and then
sends global prototypes back to all clients to normalize the training of local
models.

– BalanceFL robustly learns both common and rare classes and addresses both
the global and local data imbalance at the same time.

– Our method is based on prototypes and offers a guide to local training. Freez-
ing global prototypes and measuring the distance between global prototypes
and local prototypes to retrain local classifiers.

4.3 Main Results

We evaluate the performance of various methods on the CIFAR-10-LT and
CIFAR-100-LT using different CNNs under same conditions, aiming to provide
a fair comparison. The results are in Tables 1 and 2.
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Table 1. The accuracy of multiple methods using ResNet-8.

Methods CIFAR-10-LT CIFAR-100-LT
IF = 10 IF = 50 IF = 10 IF = 50

FedAvg [15] 67.23 61.18 34.18 29.05
FedProx [12] 60.44 55.07 32.45 27.77
FedProto [23] 41.16 46.87 13.91 13.72
BalanceFL [21] 58.34 45.89 31.22 28.47
Our method 77.11 67.70 35.64 30.37

Table 1 describes the results obtained from our experiments on the CIFAR-
10-LT and CIFAR-100-LT using ResNet-8, we observe that the degree of imbal-
ance has an impact on the accuracy of the models when the IF = {10, 50}. The
performance degradation becomes more pronounced as the degree of imbalance
increases. However, it’s interesting to note that in the case of the FedProto app-
roach, when comparing different IFs, the accuracy of the model trained with IF
= 50 is higher than that of IF = 10. Furthermore, we observed that the number
of label classes also influences the accuracy of CIFAR-10-LT and CIFAR-100-LT
when IF and α are the same.

Table 2. The accuracy of multiple methods using LeNet-5.

Methods CIFAR-10-LT CIFAR-100-LT
IF = 10 IF = 50 IF = 10 IF = 50

FedAvg [15] 63.93 52.37 33.36 26.06
FedProx [12] 51.02 41.46 24.39 18.43
FedProto [23] 57.73 61.07 17.63 18.52
BalanceFL [21] 50.87 39.75 23.49 18.10
Our method 67.89 64.07 34.22 26.75

Table 2 presents the results on CIFAR-10-LT and CIFAR-100-LT using the
LeNet-5, we found the performance is influenced by the model complexity, LeNet-
5, being a relatively simpler model compared to ResNet-8, possesses limited
representation capabilities, which can result in lower accuracy. Meanwhile, the
accuracy is also affected by class imbalance and data heterogeneity. From the
Tables 1 and 2, we found that our method outperforms the existing algorithms
in all settings.

4.4 Analysis

The objective of federated learning is to train a high-quality global model for
image classification tasks, particularly when dealing with long-tailed problems.
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However, simply averaging the model parameters from different clients with the
same initial can’t achieve optimal performance, and averaging gradients can’t
reflect local characteristics on long-tailed data, resulting in biased classifiers. We
compare the impact of different parameters and try to identify the underlying
reasons for the long-tailed problem.

Fig. 3. The accuracy of our method using ResNet-8 on CIFAR-10-LT with different
parameters.

Impact of Epoch. We compare the impact of local training epochs on the per-
formance of the model (see Fig. 3(a)), the result indicates that higher accuracy is
achieved when the number of local epochs is relatively small. One possible expla-
nation for this phenomenon is that the long-tailed distribution is unknown the
absence of guaranteed distribution similarity between clients. When the number
of local epochs is large, the local model becomes more inclined to fit the local
data, potentially resulting in a drift during the model aggregation process. We
found a novel case in which there is an overlap in accuracy between epochs 3
and 5. We think that this overlap is influenced by the underlying distributions
of the data.

Impact of α. In our comparison of different values of the coefficient α in Fig.
3(b), which controls the uniformity degree of the classes. The result demon-
strates the more uniform the distribution, the accuracy of the model is generally
higher and the convergence is faster. The similarity of class prototypes tends to
be higher when the distribution between clients is more uniform and the num-
ber of classes is similar. This indicates that the model has learned to capture
and represent the common characteristics of different classes more effectively.
Our proposed scheme performs well on CIFAR-10-LT, maintaining stable con-
vergence and robustness. We also found that uniformity had a large impact with
fluctuations of up to 10% observed.

Security. Federated learning enables clients to collaboratively train models and
protect user privacy without transmitting data between clients. Model complex-
ity affects the ability of the feature extractor which depends on data quantity,
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distribution difference, and model structure. In our scheme, the use of class pro-
totypes instead of transmitting features, gradients, or other information, which
greatly reduces the transmission of redundant information and reduces the risk
of information leakage.

5 Conclusion

In this paper, we propose a federated learning method on long-tailed data, decou-
pling the model into a feature extractor and a classifier, which re-trains the
biased classifier using both global prototypes and local prototypes. To address
the issue of model drift, we highlight the impact of classifier and the features of
inner classes. We freeze the global prototypes as general knowledge and allow
the local models to learn from them. In the experiments, we compare the perfor-
mance of our method and other methods and analyze the impacts of epoch and
uniform coefficient α to understand the method and principle. In the future, we
will consider the generalization ability of class prototypes in federated learning
frameworks on other datasets or real-world scenarios.
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Abstract. The synergy and convergence of edge, cloud and Internet of
Things (ECoT) has increasingly become a promising service paradigm.
It provides a wide variety of benefits for IoT applications deployed at the
edge of the network to serve end users. However, the open connectivity,
complex heterogeneity, and flexible mobility of the ECoT environment
bring the challenging issues of service level agreement (SLA) compliance
to various IoT applications. To this end, a dynamic QoS-aware based
SLA compliance verification model is proposed. Considering the dynamic
uncertainty of QoS attributes of edge service in ECoT context, the model
presents a QoS consistency detection method to enhance its fault toler-
ance for QoS violation. Moreover, the model adopts an objective weight
assignment method for dynamic QoS to improve the accuracy of SLA
compliance verification. Finally, the simulation experiments conducted
using a real-world dataset show that our scheme can effectively ensure
SLA compliance of edge enabled cloud service for IoT applications.

Keywords: Edge cloud computing · SLA compliance model · QoS
violation detection · IoT application

1 Introduction

Cloud computing (CC) is a novel utilization of computing resources, which pro-
vides individuals and organizations a promising service paradigm with dynamic
scalability, ubiquitous network access, on-demand self-service resource sharing
and measurability [4,27]. Unfortunately, CC has inherent shortcomings in sup-
porting Internet of Things (IoT) oriented application scenarios with location
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
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awareness, low latency, geographically distributed and mobility [19], which usu-
ally need to be deployed close to network edge for end users [2,9,31]. Moreover,
since the lack of sufficient computing, network and storage resources dedicated
to the processing and transmit of huge volumes of data generated by various IoT
devices [11], it resorts to employ cloud service to address the issues of resource
constraints [23]. Obviously, bridging the gap between cloud and IoT has become
an inevitable challenge [20,21]. The emergence of edge computing (EC) paradigm
not only makes up for the deficiency of CC and greatly expands its service bound-
ary [28], but also enables IoT devices access cloud service ubiquitously [1,3,5].
The synergy pattern of integrating CC, EC and IoT can be well adopted to dif-
ferent application scenarios and provide a wide variety of services for users with
different demands, as shown in Fig. 1. The innovative paradigm provide various
benefits to our daily lives in many ways, ranging from individual applications
(e.g., smart wearables and smart home) to enterprise business (e.g., smart fac-
tory and smart city) [33,34]. Therefore, the edge enabled cloud of things (ECoT)
architecture has been a promising and emergent service paradigm [18]. In addi-
tion, it has became a leading trend in IT service marketplace and attracted more
and more traditional cloud service providers to develop edge services based on
cloud resources in specific IoT scenarios and provide them to different users.

As with many new technologies, there are several challenging issues when it
comes to achieving success in ECoT context [37]. The biggest concern is qual-
ity of service (QoS) consistency and SLA compliance of edge service [17]. The
amalgamated paradigm of ECoT not only enriches the system functions, but
also extremely increases the complexity of software and hardware. The dynamic
and complex ECoT architecture will inevitably impact on the QoS of edge plat-
form/service, and in turn affect the stability of applications (e.g., traffic and
security monitoring in smart city, product quality inspection in smart factory
and virtual/augmented reality in smart home) deployed on it. Hence, the chal-
lenging issue for edge application developers (EADs) is how to ensure that the
QoS of edge services can continuously satisfy the performance requirements of
their IoT-oriented applications so as to provide high quality experience for end
users. Fortunately, the traditional QoS based service level agreement (SLA) vio-
lation detection for the cloud service provides a feasible solution, which can be
well improved and employed into the ECoT context to address the issue. In cloud
context, SLA is considered to be a legally and valid agreement or contract on
the QoS of cloud service between a cloud customer and a cloud provider. It stip-
ulates that when the customer is using the cloud service, the QoS should satisfy
the service level objective (SLO) promised by the provider [8]. Thus, the SLA
provides a strong guarantee for customers to adopt cloud service with confidence.

However, in ECoT context, it is very difficult for EADs to rely solely on
edge service providers (ESPs) to consciously realize the promised SLO agreed
in SLA for edge service. On the one hand, the agreed SLOs regrading the QoS
attributes of edge service in the SLA are deterministic and constant, which
are usually not frequently modified. Nevertheless, in the actual edge context
for IoT oriented application, the changes of computing resources and system
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Fig. 1. The edge enabled cloud service paradigm for IoT applications

functions of edge platform (e.g., function optimization of components, system
update, capacity expansion and reduction) will definitely lead to the QoS of edge
service continuous fluctuation. It makes the traditional SLA violation detection
methods based on the constant SLO no longer adopted well to the edge service.
For instance, the smart wearables shown in Fig. 1, EAD and ESP agreed that
the SLO of latency on the edge service (i.e., a QoS attribute of network) of VR
system is 100 ms. In a certain period of time, the latency fluctuates around 100
ms due to network jitter caused by increased connection or congestion. In this
case, sometimes the latency may exceed its SLO, but it should not be considered
violations, while the traditional detection methods have a certain probability of
identifying it as violations.

On the other hand, an ESP may be driven by benefit to oversell the virtual
computing resources of edge and cloud in order to obtain more profits. It also
has an impact on the QoS of IoT applications deployed on edge platform. More-
over, the failure of guaranteeing a service leads to negative consequences such as
penalty payments, loss of revenue, customer churn and service interruptions [35].
It would further reduce the reputation and competitiveness of the ESP, which
in turn may cause irreversible losses to both parties [16].

To address the aforementioned challenges, we propose a promising solution
that can ensures SLA compliance of edge enabled cloud service for IoT applica-
tion in dynamic QoS scenario. The major contributions of our work are summa-
rized as follows.
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– An SLA compliance verification model for edge service is proposed. This
model can accurately verify the SLA compliance of edge service that hosts
a variety of IoT applications by continuously detecting consistency of the
dynamic QoS attributes in ECoT context.

– A simulation experiment based on a real-world dataset is conducted to evalu-
ate the effectiveness and efficiency of the proposed model. The experimental
results show that the proposed model can effectively verify the SLA compli-
ance of edge service.

The remaining sections of this article are devised as follows. Section 2 dis-
cusses the related works concerned with SLA violation detection. Section 3 details
the proposed SLA compliance verification model for edge service. Section 4
presents the simulation experiments and results analysis. Section 5 concludes
the research work and outlines directions for future work.

2 Related Work

In recent years, although the research on SLA/QoS violation detection has
aroused the interest of many researchers, there are few relevant researches on
SLA compliance of edge service, especially for IoT applications in the ECoT
context. Fortunately, a few researchers have begun to be interested in related
fields and try to make efforts. Nawaz et al. [18] proposed an approach to detect
in real-time external events of interest related to the SLOs of the formed SLA
by monitoring tweets, and using this information to proactively ascertain the
chances of SLA violation and evaluate its impact on cloud of IoT (CoT) appli-
cations. In [22], a scalable anomaly-aware approach was proposed to address
the challenge that the dynamicity of distributed service environments and com-
munication networks in CoT environments causes anomalies in calculating QoS
values.

However, most researchers tend to focus on studying SLA/QoS violation
detection in cloud environment from the perspective of QoS monitoring of cloud
service [12]. They have carried out numerous researches on the existing issues
in this field and gained some achievements, which have contributed a promis-
ing solution for ensuring SLA compliance of edge service in ECoT context.
Emeakaroha et al. [6] presented an infrastructure architecture of SLA viola-
tion detection, named as DeSVi, which senses SLA violations through resource
monitoring. The DeSVi allocates computing resources for a service requested
by user and deploys it on a virtualized environment. Resources are monitored
by mapping low-level resource metrics to user-defined SLA. The detection of
SLA compliance relies on the predefined SLOs to manage and prevent possi-
ble violations. In [32], a hierarchical architecture for monitoring and evaluating
of the compliance of SLA was proposed. In this architecture, a data collection
service is deployed in the intranet of each cloud provider. Metrics data is first
collected and analyzed by local data collection service. When SLA violations
are detected, related data is packed, signed and sent to the evaluation cen-
ter located on the internet. Schubert et al. [24] presented a solution to ensure
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trustworthy measurement and arbitration of metrics to detect SLA violations
in the cloud. It allows monitoring detailed application-level details instead of
only generic system-level metrics. A hybrid approach combining measurement
software with aspect-oriented programming and a trusted third party compo-
nent were proposed to handle high-volume data and automatically transforms
SLA requirements. Floricu et al. [7] implemented a solution for monitoring SLA
violations of web service in cloud context. It facilitated cloud users to verify the
functionalities of service in comparison with metrics defined in the SLA contract
signed with CP. The solution examines the extent to which the SLA is complied
with through a series of specific reports and graphs. In [26], a new metric in SLA
representing the maximum completion time of all jobs submitted to the cloud
was introduced, named as makespan. In addition, a framework of SLA viola-
tions detection was proposed to mathematically calculates the makespan at the
time of SLA definition. The time period, for which SLA is violated, can be esti-
mated from the comparison of simulation results. Upadhyay et al. [30] presented
a fuzzy logic-based mechanism for predicting submitted tasks which are likely to
encounter SLA violations. It may assist CPs to design corrective interventions
in terms of additional resource allocation to prevent SLA violations and improve
the QoS experience of CUs. Additionally, some researchers are working to study
SLA compliance issues in cloud, IoT, and edge environments from the perspec-
tives of security and trust assessment [10,13–15,25,29]. In summary, the most
of the above researches adopt the constant threshold based comparison method
to detect SLA/QoS violations for cloud service. However, the traditional SLA
violation detection methods can not be adopted to the more complex ECoT
environment.

3 The Proposed SLA Compliance Verification Model

3.1 Problem Formulation

We consider a scenario that there is an edge service deployed on an edge plat-
form supported by a cloud to provide application accessing close to edge network
for multiple IoT devices. Let T = {ti | 1 ≤ i} represent the set of time periods
for the SLA compliance verification of edge service, where ti represents that
an SLA compliance verification is performed at the i-th moment. The collected
monitoring data of QoS attributes will be used for the next SLA compliance ver-
ification of edge service at the ti+1 moment. Let A = {aj | 1 ≤ j ≤ J} represent
the set of QoS attributes of the edge service hosting the IoT application. Let
S (A) = {s(aj) | aj ∈ A} denote the set of SLOs specified in the SLA for the QoS
attributes of edge service. Let B and C denote the set of benefit QoS attribute
(i.e., the larger value of the QoS attribute, the higher its performance or capabil-
ity) and cost QoS attributes (i.e., the larger value of the QoS attribute, the lower
its performance or capability) respectively. Then, A can also be represented as
A = {B, C}. Let D = {dk | 1 ≤ k ≤ K} denotes the set of IoT devices access-
ing the application hosted by the edge service. Let M i

k(aj) =
{
mi

k(aj)z|z ≤ 1
}

denote the set of monitoring values for the QoS attribute aj of edge service



594 X. Li et al.

collected by monitoring the kth device, where mi
k(aj)z denotes the monitoring

value of aj collected by monitoring the transaction data of the kth IoT device
for the z time during the time between ti−1 and ti.

In the practical ECoT context, the QoS attributes A of edge service would
continuously fluctuate during its operation. It makes the monitoring values of
these QoS attributes A dynamic and uncertain, but their SLOs S (A) specified
in the SLA are deterministic and constant. Based on this premise, we assume
that each QoS attribute aj(aj ∈ A) of the edge service will fluctuate within a
certain range around its SLO s (aj) during its operation. Moreover, the accept-
able fluctuation degree of a QoS attribute is determined by the tolerance of
an EAD, which is defined as fluctuation factor in SLA. Consequently, the EAD
should clearly claim the fluctuation factor for each QoS attribute of edge service.
Once the monitoring value of a QoS attribute exceeds its fluctuation range, it is
considered as one violation.

Algorithm 1. Fluctuation Interval Construction
Require: The SLOs set S(A), monitoring values set M(A) and fluctuation factor set

beta of QoS attributes A
1: procedure Fluctuation Interval Construction
2: Create arrays B, C, F (B), F (C) ← ∅;
3: Create variables i, j, k, n ← 0;
4: n ← Get the number of A;
5: B, C ← Divide A into two categories according to benefit-type and cost-type;
6: S(B), S(C) ← Divide S(A) into two categories according to B and C;
7: for i = 1 to n do
8: F (Bj ← Calculate fluctuation interval of Bj according to betai and S(Bj);
9: j add 1;

10: F (Ck) ← Calculate fluctuation interval of Ck according to betai and S(Ck);
11: k add 1;
12: end for
13: end procedure

3.2 Fluctuation Interval Construction

Let βi(aj) denote the fluctuation factor of the j-th QoS attribute at the ti
moment, and βi(aj) ∈ [0, 1]. According to the βi(aj) and the specific type of aj

(i.e., aj ∈ B or aj ∈ C), the fluctuation interval of aj can be constructed. Let
F i(aj) =

[
f i(aj)L, f i(aj)U

]
denote the fluctuation interval of aj . Algorithm 1

illustrates the process of fluctuation interval construction.

3.3 QoS Consistency Calculation

The consistency of the QoS attribute aj with its SLO s(aj) can be determined
by detecting whether its monitoring value came from the k devices is within its
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fluctuation interval f i(aj) at the ti moment. Algorithm 2 illustrates the QoS
consistency calculation.

As described in Algorithm 2, the average monitoring value of each IoT device
dk about the QoS attribute aj in the time period between ti−1 and ti is calculated
firstly. Then, the consistency of aj can be detected according to its F i(aj) and
M̄ i

k(aj), which is denoted as rik(aj). It can be obtained in accordance with the
type of aj .

Algorithm 2. QoS Consistency Calculation
1: procedure QoS Consistency Calculation(n, M(A), F (B), F (C))
2: Create arrays R(B), R(C), E(A) ← ∅;
3: Create variables i, j, k ← 0;
4: for i = 1 to n do
5: E(Ai) ← Calculate average value of M(Ai);
6: end for
7: for i = 1 to n do
8: R(Bj) ← Calculate consistency value of Bj according to E(Ai) and F (Bj);
9: R(Ck) ← Calculate consistency value of Ck according to E(Ai) and F (Ck);

10: end for
11: return R(B), R(C);
12: end procedure

3.4 Dynamic Weight Assignment

In order to objectively determine weights for different QoS attributes of the
edge service during the time between ti−1 and ti, we adopt a weight assignment
method based on entropy [14]. The weight of a QoS attribute at ti moment can
be obtained according to its consistency, which is denoted as ωi(aj).

3.5 SLA Compliance Verification

As aforementioned, the SLA compliance verification is an ongoing process, a
time factor is introduced in the model to realize the strong coupling relationship
between the compliance verification results at adjacent moments. Algorithm 3
illustrates the process of SLA compliance verification for the edge service.

As described in Algorithm 3, the SLA compliance value of edge service can
be calculated on the basis of the consistency values of its QoS attributes and
weights. The gi and gi−1 denote the SLA compliance value of the edge service
at the ti and ti−1 moment respectively. They are within range [0, 1] 0 ≤ gi ≤ 1.
The closer gi is to 1, the more compliant the SLA of edge service is, and vice
verse.
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Algorithm 3. SLA Compliance Verification
Require: The consistency set R(A) and Ω(A) of QoS attributes A, time factor α,

compliance threshold λ, SLA compliance value g(t − 1) at t − 1 moment
1: procedure Compliance Value Calculation(A, R(A), Ω(A), g(t − 1), α)
2: Create array R(A) ← ∅;
3: Create variable g(t), n, m ← 0;
4: n ← Get the number of A;
5: for i = 1 to n do
6: sum ← Calculate the cumulative sum of R(Ai);
7: ¯sum ← Calculate average value by sum/m;
8: g(t) ← Calculate cumulative sum R(Ai) × Ω(Ai);
9: end for

10: g(t) ← Obtain SLA compliance value by g(t − 1) and α;
11: G(T ) ← Add g(t) to the set of SLA compliance;
12: return G(T );
13: end procedure

4 Simulation Experiment and Results Analysis

In this section, simulation experiments based on a real-world web service dataset
are conducted to demonstrate the effectiveness and efficiency of the proposed
model.

Table 1. Parameters setting in SLA compliance verification experiment

QoS attribute Dataset Verification
Period T

Monitoring
Frequency

Initial Fluctuation
Factor β0

Time factor
α

Threshold λ SLO

Response Time RT 64 117 0.35 0.7 0.85 3 s
Throughput TP 64 117 0.25 0.7 0.85 0.5 kbps

4.1 Experimental Setup

The simulation experiments are conducted on a desktop computer with the fol-
lowing configuration: an Intel Core i5 2.7GHz CPU, 8 GB RAM. The real-world
web service datasets [36], namely WSDream dataset 2, are utilized to simulate
the the monitoring values of QoS attributes of edge service. It records the real-
world monitoring data of QoS attributes from 142 users of 4,500 web services
over 64 different time slices (with the step size of 15min). Each web service has
two QoS attributes (i.e., response time and throughput).

The data are selected from dataset 2 to represent the monitoring values
of the QoS attributes (i.e., response time and throughput) of edge service,
denoted as RT and TP . The Time Slice ID is used as the time period (i.e.,
T = {ti | 1 ≤ i ≤ 64}) for the SLA compliance verification of edge service.
Accordingly, each monitoring dataset of RT and TP in different moments can be
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obtained, denoted by RT = {rti | 1 ≤ i ≤ 64} and TP = {tpi | 1 ≤ i ≤ 64}. The
User ID is used to represent the number of IoT devices accessing the application
of edge service, denoted as d(rti) and d(tpi).

Fig. 2. The data and fluctuation interval at t1

In this simulation experiment, Service ID = 1 is taken as an example. The
parameters used in the experiment are shown in Table 1. The number of IoT
devices (i.e., d(rti) and d(tpi)) of response time and throughput respectively
refer to the number of user who feedback the web data.

4.2 Effectiveness Analysis

We take the data of RT and TP at the t1 moment as an example (i.e., rt1
and tp1) to construct their fluctuation interval, namely d1(responsetime) and
d1(throughput), as shown in Fig. 2. It can be seen from Fig. 2(a) that for the
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response time(a cost-type QoS attribute), although the data fluctuates widely
(in a range (0, 20]) at the t1 moment, it can be determined based on the mean
that its consistency is relatively high. Similarly, as can be seen from Fig. 2(b)
that for the throughput(a benefit-type QoS attribute), the fluctuation range of
its data at the t1 moment is small (in a range (0, 3.5])), and its consistency is
high.

Fig. 3. The SLA compliance verification results of edge service.

The results of SLA compliance verification regarding the response time and
throughput during the entire time period are shown in Fig. 3, where the x-
axis represents the time period T = {ti | 1 ≤ i ≤ 64}. As can be seen from
Fig. 3(a), the consistency value of the response time and throughput vary over
time. Figure 3(b) shows that the weights inversely proportional to the fluctuation
degree of their consistency values. The SLA compliance values of the response
time and throughput fluctuate around the compliance threshold, as shown in Fig.
3(c). Specifically, since the compliance value has always been greater than the
compliance threshold from the initiating moment (i.e. t1) to the t5 moment. In
other words, the SLA of edge service is compliant. Therefore, we can conclude
that the SLA compliance value is directly proportional to the consistency of its
QoS attributes, and can accurately reflect the current operation situation of edge
service.

5 Conclusion

In this work, we propose a promising solution in ECoT contex that ensure con-
tinuous SLA compliance of edge service during its operation. Firstly, an SLA
compliance verification model is proposed. This model uses the SLOs of QoS
attributes of an edge service specified in the SLA to construct their fluctuation
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intervals. The consistency values of QoS attributes are calculated by combin-
ing their monitoring values and fluctuation intervals for violation detection. It
enhances the fault tolerance of the model for QoS violations. Then, the model
employs an objective method based on entropy to determine weights of dynamic
QoS attributes, which improves the accuracy of SLA compliance verification.
Finally, simulation experiments based on a real-world web service dataset verify
the effectiveness and accuracy of the model.

In the future, the security features of ECoT services will be considered as
metrics to be incorporated in the model for ensuring security of ECoT service
continuously.
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Abstract. Due to the complex and uncontrollable operating environ-
ment of high dynamic active RFID systems, the risk of individual loss of
RFID tags occurs from time to time, resulting in the loss of important
data. On the other hand, the storage capacity of RFID tags is limited,
such that the storage space of a single RFID tag cannot meet the storage
needs. Therefore, how to achieve reliable cooperative storage of active
RFID systems in complex and even hostile environments is extremely
important. To solve the above problems, this paper studies the efficient
cooperative storage of key data in active RFID system. Specifically, a
data restoration scheme is designed by using regenerating code against
individual loss for active RFID systems. Moreover, the optimization of
scheme parameters is studied according to different application scenar-
ios to ensure that key data can be successfully recovered under different
RFID tag loss probabilities. Finally, the simulation platform is designed
to verify the performance of our data restoration scheme.

Keywords: Data Restoration · Regenerating Code · RFID System

1 Introduction

With the the development of Internet of Things technology (IoT) [1–3], RFID
systems have been widely used in terminal identification and positioning [4–6].
Radio Frequency Identification (RFID) is a non-contact automatic identification
technology, which automatically identifies the target object through the radio
frequency signal and obtains relevant data [7]. It consists of RFID label and
RFID reader. RFID labels are classified into active labels and passive labels
based on whether they are equipped with batteries [8]. Passive tags can convert
part of the microwave energy into direct current for their own operation after
receiving the microwave signal emitted by the card reader. The operating power
of active RFID is completely supplied by the internal battery, and the battery’s
energy is converted into the radio frequency energy required for communication
between the RFID tag and the RFID reader, which usually supports remote
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identification. Passive RFID costs are relatively low, while active RFID costs are
relatively high. But the active RFID function is more rich, which can achieve
displacement, alarm, inspection and other functions. For the management of
high-value fixed assets, active RFID tags are required, such as the displacement
of fixed assets or leaving a certain location [9].

In this paper, data restoration scheme based on regenerating code in active
RFID system is studied. The mainstream data fault tolerance and repair tech-
nology is multi-copy technology, which is based on the idea of creating multiple
copies of a block of data and storing multiple backups in different ones. The sys-
tem can take any copy of the required data and access the nearest copy as needed
to improve data access efficiency. When a data failure is encountered, the system
can use any surviving copy to recover the failed data, and only when there are at
least two surviving copies can the complete data be correctly obtained. Specif-
ically, the reader evenly divides all the data into k data blocks and randomly
selects r data blocks to store [10]. However, with the increasing amount of data,
the disadvantages of low storage space utilization of multi-copy technology are
becoming more and more obvious.

Since the storage capacity of RFID tags is limited, and the storage space can-
not meet the storage needs. Cooperative storage is an alternative solution, which
divides large data into small data blocks and stores them on each label by means
of distributed assistance. However, due to the complex and uncontrollable oper-
ating environment of active RFID systems, RFID tags are vulnerable to all kinds
of attacks [11–13], which leads the result that the risk of individual loss of RFID
tags occurs from time to time [14–16]. As a result, the storage important data of
a single RFID tag may be lost frequently. Therefore, how to achieve reliable coop-
erative storage of active RFID systems in complex and even hostile environments
is extremely important. Based on this, this paper studies the efficient cooperative
storage of key data in active RFID system. Specifically, a collaborative storage
and data restoration scheme against individual loss is designed for active RFID
systems. Moreover, the optimization of scheme parameters are discussed accord-
ing to different application scenarios to ensure that key data can be successfully
recovered under different RFID tag loss probabilities. Finally, a simulation plat-
form is presented to verify the performance of the designed cooperative storage
and data restoration scheme in active RFID system.

2 Related Work

Network coding technology is a distributed storage technology suitable for active
RFID systems [17]. Distributed storage technology uses distributed storage nodes
to reliably store data objects. Because of the advantages of distributed storage
in reliability, scale and performance, it is more and more widely used in cloud
computing, wireless sensors and P2P storage networks.

In [18], Dimakis et al. introduced the idea of network coding into the field of
failure repair of erasure Codes and proposed a method of erasure codes based on
network coding, called Regenerating Codes (RC codes). At the same time, they
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also proved that there are two critical cases of regenerating code from two aspects
of storage utilization and repair cost, i.e., Minimum-Storage Regenerating Codes
(MSR Codes) and Minimum-Bandwidth Regenerating Codes (BR codes) [19–21].
Among them, MSR code adopts the data storage mode similar to the traditional
MDS code, that is, the minimum storage space overhead. However, MSR code
reduces data downloads during the failed node repair process in two ways: the
segmentation of data blocks and the addition of provider nodes. The subdivision
of the data block refers to the subdivision of the data block stored in each node
into multiple symbols in the coding process of MSR code, and the coding calcu-
lation is carried out in symbol bit units. The increase of provider nodes refers to
the increase in the number of provider nodes in the MSR code during the repair
process. In contrast, the MSR code allows more nodes to participate in the repair
process of the failed node, while the amount of data downloaded by each node
is smaller than the size of the data block. Through the combination of the two
technologies, MSR code reduces the repair cost of failed nodes without increas-
ing the storage cost. Compared to MSR, BR offers a smaller additional storage
space overhead in exchange for less repair overhead [21]. That is, the amount of
data stored in each node of BR is more than that stored in MSR code, and the
total amount of data downloaded by BR is smaller than that of MSR in the repair
process. MSR and BR can well represent the two extremes of regenerating code:
minimum storage overhead or minimum repair bandwidth overhead [21].

Shah et al. proposed a method of Interference alignment to reduce repair band-
width consumption [22]. In the field of communication, there are many ways to
eliminate interference, among which interference alignment is a common inter-
ference management method. It overlaps the interference signal and the expected
signal at the receiving end through pre-coding technology, thus reducing the influ-
ence of interference. Different from the traditional interference processing meth-
ods such as decoding/eliminating interference and orthogonal access, interference
alignment makes the system obtain higher degrees of freedom by compressing the
dimensions of the interference to the signal, thus improving the system capacity
and reliability. It is a very excellent solution. In order to reduce the repair effi-
ciency of the storage system, the researchers tried to apply the interference align-
ment method to the data calculation and placement during the coding process.
Through clever design, the repair process can minimize the amount of data read,
while completing the data repair. However, this method is limited by the size of
the finite field and only applies to specific parameters. Therefore, this method has
not been widely used.

Nihar et al. in [23] proposed a Repair by Transfer (RT) method without
coding calculation and constructed an accurate BR coding. Specifically, RT uses
a clever coding algorithm to store the generated coding symbols redundantly
in the nodes. During the repair process, RT completes the repair directly by
accessing all online nodes and downloading corresponding symbols without any
coding calculations. However, the computation-free repair mode of RT method
is realized with large extra space overhead and specific coding parameters, so
the generality of this method is poor [24].
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Fig. 1. The data coding process and recovery Process with regenerating codes in active
RFID systems.

Regenerating code provides a new research direction for reducing the repair
cost of erasure codes. The existing methods also explore the feasibility of regen-
erating code from many aspects, and put forward the corresponding coding algo-
rithm and repair algorithm. However, in order to meet certain coding require-
ments, such as accurate repair, the finite field where the coefficient is located
must be large enough to ensure the existence of the coefficient. Moreover, the
selection method of the coding coefficient is irregular and not easy to implement.

3 Regenerative Code Architecture in RFID Systems

When an RFID tag fails, its data needs to be restored and repaired, and then a
new tag can be used to store the data. Due to an active RFID system may be
highly dynamic, one of the most important problems is how to complete data
repair with the minimum amount of data transferred. In [25], it has been proved
that the repair process of erasure codes is not optimal. The network coding
methods were introduced to improve erasure codes, and combined these two
methods to propose regenerating codes. The process of data encoding and data
repair of the regenerating code is shown in Fig. 1. Compared to erasure codes
that only store and forward, each of the regenerating codes can transmit data,
greatly increasing the repair bandwidth consumed to repair a single fault label.
A set of regenerating codes can be described by parameters (n, k, d). Specifically,
in the data encoding process, k data blocks are mapped into n coding blocks for
storage. The reader connects k tags and transmits alpha data to each tag. When
something is lost, the system automatically connects at least d assists to recover
the lost code block. The aid first uses its own data to perform a linear operation,
and then transmits the operation results to the reader, the transmission amount
is β.
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Reader

Fig. 2. An example of data recovery with regenerating code.

Figure 2 shows an example of regenerating code for data encoding and data
failure repair. Assuming that the pre-stored data is (A1, A2, B1, B2), the regener-
ating code can be encoded into (4, 2, 3) regenerating code. and RFID1, RFID2,
RFID3, and RFID4 are four storage labels, where each RFID tag needs to store
k = 2 data. Specifically, RFID1 stores (A1, A2), RFID2 stores (A1 +B1, 2A2 +
B2), RFID3 stores (B1, B2), and RFID4 stores (2A1 + B1, A2 + B2). Assume
that when RFID1 fails, and other RFID tags are normal. RFID2, RFID3,
and RFID4 becomes the assist tag, transmitting the calculated data to the
reader. The data is recovered by the reader to decode the values of A1 and A2

and transmitted to the alternative RFID tag. This method only needs a simple
XOR operation to complete the data recovery.

The minimum cut analysis of the information flow graph of the regenerated
code in the process of data restoration of RFID system can be carried out. It is
assumed that the regenerating code is to store the original information S of size
B into n RFID tags, each of which has a storage size of α. Xi

in and Xi
out are

stored in RFIDi, where Xi
in represents the acquired information and Xi

out rep-
resents the output information. The weight α on the directed side represents the
capacity stored in the memory RFID tag, and the weight β represents the repair
bandwidth of the recovery of RFID label information. The lower limit of the
repair bandwidth of the failed label is obtained by calculating the minimum cut
of the information flow diagram. The regenerating code is on the optimal curve
of the storage cost α and the repair bandwidth β. Codes that reach the mini-
mum extreme point of Storage are called Mini-mum Storage Regenerating Codes
(MSR). The Codes that reach the minimum extreme point of repair Bandwidth
are called Mini-mum Bandwidth Regenerating Codes (MBR).

4 The Proposed Scheme

The repair strategy can be divided into the following two types.: 1) functional
repair: the repair strategy does not require that the RFID tag data after repair is
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the same as the RFID tag data before failure; and 2) accurate repair: the RFID
tag data after repair is the same as the RFID tag data before failure. Because of
the small bandwidth required by the minimum bandwidth regenerating code, it
is more suitable for high dynamic RFID tag system. In this paper, the minimum
bandwidth regenerating code is precisely repaired coding strategy. The minimum
bandwidth regenerating code is represented as a matrix, and the data matrix
is a symmetric matrix containing the data itself. The matrix consists of data
matrix and repair matrix. The data matrix and the repair matrix are stored in
the RFID reader and each RFID tag in advance. In this paper, [n, k, d] minimum
bandwidth regenerating code C is adopted, where the storage cost α is set to
d, the amount of data uploaded on a single node β = 1, and the total repair
bandwidth overhead of a single node failure is γ (= d · β).

The original data M = [M1,M2, ...,Ms] is reorganized into a data matrix
D(M) with d × d dimension as follows.

D(M) =
[
X Y
Y ′ 0

]
(1)

where matrix X is a symmetric matrix of k×k dimension, and matrix Y consists
of the remaining k × (d − k) data elements. Therefore, the data matrix D (M)
is a symmetric matrix.

Take [6, 3, 4] minimum bandwidth regenerating code encoding as an example.
Let M = [M1,M2, ...,Ms]. The matrix X and Y in the data matrix D(M) are

X =

⎡
⎣M1 M2 M3

M2 M4 M5

M3 M5 M6

⎤
⎦ and Y =

⎡
⎣M7

M8

M9

⎤
⎦

respectively. Therefore, we have

D(M) =

⎡
⎢⎢⎣

M1 M2 M3 M7

M2 M4 M5 M8

M3 M5 M6 M9

M7 M8 M9 0

⎤
⎥⎥⎦ (2)

The data collector RFID reader connects any k tags RFID1, RFID2, . . . ,
RFIDk. A data repair matrix R is stored in advance in RFID reader with n×d
dimensions. Specifically, R = [W,Z], where W is a matrix of dimension n × k,
Z is a matrix of dimension n × (d − k), and any s rows of the repair matrix
R are linearly independent of any t rows of the matrix W . The repair matrix
is adopted as the (6, 4) Vander Monde matrix in the finite field F7, and set
ai (i = 1, 2, ..., 6), then the repair matrix R is

R =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 a1 a2
1 a3

1

1 a2 a2
2 a3

2

1 a3 a2
3 a3

3

1 a4 a2
4 a3

4

1 a5 a2
5 a3

5

1 a6 a2
6 a3

6

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

1 1 1 1
1 2 4 1
1 3 2 6
1 4 2 1
1 5 4 6
1 6 5 6

⎤
⎥⎥⎥⎥⎥⎥⎦

(3)
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The minimum bandwidth regenerating code C = R×D, which is call the min-
imum bandwidth regenerating code matrix of (n, d, k). If the message sequence
is (w1, w2, · · · w9), the matrix construction of the minimum bandwidth regener-
ating code

C = R × D =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

w1 + w2 + w3 + w7 w2 + w4 + w5 + w8 w3 + w5 + w6 + w9 w7 + w8 + w9
w1 + 2w2 + 4w3 + w7 w2 + 2w4 + 4w5 + w8 w3 + 2w5 + 4w6 + w9 w7 + 2w8 + 4w9
w1 + 3w2 + 2w3 + 6w7 w2 + 3w4 + 2w5 + 6w8 w3 + 3w5 + 2w6 + 6w9 w7 + 3w8 + 2w9
w1 + 4w2 + 2w3 + w7 w2 + 4w4 + 2w5 + w8 w3 + 4w5 + 2w6 + w9 w7 + 4w8 + 2w9
w1 + 5w2 + 4w3 + 6w7 w2 + 5w4 + 4w5 + 6w8 w3 + 5w5 + 4w6 + 6w9 w7 + 5w8 + 4w9
w1 + 6w2 + w3 + 6w7 w2 + 6w4 + w5 + 6w8 w3 + 6w5 + w6 + 6w9 w7 + 6w8 + w9

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(4)

Tag RFIDi section stores Ci (i = 1, 2, . . . , 6), e.g., RFID1 storage (w1 +
w2 +w3 +w7, w2 +w4 +w5 +w8, w3 +w5 +w6 +w9, w7 +w9 +w8). Now assume
that the RFID1 fails, and the stored data of RFID1 can be regenerated through
the remaining viable RFID tags. The reader connects any 4 of the 5 viable RFID
tags (such as RFIDj j ∈ {2, 4, 5, 6}), and obtains the matrix Λ as

⎡
⎢⎢⎣

w1 + 2w2 + 4w3 + w7 w2 + w4 + w5 + w8 w3 + w5 + w6 + w9 w7 + 2w8 + 4w9

w1 + 2w2 + 4w3 + w7 w2 + 2w4 + 4w5 + w8 w3 + 2w5 + 4w6 + w9 w7 + 4w8 + 2w9

w1 + 3w2 + 2w3 + 6w7 w2 + 3w4 + 2w5 + 6w8 w3 + 3w5 + 2w6 + 6w9 w7 + 5w8 + 4w9

w1 + 6w2 + w3 + 6w7 w2 + 6w4 + w5 + 6w8 w3 + 6w5 + w6 + 6w9 w7 + 6w8 + w9

⎤
⎥⎥⎦ (5)

Then, the reader get the active submatrix Ractive from matrix R, which corre-
sponds to rows 2, 4, 5, and 6 of the matrix R. Here,

Ractive =

⎡
⎢⎢⎣

1 2 4 1
1 4 2 1
1 5 4 6
1 6 1 1

⎤
⎥⎥⎦ (6)

The next, the reader computes the inverse matrix R−1
active of Ractive. Finally,

the reader can calculate

R−1
activeΛλ =

⎡
⎢⎢⎣

w1 + w2 + w3 + w7

w2 + w4 + w5 + w8

w3 + w5 + w6 + w9

w7 + w8 + w9

⎤
⎥⎥⎦ (7)

where λ = [1, 1, 1, 1]T , so as to realize the data repair of the failed RFID1.

5 Experimental Verification

In this section, we test the repair bandwidth cost and storage cost respectively
for the multi-copy algorithm, erasure code and the minimum bandwidth regen-
erating code algorithm used in this paper under the same repair rate or the same
file size, and compare the three schemes.
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The experiments are conducted on a PC of CPU with Intel(R) Core(TM)i5-
8265H CPU@1.60 GHz2.30 GHz, Memory with 8G, Hard disk with 20GB, Oper-
ating system Ubuntu 18.04, Build environment python 3.7, and Virtual machine
with VMware� Workstation 14 Pro. Moreover, [10, 5, 7] minimum bandwidth
regenerating code C is leveraged in our experiments. The regenerating code
parameter indicates that there are 10 RFID tags in the entire RFID tag group,
and the original file can be recovered by connecting any 5 RFID tag nodes. When
a single point RFID tag fails, the new RFID tag can be connected to any 7 of
the remaining RFID tags to accurately recover the data on the original faulty
RFID tag.

In the first experiment, we simulate the independent repeated experiment
of RFID tag loss for 20 times, in which the failed RFID tag serial number is
randomly generated by the pseudo-random number function. Using the control
variable method, the experiment is carried out under the condition that the
file size is 500bits and the recovery rate is 90%. The result of Repair method
bandwidth cost comparison is shown in Table 1.

Table 1. The comparison of Repair method bandwidth cost.

Number Regenerating Code Erasure code Multiple Copies

1 0.518bits 0.701bits 0.800bits

2 0.517bits 0.705bits 0.801bits

3 0.511bits 0.702bits 0.793bits

4 0.509bits 0.707bits 0.793bits

5 0.500bits 0.703bits 0.795bits

6 0.512bits 0.692bits 0.798bits

7 0.507bits 0.693bits 0.802bits

8 0.499bits 0.687bits 0.805bits

9 0.486bits 0.703bits 0.809bits

10 0.497bits 0.719bits 0.809bits

11 0.498bits 0.694bits 0.799bits

12 0.501bits 0.702bits 0.798bits

13 0.502bits 0.685bits 0.804bits

14 0.500bits 0.698bits 0.804bits

15 0.510bits 0.703bits 0.802bits

16 0.494bits 0.704bits 0.791bits

17 0.502bits 0.700bits 0.789bits

18 0.498bits 0.699bits 0.800bits

19 0.499bits 0.689bits 0.802bits

20 0.482bits 0.701bits 0.809bits
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Fig. 3. The comparison of the storage cost under different recovery rates.

Fig. 4. The comparison of the storage cost under different data sizes.

Figure 3 is a comparison of the storage cost of the three repair methods
after averaging under different recovery rates. It can be observed that when
approaching 100%, the minimum bandwidth regenerating code algorithm used
in this paper is almost 1/3 of the multiple copies and 1/2 of the erasure code. It
can be concluded that under the same recovery rate, the storage cost required
by the proposed scheme is much less than that of the multi-copy algorithm and
the erasure code algorithm.

The second experiment is conducted to study the storage cost of the three
repair methods under different data size, in which the recovery rate is set to
be 99%, and the data sizes are set to be 100bits, 300bits, 500bits and 700bits.
We independent repeat the experiment 20 times, in which the failed RFID tag
serial number is randomly generated by the pseudo-random number function.
Figure 4 shows the comparison of the three repair methods after averaging the
bandwidth overhead test data under the same file size. It can be observed that
the bandwidth overhead increases uniformly with the file size, and at close to
100%, the minimum bandwidth regenerating code algorithm used in this paper
is much smaller than the previous two. It can be concluded that under the same
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file size, the repair bandwidth required by the proposed scheme is much smaller
than that of the multi-copy algorithm and the erasure code algorithm.

6 Conclusion

Because of the high dynamic environment of active RFID systems, the risk of
individual loss of RFID tags occurs from time to time, resulting in the loss of
important data. Collaborative storage can be used to solve the problem of the
limitation storage capacity of RFID tags. However, it is still a challenge how
to achieve reliable collaborative storage of active RFID systems in complex and
even harsh environments. In view of the above problems, this paper studied the
efficient collaborative storage of key data with regenerating code in an active
RFID systems. Specifically, for the active RFID system, a regenerating code
based collaborative storage scheme for individual losses is designed. Then we
discussed the optimization of the scheme parameters for different application
scenarios to ensure that key data can be successfully recovered under different
RFID tag loss probabilities. Finally, the simulation platform is designed to verify
the performance of the proposed scheme. The experiment results show that the
proposed scheme has good performance in communication cost.

Acknowledgements. This work is supported by Research on the construction of
intelligent full-process laboratory system based on RFID (Radio frequency identifica-
tion) technology (No. YCIC-YF-2022-05).
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Abstract. Remote medical diagnosis is an emerging trend in technolog-
ical development. Retrieving diagnostic reports is crucial in remote med-
ical diagnosis systems. However, patients’ medical records are highly sen-
sitive and valuable for accurate disease diagnoses. Additionally, timely
and accurate diagnostic reports are vital for efficient medical services.
Therefore, timely and accurate diagnosis by healthcare professionals,
while respecting patient privacy, is a challenging yet promising task.
Hence, this work proposes a lightweight and efficient privacy-preserving
medical diagnostic scheme based on Bloom filters and oblivious transfer
protocol. The Bloom filter is employed in this scheme to compress the
search space, thereby enhancing query speed. Additionally, the oblivi-
ous transfer protocol and polynomial encoding techniques are integrated
to safeguard user query privacy and database privacy. Based on experi-
mental results, our proposed solution significantly reduces matching time
to the millisecond level and decreases communication overhead by 60%.
Therefore, the proposed scheme is more suitable for medical diagnostic
systems in the Internet of Things environment that require high time
and privacy requirements.

Keywords: Lightweight privacy-preserving medical diagnostic
scheme · Bloom filter · Oblivious transfer · Remote medical diagnosis

1 Introduction

With the rapid development of intelligent sensor technology and Internet of
Things healthcare, the healthcare industry is undergoing a transformative shift
towards intelligent healthcare. Intelligent healthcare services refer to the inte-
gration of new-generation intelligent technology into the traditional healthcare
services industry, providing patients with more convenient, flexible, personal-
ized, and diversified healthcare services [1,2]. Among these services, intelligent
healthcare diagnostic systems are an important technology in the field. Patients
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can measure their own vital signs such as heart rate, blood pressure, pulse, BMI
index, and other vital signs data through self-service medical devices. Intelligent
doctors analyze these parameters to achieve efficient and convenient medical
services, providing patients with more efficient and convenient medical services
[3–5]. In general, smart healthcare services can effectively improve the health of
the population by increasing the efficiency and quality of healthcare services. In
this context, intelligent healthcare diagnostics are an unstoppable trend in the
future of the healthcare field [6–8].

However, there are still some problems and challenges in the present intelli-
gent healthcare diagnostic system [9]. In medical field, previous patients’ cases
are extremely private as well as significantly valuable for disease diagnosis [10].
Due to the security vulnerability of healthcare information systems, medical
information leakage occurred at any time owing to the security vulnerability
of healthcare information system, since malware is more and more difficult to
detect and resist [14,15]. For example, in the largest healthcare breach to date,
Anthem announced on January 29, 2015, that records of 78 million patients
had been stolen, including highly sensitive data. Furthermore, the screening of
hospital disease databases one by one can result in high computational costs
and time consumption, which is not suitable in the current Internet of Things
(IoT) environment. Therefore, how to establish an efficient and secure intelligent
healthcare diagnostic system has become a crucial research direction in the field
of intelligent healthcare. This article aims to explore the use of Bloom filters [16]
and oblivious transfer protocol to address the problems of disease retrieval and
patient privacy protection in the intelligent healthcare diagnostic system.

1.1 Our Contribution

Inspired by Sun’s privacy-preserving medical record searching scheme [10], we
have designed a lightweight and privacy-preserving smart medical disease diag-
nosis scheme based on Bloom filters and oblivious transfer protocols. While per-
forming medical diagnosis on patients, the scheme protects both patient privacy
and hospital disease database privacy. Compared with previous smart medical
schemes, we have made the following contributions:

• LPMDS realizes intelligent self-helped medical diagnosis by IoT data pri-
vately. There is no need for the participation of real doctors or any centers.

• LPMDS is more lightweight compared to previous approaches, reducing the
computational burden on the hospital’s server by approximately 70%. Cloud
doctor use patient’s Bloom filter to screen the entire disease database, fil-
tering out most disease information that is of no help in diagnosis. During
the protocol process, there is no need for encryption and transmission of all
disease information. This improves the timeliness of information acquisition,
meets the requirements of high-speed information sharing, especially in the
future 5G device-to-device (D2D) communication.

• LPMDS has achieved effective privacy protection. Regardless of whether the
matching process is successful or not, the scheme can protect the privacy and
security of patients and the disease database.
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2 Related Work

Data encryption technology is presently the most popular avenue among pri-
vacy protection technologies for medical privacy. Data encryption technology
primarily employs specific algorithms to encrypt data, ensuring the prevention
of patient privacy information theft or leakage. For example, the Fully Homo-
morphic Encryption (FHE) algorithm processes encrypted data and produces an
output that can be decrypted to yield the same result as processing the original
unencrypted data using the identical method [17–19]. However, the substantial
computational cost of FHE renders these solutions impractical for large-scale
application scenarios. [20] introduced a scheme that relies on the AES algorithm
and elliptic curve cryptography. This scheme enhances the security of medical
data by integrating symmetric and asymmetric encryption techniques. However,
these schemes exhibit a higher matching delay and solely concentrate on protect-
ing the privacy of hospital disease data, limiting their effectiveness in achieving
smart healthcare. [21] introduced a secret sharing scheme based on AES, where
all cycle keys can be calculated on demand, resulting in a 25% reduction in run-
ning time. However, it employs an Sbox structure with a complexity less than
32, rendering it susceptible to linear crypt analysis and algebraic attacks. In
addition, numerous researchers [22] have suggested RSA-based solutions. How-
ever, these schemes entail demanding prerequisites and intricate key generation
processes, rendering one-time encryption unfeasible and unsuitable for the cur-
rent medical setting. Searchable encryption [23], a novel cryptographic primi-
tive, seeks to encrypt data files and store them on cloud servers. The encrypted
data can be searched using keywords, enabling robust search capabilities while
maintaining user privacy throughout the entire process. By this way, it effec-
tively safeguards user privacy while significantly enhancing retrieval efficiency
with the aid of the cloud server [24]. However, it is challenging to prevent the
involvement of the cloud service provider in partial decipherment, and the cloud
becomes vulnerable once compromised. In conclusion, the aforementioned solu-
tions typically suffer from drawbacks, including high computational costs and
inadequate security, making them unsuitable for the current IoT healthcare sce-
nario.

Arecent study by [10] introduced a medical case retrieval scheme that utilizes
the ElGamal Blind Signature. This scheme ensures privacy protection for both
patients and hospital databases during the medical diagnosis process, while also
reducing the matching delay in case retrieval. However, this scheme is unsuit-
able for the current IoT scenario, especially when dealing with avast disease
database, as encrypting all disease information using ElGamal is not feasible.
Moreover, patients have the potential to retrieve the keys of other disease infor-
mation and compromise the security of the hospital’s disease database through
bruteforce traversal attacks. Therefore, based on this idea, Our scheme incor-
porates a Bloom filter during the disease matching phase, significantly reducing
the server’s computational cost. Additionally, it employs Oblivious Transfer to
safeguard patient and database privacy during transmission.
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Fig. 1. The Framework

3 Preliminaries and Notations

3.1 Bloom Filter

Bloom filters were introduced by Bloom [11] as an efficient representation of data
sets.

A Bloom filter, BF = (BF[0], . . . ,BF[j], . . . ,BF[m − 1]) with a length of
m that encodes a set S with a size of at most n into a bit string with a
length of m bits. This is achieved by using k randomly selected hash functions,
(h1, h2, ..., hk), where hi : {0, 1}∗−→[0, 1, ...,m − 1]. In order to insert S into a
Bloom filter, first initialize all indicators to 0. Then, for each x in S, set the
indicators h1(x), h2(x), ..., hk(x) to 1. If an indicator is already 1, do nothing.
Any party can verify whether an element is stored in a Bloom filter through
a simple check process. Bloom filters have no false negatives error, as they are
deterministic; when an element is represented in a Bloom filter, its indices are
all set to 1 during the query phase.

Definition 1 (Represented element). We say that an element, e, is represented
in the Bloom filter, BF , if we have that

BF [hi(e)] = 1, ∀i ∈ {1, . . . , k}
where {h1, ..., hk} are the hash functions used in conjunction with BF . We say
that the set S is represented by BF if every element e ∈ S is represented in
BF .
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3.2 Oblivious Transfer

The oblivious transfer protocol was first proposed by Rabin [12] in 1981. Later,
[13] improved the protocol and proposed the 1-out-of-n oblivious transfer pro-
tocol. In this protocol, the sender S has n secret messages m1,m2, ...,mn. The
receiver R selects the α-th message it wants to receive, and the S sends message
mα to R based on R’s choice. During the entire process, the sender does not
know which message R is searching for, and R does not know any information
about the messages other than mα. The 1-out-of-n oblivious transfer protocol is
as follows:

Setup: The system generates a large prime number p to guarantee that the
discrete logarithm problem is difficult to solve on Gp, Gp is a p-order subgroup
of Z∗

p .
Input: The sender input (m1,m2, ...,mn), and R input α.
Output: The receiver output mα, 1 ≤ α ≤ n.

1. Step 1: R generates a random number r ∈R Zp and calculates y = grhα.Then,
the y is sent to the S.

2. Step 2: S generates a random number k ∈R Zp .Then, S sends a = gkand
ci = mi ⊕ H((y/hi)k, i) to R,i = 1, ..., n.

3. Step 3: R computes mα = cα ⊕ H(ar, α) by a and cα.

This is an efficient protocol: 2 modular exponentiations are required by R to
compute y and ar; 3 modular exponentiations are required by S to compute a,
yk, and hk, and a and hk can also be precomputed.

4 LPMDS

In this scheme, we have achieved a lightweight medical diagnosis scheme while
protecting the privacy of patients and the hospital’s disease database. Patients
can match medical diagnosis reports with their physical condition based on their
own vital signs. This chapter is mainly divided into two parts: system model and
proposed solution, which introduce the composition parts of the protocol and
detailed process.

4.1 The System Model

In this system, here are two key participants: the patient with their patient’s local
host (PLH) and the cloud doctor (CDoctor) with access to the disease database
that contains treatment plans and vital sign information for each disease. PLH
can collect vital sign information through sensor devices. PLH encrypt and up-
load these parameters to the CDoctor to obtain professional diagnostic results
and achieve private self-diagnosis. It introduces oblivious transfer to protect the
information between patient and CDoctor so that CDoctor gets no idea about
the patient’s vital signs and the patient has no information about CDoctor.
In short, the proposed scheme can not only prevent CDoctor from disclosing,
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but also protect the patient’s health date, personal privacy and their queries
efficiently. With the introduction of a Bloom filter, cdoctor can directly filter
out a temporary database containing the patient’s diagnostic report using the
patient’s Bloom filter, which reduces computational and communication costs.
The framework of the whole process is illustrated in Fig. 1. Regarding some
detailed parameters in the system, we have provided supplementary information
in Table 1.

Table 1. Notations

Notations Description

PLH patient’s local host

CDD Cloud Doctor’s disease database

n the number of disease information in the disease database

M∗ the query vector for the current patient

m∗
j the j -th parameter in the current user’s query vector

BF ∗ the Bloom filter corresponding to the user’s query vector M∗

Di the i-th disease in the Cloud Doctor’s disease database

Mi the feature vector of the i-th disease

mi
j the j -th parameter in the feature vector of the i-th disease

BFi the Bloom filter corresponding to the i-th disease

ci the disease diagnostic report of the i-th disease

4.2 The Proposed Scheme

Our scheme is mainly divided into two parts: the initialization phase and the
query phase. The initialization phase involves generating system parameters
and grouping disease information. In the query phase, the main task is to diag-
nose the patient’s medical condition based on the patient’s vital signs, which
is also the most important phase. Throughout the entire query and diagnosis
process, we must not only avoid revealing any patient’s life characteristics but
also accurately determine the patient’s medical condition and provide a diagno-
sis report to the patient. This is a very challenging and conflicting task, however
we have completed it using Bloom filters, polynomial encoding, and oblivious
transfer.

To visualize the entire process of our scheme, we illustrate the grouping
process of the initialization phase in Fig. 2 and the disease information query
process in detail in Fig. 3.

4.3 System Initialization

During the initialization process, there are two main tasks: parameter generation
and grouping disease information. Diseases with equal Bloom filter values will be
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Fig. 2. Group Phase

grouped into a new temporary database, each temporary database is represented
by a Bloom filter, The specific steps are as follows:

1. parameter generation
– Step 1: The CDoctor randomly selects k hash functions, HBF1 , . . . , HBFk

,
to be used as the hash functions for the Bloom filter and generates n
Bloom filters, each with an initial value of 0.

– Step 2: The CDoctor selects a large prime number p to guarantee that
the discrete logarithm problem is difficult to solve on Gp . It also chooses
a generator g ∈ Gp and a random number h ∈ Gp . The random numbers
p, g, and h are public parameters that remain constant throughout the
entire process.

– Step 3: Select the secure hash function H(.),H2(.).

2. grouping of disease
– Step 1: CDoctor compute the Bloom filters BFMi

corresponding to
disease information Di = {Mi, di, i} in the disease database, where
Mi = {mi

1,m
i
2, . . . ,m

i
v}. The pseudo code is as the following Algorithm

1.
– Step 2: The CDoctor divides the disease information in the disease

database into groups and generates several temporary disease databases
CDD(1), CDD(2), ..., CDD(u). Bloom filter corresponding to each disease
information in each temporary disease database is equal. For example,
assuming a temporary database CDD(α) containing m pieces of disease-
related information it follows that CDD(α) = {Dα1 ,Dα2 , · · · ,Dαm

}
where BFMα1

= BFMα2
= · · · = BFMαm

.
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Algorithm 1: Compute the Bloom filters
Result: N Bloom Filters BFM1 , BFM2 , ..., BFMn

1 Input: CDD, HBFj , j = 1, ..., k;
2 for HBFj = HBF1 → HBFk do
3 for t = 1 → v do
4 letBFMi [HBFj [m

i
j ]] = 1

5 end
6 Output: BFMi

7 end

– Step 3: The CDoctor constructs a polynomial Q(.) for each temporary
database. The pseudo code is as the following Algorithm 2.

Algorithm 2: Construct Polynomial
Result: Newton Interpolating Polynomial Q(.)

1 Input: CDD(α) = Dα1 , Dα2 , ..., Dαm ;
2 for i = 1 → m do
3 Q[i] = H(Mαi)
4 end
5 for j = 2 → m do
6 for k = m → jm do
7 Q[k] = (Q[k] − Q[k − 1]/(αi − αk−1))
8 end

9 end
10 for i = m − 1 → 0 do
11 Q(x) = Q(x) ∗ (x − αi) + Q[i]
12 end
13 Output:Q(.)

After system initialization, each temporary database will have several dis-
ease information entries, one representing its Bloom filter and one interpolation
polynomial Q(.). For example CDD(α) = {{Dα1 ,Dα2 , ...,Dαm

}, Q(.), BFα}.

4.4 Query Phase

The query phase mainly consists of two phase: the filtering phase and the obliv-
ious transfer phase. In the filtering phase, the PLH collects the patient’s vital
signs and processes them into vector form. The CDoctor filters out the tempo-
rary disease databases related to the patient’s condition based on the patient’s
vital signs. In the oblivious transfer phase, the patient and CDoctor use the
oblivious transfer protocol for the patient to obtain their diagnosis report. The
specific steps are as follows:
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1. Filtering Phase
– Step 1: PLH collects the patient’s physical parameters and processes

them in the form of vectors to generate the patient’s query vector
M∗ = {m∗

1,m
∗
2, ...,m

∗
v} .

– Step 2: PLH calculates the Bloom filter BF ∗ that represents the patient’s
query vector M∗ ,and sends it to CDoctor.

– Step 3: The CDoctor obtains a Bloom filter BF ∗ and filters out the
temporary disease database CDD(α) , where BFα = BF ∗.

2. Oblivious transfer phase
– Step 1: The CDoctor sends Q(.) in CDD(α) to PLH.
– Step 2: After receiving the polynomial Q(.), PLH calculates

β = Q(H(M∗)),

where 1 ≤ β ≤ m. PLH generates a random number r ∈R Zp, calculates
y = grhβ , and sends y to the CDoctor.

– Step 3: The CDoctor receives y and selects a random number k ∈R Zp to
calculates μ = gk. Then, the CDoctor encrypts each diagnostic report di

to
ci = di ⊕ H2((y/hαi)k

, αi)

and sends both μ and {c1, c2, ..., cm} to PLH.
– Step 4: PLH compute dβ = cβ ⊕ H2(μr, β) to obtain diagnostic report.

From the entire filtering phase, it can be seen that the patient’s vital signs
are calculated and uploaded to CDoctor in the form of a Bloom filter. CDoctor
can determine which temporary database the patient’s queried disease informa-
tion is in, thus filtering out most of the data. In this process, CDoctor has no
way to infer any information about the patient’s vital signs from the Bloom fil-
ter uploaded by PLH. And the patient cannot infer any information about the
disease database from the polynomial Q(.). During the OT phase, the user will
submit their selected index to CDoctor in the form of a commitment. CDoctor
encrypts and sends each piece of information in the temporary database to PLH.
In this process, the patient can only solve their own dα, and CDoctor cannot
obtain any information from the commitment value y.

5 Analysis

We consider a two-party secure computing model consisting of one Patient and a
CDoctor, both of whom are honest and curious, and will not attack the system,
however may attempt to gain more information from the information they have.
CDoctor has a disease database and needs to provide secure computing services
to patient.
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Fig. 3. Workflow of LPMDS

5.1 Security Analysis

Correctness: Since the disease database is a repository that includes all disease
information, if there is a disease information Dβ whose feature vector matches
the patient’s vital signs M∗ , then after the filtering phase, the selected tempo-
rary disease database will definitely include the disease information Dβ . There-
fore, based on the correctness of the 1-out-of-n oblivious transfer protocol, the
goal can be achieved if CDoctor and PLH correctly execute the protocol.

Patient Privacy Security : After the entire query process is completed, both
CDoctor and any potential attacker can only learn about the patient’s privacy
information through the transmitted Bloom filter BF ∗ and y. However, it is
known that attackers cannot break the BF ∗ and y due to the irreversibility of
the Bloom filter and the one-way property of the discrete logarithm.

Disease Database Privacy Security : After the entire query process is com-
pleted, the patient can obtain information about the hospital’s disease database
through the polynomial Q(.) and the ciphertext set {C1, C2, ..., Cm}. The poly-
nomial Q(.) is constructed from a set of points {(x1, y1), (x2, y2), ..., (xm, ym)},
and there are multiple sets of points (x′

1, y
′
1), (x

′
2, y

′
2), ..., (x

′
m, y′

m) that construct
the same polynomial. Therefore, even if the patient has unlimited computing
power, they cannot learn any information about the disease database through
the polynomial Q(.). Furthermore, the ciphertext set C1, C2, ..., Cm is secure
based on the security of the 1-out-of-n oblivious transfer protocol, ensuring dis-
ease database privacy security (Table 2).

5.2 Performance Analysis

Our schedule has been implemented in Java and ran experimental programs on a
computer with an AMD Ryzen 5 5600 6-Core Processor 3.50 GHz configuration,
the performance of our schedule will be compared with several previous related
schemes PMRSS [10], MPSI [19], SPA [21]. Because our protocol involves the
participation of patients and cloud doctors, this section focuses only on the
computational efficiency and communication overhead of the user and server.
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Table 2. Communication Complexity Comparisons

Scheme Number of Message Required Number of Bite Required

PMRSS [10] 2 Message 15618

MPSI [19] 4 Message 8448

SPA [21] 4 Message 1368

Our 4 Message 5784

5.3 Computation Analysis

Fig. 4. Execution time

We selected 10,000 diseases as experimental data to ensure accuracy and rep-
resentativeness. We randomly generated the health data of 10 patients as test
samples and compared the computational efficiency of three protocols. As shown
in Fig. 4a, our scheme has a higher computational efficiency than other schemes
because we introduced a Bloom filter, which eliminates the need for the cloud
doctor to encrypt all disease information in the disease database. This advantage
will be significantly enhanced with the increase in data volume.

On the user side, the main task of the patient is to decrypt the ciphertext
and obtain their own diagnostic report. Compared with other schemes, in our
scheme, the patient only needs to decrypt one ciphertext to obtain the diagnostic
report, while other schemes need to decrypt all the ciphertexts in the database, as
shown in Fig. 4b. In terms of computational efficiency, our scheme is far superior
to [10,19,21], both on the user and server side.

5.4 Communication Analysis

In this section, we will compare communication efficiency of our schedule with
several previous related schemes [10,19], We set up a disease database containing
ten thousand disease records, the bit length of disease record (di,Mi), (y,µ),
bloom filter (BF ∗), hash (H1) output, and hash (H2) output are 128,128, 32, 256,
256 bits. To make convincing comparisons, we analyzed a temporary database
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of 20 diseases, for which we constructed a 20-degree polynomial consisting of
21 coefficients, resulting in a size of 336 bits per polynomial. In our proposed
scheme, the sizes of the information BF ∗, Q(.), y , and (c1, ..., cm,µ) were 32,
336, 128, and (20*258+128)=5288 bits, respectively. Adding these four values,
the total communication cost of our schedule is 5784 bits.

6 Conclusion

In this scheme, we consider the problem of how to securely search a medical
diagnosis report from CDoctor in IoT healthcare while protecting the security
of both current patient’s privacy and the hospital’s disease database. By applying
bloom filters and oblivious transfer protocols, we proposed a lightweight privacy
preserving medical diagnostic scheme that ensures no leakage of any additional
information from either party, while also controlling the system’s response time
in milliseconds. Furthermore, we have conducted a detailed security analysis
to demonstrate that our scheme satisfies the security objectives. In the future,
how to compress and optimize the CDoctor’s disease database and standardize
patient’s requirements are the promising issues to work on.
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Abstract. Existing security and fuzzing techniques for Windows operating sys-
tems have garnered substantial interest, but suffer from issues such as low effi-
ciency, poor stability, challenges in circumventing the graphical user interface
(GUI), and complicated interface framework construction. This paper intro-
duces a method for creating a Windows platform Fork-Server based on process
cloning technology,which improves fuzzer performance and stability. Thismethod
resolves the problems of low efficiency and unstable execution that are charac-
teristic of existing fuzz testing methods. Moreover, This paper present a method
for automating the construction of Fuzz Harness, which employs dynamic trac-
ing technology to test the program’s core code and bypass GUI and related code
logic. This technique decreases the development threshold and testing costs of fuzz
testing while tackling the challenges of difficult GUI bypass and interface frame-
work construction. This paper designed and implemented a fuzz testing framework
named LQSWIN, which we evaluated against WinAFL in six categories and eight
Windows applications. Experimental results demonstrate that LQSWIN performs
significantly better than WinAFL, executing an average of 9.42 times faster with
a maximum speed increase of 22.25 times. Additionally, LQSWIN detected an
average of 3.30 times more basic blocks.

Keywords: Fuzz testing · Fuzz Harness · Dynamic tracking · Process Cloning

1 Introduction

Fuzz testing is a testing method based on random inputs, which simulates unexpected
user inputs by injecting data with randomness into the software. Through fuzz testing,
various defects and vulnerabilities in the software can be discovered, including crashes,
memory leaks, and security vulnerabilities. Compared with other testing methods, fuzz
testing has advantages such as a high automation level, high test coverage, and high test
efficiency. In the past few decades, various fuzzers [1–3] have discovered thousands of
bugs in different fields [4, 5].

Currently, there is limited research on fuzz testing methods for Windows operating
systems. The majority of fuzz testing techniques and methods are tailored toward Unix-
like systems, making them challenging to direct translate to Windows systems. Recent
reports indicate that Windows dominates the global desktop operating system market
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with a market share of 74.14%, surpassing other operating systems [7]. Meanwhile, the
exploitation and discovery of software vulnerabilities on Windows has always been an
area of great interest to malicious attackers, who invest a lot of effort in it [8, 9]. As such,
fuzz testing for Windows software programs is of the utmost importance not only in
academic research but also in industrial and practical network defense and attack fields.

In this paper, we employ the fuzz testing technique to detect security vulnerabilities
in Windows applications. To design an effective fuzz testing method, we must address
the following challenges:

1. Lack of stable and efficient fuzz testing methods for the Windows platform. Popular
fuzzers under the Linux system adopt the architecture of Fork-Server to clone and
run target programs, which greatly improves the execution speed of AFL [6] and
other fuzzers on Linux by more than 2 times [10]. However, the Windows platform
lacks a similar process cloning mechanism. Existing Windows fuzzers typically use
re-execution mode and persistent mode [11, 12] to test programs, which suffer from
low efficiency and unstable execution.

2. Windows GUI seriously impedes the fuzz testing process. Windows applications
heavily rely on GUI to realize user interaction and rarely provide a command-line
interface (CLI) for execution. Therefore, when conducting program testing on the
Windows platform, it is a big challenge to avoid GUI-related code logic and focus on
testing core code.

3. High cost of constructing interface programs. In practice, to conduct fuzz testing
on closed-source Windows programs, corresponding interface programs need to
be developed. This program does not have a strict name, “fuzz harness”, “fuzzing
harness”, “fuzz driver”, “harness”, and “test harness” are all common names, with
“fuzz harness” being the most frequently used [24]. However, writing an effective
and reliable interface program is relatively difficult, requiring experienced security
professionals to consume a lot of time and effort in program analysis.

To overcome the challenges outlined above, this paper proposes LQSWIN, a fuzz
testing framework for Windows closed-source programs. The framework makes the
following contributions:

• This paper presents amethod for constructing a Fork-Server on theWindows platform
using process cloning technology. This method can effectively avoid restarting and
various initialization work, mitigate the problem of high resource consumption under
the re-execution mode, and speed up the fuzz testing process, thus improving the
efficiency of the fuzz testing. Meanwhile, this method restricts the execution impact
of each test case to a single process by constantly copying and running the target
program, avoiding the problem of mutual interference among multiple test cases
under the persistent mode, which can effectively improve the stability of fuzz testing.

• LQSWIN reduces themanual effort required for program analysis and test code devel-
opment by automating the construction of Fuzz Harness. This approach significantly
lowers the development barrier and testing cost of fuzz testing, while improving the
testing efficiency.



628 W. Long

In summary, the main contributions of this paper are as follows:

1. A method for constructing a Windows platform Fork-Server is proposed, which
enables the fuzzer to run efficiently and stably on the Windows platform.

2. A method based on dynamic tracing technology for automating the construction
of Fuzz Harness is proposed. This method can effectively bypass GUI restrictions,
significantly lower the development threshold and testing cost of fuzz testing, and
make fuzz testing more automated.

3. The prototype framework called LQSWIN is designed and implemented, and its
effectiveness is demonstrated through experiments.

2 Background and Motivation

2.1 Research on the Construction of Interface Frameworks

During the actual fuzz testing process, developers must create a corresponding program
or interface framework, referred to as “Fuzz Harness” program in this paper. “Fuzz
Harness” is a small program that contains processing functions for parsing external
data. Its primary purpose is to simulate the operating environment and interface of the
target program so that the test cases generated during the fuzz testing can be passed to the
target program and the information, such as crash logs, memory leaks, and performance
bottlenecks, can be collected during the program’s runtime [15, 24]. An effective Fuzz
Harness program can effectively bypass the GUI limitation, enable testing of the target
program without any user interaction, and help the Fuzzer better explore the code path
of the application program, thereby improving the efficiency of vulnerability detection
[25].

The interface framework can be implemented using two primary methods: manual
coding and automated construction. Manual coding is a complex method that necessi-
tates developers to have an in-depth knowledge of the target program’s internal structure
and operational mechanism. Subsequently, relevant code must be added to create the
Fuzz Harness. Automated construction is a quicker and more efficient method that can
facilitate automated fuzz testing. Currently, some schemes automatically generate inter-
face code, such as FUDGE [18] and FUZZGEN [19], which essentially automatically
construct interface code by extracting API calls from source code, but only for open
source software and cannot be applied to closed source programs. APICraft [20] and
WINNIE [21] propose an interface code automatic generation scheme for closed source
programs, which infers the API call relationship by collecting the program’s runtime
trajectory to complete the automatic construction of the Harness program.
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2.2 Research on Fuzz Testing Method for Windows System

All major fuzzers under the Linux operating system employ the Fork-Server mode for
conducting fuzz testing. Fork-Server’s implementation primarily depends on the fork()
function of the Linux system. it eliminates repetitive tasks such as loading target files and
libraries, and resolving symbol addresses, thus speeding up the running speed of AFL
and other fuzzers on Linux by more than two times. Moreover, Fork-Server enhances
the testing process’s stability by confining the execution impact of each test case to a
single child process. This configuration precludes mutual interference between multiple
test cases, thus minimizing errors and ensuring better test coverage [22, 23].

Unfortunately, Windows systems do not have a similar fork function or any suit-
able equivalent. Therefore, traditional fuzzing tools generally use a repeated execution
method, that is, continuously launching new processes through the CreateProcess() func-
tion for testing. Distinct from Linux systems, Windows systems require multiple initial-
ization operations to initiate an application, which results in lower testing efficiency
using this approach.

To address the aforementioned issues, WinAFL [13] uses the persistent mode to
test programs by looping through the target function, avoiding the repetitive process
of starting the application. Compared with the traditional repeated execution method,
the persistent mode can improve the efficiency of fuzz testing, saving ample time and
system resources. However, the persistent mode also has some drawbacks. Firstly, since
the target process does not terminate in the persistent mode, problems such as memory
leaks and changes to global variables may arise. Secondly, continuous operation of the
target process in persistent mode may have potential implications on system stability
and security.

3 Design and Implementation

3.1 Overview

This paper proposes and designs a fuzz testing framework called LQSWIN forWindows
closed-source programs. The basic workflow and primary components of LQSWIN,
including the construction of Fuzz Harness and Fork-Server, are shown in Fig. 1.

1. Construction of Fuzz Harness: based on dynamic tracing technology, the Harness
interface program is automatically generated by collecting dynamic behavioral infor-
mation during program execution. The program contains the entire code logic of how
the target program handles input data.

2. Construction of Fork-Server: based on process cloning technology, the Fork-Server
for Windows platform is constructed to effectively avoid the problem of excessive
resource consumption under the repeated execution mode and the mutual influence
of multiple test cases under the persistent mode, thereby improving the efficiency and
stability of the fuzz testing.
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Fig. 1. Overview of LQSWIN

3.2 Automated Fuzz Harness Construction

This paper presents an automated method for constructing Fuzz Harness that applies
dynamic execution tracing technology to overcome the limitations of traditional harness
construction methods. By applying API monitoring and Hook techniques, execution
traces are recorded automatically, and program dynamic behavior information is col-
lected during application runtime. This automated approach to constructing Harness
programs removes the requirement for manual program analysis and writing testing
code, thus reducing the development threshold and testing cost associated with fuzz
testing, while simultaneously enhancing testing efficiency. The automated Harness con-
struction process consists of three main steps: automatic identification of the target
function, reconstruction of library API call sequence, and parameter prototype patching,
as shown in Fig. 2.

Fig. 2. Construction method and process of fuzz harness
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Automatic Identification of Target Function
An ideal fuzzing target should possess several key characteristics [14]. To identify such
targets, this paper adopts a feature-matching approach to search for potential target
library functions. Specifically, this paper examines whether each library function call’s
parameter points to the input data file path, such as “C:\test\inputs.txt”, and performs
Hook operations on common file operation APIs such as OpenFile(), CreateFile(), Read-
File(), WriteFile(), etc., to record the callers of relevant APIs. If a library function takes
the data file path as a parameter or calls APIs related to file operations, this paper
determines it to be a file parsing function and considers it a potential testing target.

Reconstruction of Library API Call Sequence
Once the target function has been identified, a series of library APIs used by the function
need to be dynamically loaded and called. This paper uses Hook technology to trace
the execution process of the target function, record all function calls and register states
to construct the API call sequence. Moreover, a hybrid analysis approach is employed,
which combines the static analysis data provided by IDAPro and the specific information
recorded in dynamic tracing to deduce the prototype of the function, including function
name, declaration type, number, and types of parameters.

Parameter Prototype Patching
When calling an API function, it is essential to accurately enter the parameter types, val-
ues, and return values. To obtain these key pieces of information, this paper uses dynamic
tracing to record detailed information about the API function’s pre-entry and post-exit
parameters and return values, including all register states, stack space, and thread ID.
Then, the function’s parameter values and return values are dumped recursively. For
output parameters, this paper first identifies whether a parameter is a pointer, and if so,
monitors whether the content pointed to by the pointer changes before and after entering
and exiting the API function. If there is a change, the parameter is considered an output
parameter.

3.3 Stable and Efficient Windows Fork-Server

This paper proposes a method for constructing aWindows Fork-Server based on process
cloning technology,which can effectively reduce the cost of restarting and various initial-
izations, and avoid the problem of excessive resource consumption in repeated execution
mode, thereby accelerating the process of fuzz testing and improving the efficiency of
fuzz testing. Furthermore, by constantly copying and running the target program, the
execution impact of each test case is limited to a single process, avoiding the problem
of multiple test cases affecting each other in persistent mode, and effectively improving
the stability of fuzz testing.

Windows Process Cloning
Currently, there are many studies on manual process creation, and the existing solutions
are relativelymature. However, these solutions suffer from instability during runtime and
high overhead, which cannotmeet the requirements of efficient and low-cost fuzz testing.
Therefore, to build a stable and efficient process cloning mechanism on Windows, this
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paper proposes a method that utilizes the CSRSS (Client/Server Runtime Subsystem) to
implement process cloning. This method provides a stable and efficient process cloning
mechanism, which avoids frequent loading of target programs and dependent libraries,
reduces the resource consumption of fuzz testing, and improves the efficiency of fuzz
testing.

The CSRSS program essentially uses LPC (Local Procedure Call) for inter-process
communication [16]. This paper mainly clarifies the roles of several key global variables
in the communication process. These variables describe some basic memory mapping
information provided by the CSRSS program to the client, such as server-side base
address and view size, and the mapping relationship of shared memory heap, which are
crucial for data exchange. Since these global variables are stored at a fixed (relative)
address in the NTDLL library and this address changes with the version, they cannot
be obtained using hardcoded methods. To address this issue, this paper parses the code
part of NTDLL to find the instructions that reference these global variables and uses the
reference to find their absolute addresses.

Specifically, NtCreateUserProcess() is the last function accessible in user mode, and
bydirectly calling this function, the programcan runnormallywithminimal effort, reduc-
ing system overhead in user mode [17]. Figure 3 shows the main implementation steps
of process cloning. This paper creates a suspended process using the NtCreateUserPro-
cess() function by using a specially constructedPS_CREATE_INFOstructure parameter.
Then, the absolute addresses of several global variables are found by analyzing the code
part of NTDLL. A specific BASE_API_MSG structure parameter is constructed and the
ntdll!CsrClientCallServer() function is called to send a message to the CSRSS process
to notify it of the existence of the new process. Finally, the NtResumeThread() function
is called to resume the process execution.

Fig. 3. Main implementation steps of process cloning
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Agent-Based Application-Level Fuzzer
Currently, most fuzzing tools on the Windows platform are function-level and require
knowledge of the target program’s source code or reverse analysis to isolate functions
for testing. However, this method is time-consuming and limits the development and
extension of the fuzzer. This paper proposes a Fuzzer design that lowers the entry barrier
for testers, enhances extensibility, and reduces testing costs by developing a Fork-Server
based onWinAFL, as shown in Fig. 4. This Fuzzer has the following features: automated
Fuzz Harness construction, stable and efficient process cloning, integration of other
auxiliary tools and automated testing result analysis, etc. Through these steps, the Fuzzer
can directly conduct fuzz testing on the entire application program, improve testing
efficiency and stability, and greatly reduce testing costs. The Fuzzer in this paper mainly
includes the following three objects:

• Fuzzer: The Fuzzer is the main process of fuzz testing, which is responsible for
initializing the seed queue, generating test cases, analyzing code coverage, analyzing
test results, handling crash events, etc.

• Agent: The automatically constructed Harness program is injected into the target
program as an agent. The agent first performs Hook operations on the program entry
and target function to detect the program execution status and check all basic blocks
to collect code coverage. it is responsible for controlling the execution of the target
program, analyzing where to insert tracking code in the target program, repeatedly
copying the target function to run, and transmitting the input data generated by the
Fuzzer to the agent for testing through a bidirectional pipeline. The agent reports the
status to the Fuzzer after the target function execution is completed.

• Target function: Refers to the function or API in the tested program that needs to be
fuzz tested.

Fig. 4. Framework of agent-based fuzzer
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4 Evaluation

This paper presents LQSWIN, a prototype fuzz testing framework designed forWindows
closed-source software based on the existing fuzz testing platformWinAFL. The chapter
aims to investigate and compare the applicability and effectiveness of LQSWIN and
WinAFL in practical applications. The experiments in this paper are designed to answer
the following questions:

• Q1: Applicability of LQSWIN: Does LQSWIN have the ability to test a wide range
of Windows applications under real-world conditions?

• Q2: Effectiveness of LQSWIN: Can LQSWIN enhance fuzz testing performance, and
if so, what degree of improvement can be achieved?

4.1 Experimental Design

This paper selected eight Windows closed-source applications, as shown in Table 1,
for experimental analysis. The chosen programs represent six categories, including
image processing, video processing, file compression, document processing, compiler,
and linker. These programs have varying software sizes, spanning between 475 KB to
40.5 MB. Additionally, the experiments were conducted on a virtual machine running
Windows 10–64 and a 2-core Intel(R) Core(TM) i7-7700 processor. WinAFL was set to
persistent mode and compared with LQSWIN for testing. Each program was executed
for 24 h, and three experiments were conducted for each program to collect average data.

Table 1. Program list

Program Version Program Size Target Target Size

7Zip 22.01 1.5 MB 7z.exe 532 KB

Notepad++ 8.42 4.54 MB notepad++.exe 6.31 MB

VLC Media Player 3.0.10 40.5 MB libfaad_plugin.dll 275 KB

WinRar 6.21.0 3.4 MB Rar.exe 629 KB

Gomplayer 2.3.85.5353 29.9 MB avformat-gp-58.dll 14.8 MB

XnView 2.51.2 20.5 MB ldf_jpm.dll 692 KB

ML 14.23.28107.0 475 KB ml.exe 475 KB

Link 14.23.28107.0 1.6 MB Link.exe 1.6 MB

4.2 Experimental Results Analysis

Table 2 presents the experimental analysis results, which primarily compare the applica-
bility, running speed, and basic block count of the two tools to examine their performance
difference. The experimental results indicate that LQSWIN is superior to WinAFL in
terms of applicability and detection efficiency.
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Table 2. Experimental analysis results

Program Input Size Speed (exec/sec) Coverage (BBs)

WinAFL LQSWIN WinAFL LQSWIN

7Zip .7z 1.5 MB 8.2 47.3 (5.76 ×
↑)

1421 2106 (1.47 × ↑)

Notepad++ .txt 4.54 MB ✗ (time out) 44.7 ✗ 1035

VLC Media
Player

.mp4 40.5 MB 5.4 25.8 (4.77 ×
↑)

873 1721 (1.97 × ↑)

WinRar .rar 3.4 MB 7.8 38.4 (4.92 ×
↑)

1217 2915 (2.39 × ↑)

Gomplayer .mp4 29.9 MB 1.2 26.7 (22.25 ×
↑)

187 1384 (7.40 × ↑)

XnView .jpg 20.5 MB ✗ (crash) 23.9 ✗ 16672

ML .asm 475 KB ✗ (crash) 43.1 ✗ 2399

Link .obj 1.6MB ✗ (time out) 36.5 ✗ 3257

Total (9.42 × ↑) (3.30 × ↑)

Q1: According to Table 2 and Fig. 5, LQSWIN supports moreWindows applications
than WinAFL. Specifically, LQSWIN first generates an effective Fuzz Harness program
for all applications to perform fuzz testing. In contrast, WinAFL only tests four of the
listed programs. Notably, XnView and ML crashed, while Notepad++ and Link timed
out, rendering them unable to undergo effective testing. The reason for this failure is
due to the persistent mode used by WinAFL, which is not stable enough and frequently
terminates unexpectedly due to memory leaks, handle exhaustion, variable tampering,
and other issues, resulting in crashes or timeouts.

Q2: According to Table 2 and Fig. 6, when a program can be tested by both LQSWIN
and WinAFL at the same time, LQSWIN has faster execution speed and higher basic
block coverage thanWinAFL. Specifically, for the 4 programs that can be fuzz tested by
both LQSWIN and WinAFL, LQSWIN has an average testing speed that is 9.42 times
faster thanWinAFL, with the highest improvement being 22.25 times faster. In addition,
LQSWIN has discovered an average of 3.30 times more basic blocks thanWinAFL. The
results demonstrate that LQSWIN can effectively improve the efficiency of fuzz testing
compared to WinAFL.
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Fig. 5. Applicability of LQSWIN and WinAFL

Fig. 6. Comparison of basic block coverage

5 Conclusion

This paper proposes LQSWIN, a fuzz testing framework for Windows that leverages
dynamic tracing and process cloning. It is shown to be more suitable for testing a wide
range of applications and has superior testing efficiency and coverage compared to
the traditional fuzz testing tool, WinAFL. LQSWIN has a significantly broader range
of applicability, reducing the need for manual analysis and code writing. The testing
efficiency and coverage of LQSWINwere tested through a set of experiments consisting
of eight applications, varying in file size and type. The results revealed that LQSWIN
had an average testing speed of 9.42 times greater than that ofWinAFL, with amaximum
speed increase of 22.25 times. Additionally, LQSWIN discovered an average of 3.30
times more basic blocks.
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Abstract. With the proliferation of malware, malware detection tech-
niques have become more critical to protect the security and privacy of
users. While existing malware detection techniques have achieved supe-
rior accuracy and detection rates, most of these techniques require a
large number of labeled samples for training. In general, assembling a
large amount of reliable data is still expensive, time-consuming, and
even impossible. These malware detection techniques do not achieve good
results on a small number of labeled samples and do not have the capa-
bility to detect new or variant malware. Therefore, it is necessary to
investigate solutions for detecting malware in the few-shot scenario. This
paper proposes a hierarchical feature fusion malware detection frame-
work based on multi-task meta-learning, namely Meta-HFMD. The pro-
posed framework first adopts a hierarchical feature fusion approach to
learn hierarchical spatial traffic features from packet-level and flow-level.
Then, it constructs an efficient multi-task malware detection model based
on model-agnostic meta-learning (MAML), which can detect malware
with tiny labeled samples. Experimental results demonstrate that Meta-
HFMD achieves satisfactory results in the few-shot malware detection
task, both in single-platform and cross-platform environments, and its
performance metrics outperform other baseline models.

Keywords: Malware detection · Meta-learning · Hierarchical feature
fusion · Few-shot learning

1 Introduction

Malware is defined as “a generic term that includes viruses, trojan, spyware and
other intrusive code”, any software that intentionally executes a malicious load
on a victim machine (computer, mobile device, etc.) is considered malware [26].

At present, the mainstream malware detection methods are machine learning-
based and deep learning-based. (i) Machine learning methods first extract man-
ually designed features from network traffic and then use traditional machine
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learning algorithms for classification. MLDriod [17] uses four different machine
learning algorithms in parallel to achieve a 98.8% detection rate. Liu et al. [3]
extracts features from network traffic, reduces the dimension of features, and
uses an improved SVM algorithm to detect malware. While machine learning
approaches can achieve great results in some specific scenarios, it is undeniable
that current machine learning approaches are data-driven statistical methods
that rely heavily on feature engineering and extensive prior expert knowledge.
(ii) Deep learning methods use neural networks to automatically extract features
from the raw bytes of traffic. For example, IMCEC [25] uses a CNN architecture
to convert network traffic into images for malware detection. The performance
of deep learning depends on the size of the dataset, hence deep learning usu-
ally requires a large amount of data as support, which otherwise often leads to
overfitting.

In view of the problems described above, the technique of few-shot learning
has been proposed, which aims to learn a solution to a problem from few-shot
samples. Meta-learning is one of the essential branches in the field of few-shot
learning, which uses prior knowledge to quickly generalize to new tasks [33].
Using meta-learning for malware detection is a novel direction. Currently, Con-
vProtoNet [35] is a modified prototypical network architecture for few-shot mal-
ware detection, which achieves an average accuracy of over 70% with only 5
examples per class. Bai et al. [34] proposes a method based on Siamese net-
work. The above two methods can effectively solve the few-shot learning prob-
lem, but the limitations are also evident. They used a technique based on the
Windows PE file dataset, which is a static malware detection method. Static
detection is performed without the malware being executed. It is not suitable
for malware detection in real-world network environments. Dynamic detection is
typically carried out by performing malware in a controlled environment, such
as extracting the deep features of network traffic for classification (flow-level [4]
or packet-level [16]). The limitation of the existing few-shot malware dynamic
detection technology is that they only extract the deep features of a single level
(flow-level or packet-level), ignoring the correlation between the features of each
level, resulting in a waste of information to a certain extent.

To address such issues, in this paper, we propose a hierarchical feature fusion
malware detection framework, namely Meta-HFMD, which is based on multi-
task meta-learning. It is a meta-learning based framework for few-shot malware
detection. Experimental results show that Meta-HFMD is capable of performing
malware detection tasks with elevated accuracy when new malware variants
appear in early stages and the number of samples is limited, and it achieves
satisfactory results on cross-platform malware detection tasks.

The main contributions of our research can be summarized as follows:

– We design a hierarchical features fusion method for few-shot malware detec-
tion, which can automatically exploit more abundant spatio-temporal fea-
tures from large-scale unlabeled network traffic. The hierarchical convolu-
tional layers extract flow-level and packet-level traffic features, respectively,
and then concatenate them to obtain flow-packet-level features. This approach
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can effectively combine the advantages of flow-level and packet-level traffic
features to significantly improve the few-shot malware detection metrics.

– We develop an efficient multi-task meta-learning malware detection frame-
work (Meta-HFMD) based on MAML model. This few-shot malware detec-
tion framework updates the temporary model parameters in the inner loop
and the meta-learning algorithm parameters in the outer loop, so that the
current task can obtain a large amount of prior knowledge formed by the
existing tasks. In other words, our framework can quickly detect emerging
unknown malware from large-scale network traffic with few-shot or even one-
shot labeled training data.

– We compare the performance of Meta-HFMD with the other start-of-the-art
frameworks based on few-shot learning. In both single-platform and cross-
platform experiments, Meta-HFMD outperforms the others by a large mar-
gin. The ablation studies verify that the hierarchical flow-packet-level hybrid
features can help the framework to detect malware more efficiently and accu-
rately than the single packet-level and flow-level features in the few-shot sce-
narios.

The remainder of the paper is organized as follows. We first present related
work on few-shot malware detection in Sect. 2. Second, the implementation
details of the Meta-HFMD framework are elaborated in Sect. 3. Then we the
experimental results and analyze the results in Sect. 4. Finally, Sect. 5 summa-
rizes the paper and looks forward to future work.

2 Related Work

2.1 Malware Detection

In the early years, signature-based detection methods were the dominant app-
roach for malware detection. These methods compare various monitored or col-
lected data with existing signature databases. Malicious behavior is determined
when activity is observed that matches the signature database [9]. Uddin et al.
[24] proposed a new model called Signature-based Multi-Layer IDS using mobile
agents, which can detect imminent threats with extremely high success rate by
dynamically and automatically creating and using small and efficient multiple
databases. These signature-based method have fast detection speed, but it fails
to detect unknown malware without an existing signature.

In recent years, malware detection methods based on machine learning and
deep learning are on the rise. The malware detection technology based on
machine learning firstly extracts multi-dimensional features from the original
files (Windows PE, PCAP, etc.), and then inputs them into the machine learning
algorithm for detection. Yang et al. [32] proposed an Android malware detec-
tion model based on Decision Tree (DT) and Support Vector Machine (SVM)
algorithm (DT-SVM), which uses n-gram model to generate feature vectors of
samples. Khammas et al. [13] proposes a ransomware detection method based
on static analysis, which uses frequent pattern mining to extract 1000 features
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from raw bytes and uses Random Forest classifier for detection. Compared with
machine learning based methods, complex feature engineering and domain expert
knowledge are not required for methods based on deep learning, which uses neu-
ral networks that consider raw bytes as input and embed them in a high-latitude
feature space. Nataraj et al. [19] first proposed to visualize malware binaries as
grayscale images, and they used GIST descriptor [20] to extract global image
attributes as input features for KNN. Vu et al. [27] proposes the AdMat frame-
work, which builds adjacency matrices for each app, and these matrices act as
input images for the CNN. Wang et al. [28] proposed a new intrusion detec-
tion system. It is called the hierarchical spatial-temporal features-based intru-
sion detection system (HAST-IDS). The system uses CNN and long short-term
memory (LSTM) networks to learn the low-level spatial features and high-level
temporal features of traffic to complete the classification task, respectively. The
success of deep learning based methods also has obvious limitations [18]. For
example, successes have largely been in areas where vast quantities of data can
be collected or simulated, and where huge compute resources are available [10].
They are not suitable for some scenarios where data is intrinsically rare or expen-
sive [1], or compute resources are unavailable [12].

2.2 Meta Learning

A promising paradigm for few-shot learning is meta-learning. Meta-learning is
defined as “learning how to learn” [23]. Meta-learning aims to improve the learn-
ing algorithm itself, given the experience of multiple learning episodes. For exam-
ple, this objective could be the generalization performance or the learning speed
of the inner algorithm [10]. Various meta-learning methods have been proposed.
Finn et al. [6] introduced a meta-learning category called model-agnostic meta-
Learning(MAML). The idea is to learn an initial set of parameters that can be
sufficiently generalized to allow the model to converge quickly with only a few
steps of gradient descent.

Meta-learning techniques have also been used in the field of malware detec-
tion. ConvProtoNet [35] is an improved prototypical network architecture for
few-shot malware detection. To prevent overfitting, ConvProtoNet designs a
convolutional induction module to replace the insufficient prototype reduction
in most few-shot models. With only 5 samples per class, it can achieve an aver-
age accuracy of more than 70%. Bai et al. [34] introduces a malware detection
model based on Siamese network, which trains an effective multilayer percep-
tron network for embedding malware applications into a real-valued, continuous
vector space to determine whether they belong to the same or different classes
of malware. Chai et al. [5] proposes a dynamic prototype network based on sam-
ple adaptation for few-shot malware detection (DPNSA). DPNSA uses dynamic
convolution to achieve sample-based adaptive dynamic feature extraction. Other
similar research works include UMVD-FSL [4], AMDetector [15], CSNN [8], etc.
While these aforementioned malware detection models achieve excellent results,
most of them are based on metric-based meta-learning, which relies on similarity
measures between unseen tasks and previously learned models. The prerequisite
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is that the unseen task shares the similarity structure with the previous tasks.
Otherwise, unseen tasks are not identifiable under the framework of similarity-
based meta-learning methods. In this paper, we want to design a more flexible
framework based on MAML that is applicable to vastly different tasks. MAML
provides fast and accurate generalization of deep neural network models with-
out imposing any model assumptions. In other words, MAML is applicable to
any learner model optimized with stochastic gradient descent. In addition, cur-
rent malware detection models use single-level features from packets, flows, or
sessions. We design a hierarchical feature fusion approach adopted in our frame-
work, which is able to capture more layer-wise spatial features from both packet
and flow levels and leads to better performance.

3 Multi-task Malware Detection

In this section, the problem definition of meta-learning based malware detection
is first introduced in Sect. 3.1. Secondly, the overall framework of Meta-HFMD
and its specific implementation details are elaborated in Sect. 3.2.

3.1 Problem Definition

Meta-learning is divided into two phases: meta-training and meta-testing. Differ-
ent from traditional machine learning/deep learning, the training unit of meta-
learning is “task”. As shown in Fig. 1, each task can be divided into support
set and query set. Specifically, N classes are randomly selected from the meta-
training dataset or the meta-testing dataset, and K samples are selected from
each class without replacement. A total of N ×K samples constitute the support
set. Then select Q samples from each class (N classes in the support set) to form
the query set. It is worth noting that although the support set and query set
share categories, the samples do not coincide.

In meta-training phase, the algorithm parameter ω is specified in advance,
and ω is usually referred to as cross-task knowledge or meta-knowledge [10].
The dataset is denoted as D and assuming that meta-training has M tasks,

Dtrain =
{(

Dsupport
train ,Dquery

train

)(i)}M

i=1
.

Meta-training can be formalized as bi-level optimization:

ω∗ = argmin
ω

M∑
i=1

Lmeta
(
θ∗(i)(w),Dquery(i)

train

)
(1)

s.t. θ∗(i)(w) = argmin
θ

Ltask
(
θ, ω,Dsupport(i)

train

)
(2)

where Lmeta and Ltask refer to outer loop loss function and inner loop loss
function (e.g. cross-entropy for classification problems), respectively. Here, ω
can also refer to the initialization parameter of the few-shot learning model.
Parameter ω does not change during each task training.
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Fig. 1. Task in Meta-Learning

In the meta-testing phase, suppose that there are J tasks, then Dtest ={(
Dsupport

test ,Dquery
test

)(i)}J

i=1
We first train on the support set, i.e., fine-tune ω∗.

Meta-testing for new task j can be formalized as:

θ∗ = argmin
θ

Ltask
(
θ, ω∗,Dsupport(j)

test

)
(3)

Finally, we use the parameter θ∗ after fine-tuning to make predictions on
Dquery(j)

test .

3.2 Meta-HFMD Framework

The overall framework of the proposed Meta-HFMD is shown in Fig. 2, which
contains two parts: the data preprocessing step and the malware detection step.

The first step is data preprocessing. The first 784 bytes of each flow are
converted into flow-level grayscale images of 1 × 28× 28. The first six packets of
each flow are considered, the first 100 bytes of each packet are converted into
grayscale images of 1 × 10× 10, that is, six grayscale images of 1× 10× 10 (see
Sect. 3.2 for details). This paper proposes a hierarchical features fusion technique
(see Sect. 3.2 for details). Hierarchical CNNs are used to extract the local spatial
features from packet-level images and the overall spatial features from flow-level
images, respectively. After concatenation, the flow-packet-level features are input
to the fully connected layers for malware detection.

The second step is malware detection based on meta-learning. We use MAML
as meta-learning model (see Sect. 3.2 for details), meta-training trains a model
fθ with strong generalization. After several fine-tuning on the support set of the
meta-testing task, the classification model fθ∗ for this new task can be obtained,
then the malware detection in the query set is finished.
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Fig. 2. Overall Framework of Meta-HFMD

Data Preprocessing
Flow and session are the basic units that are often used to segment traffic data in
the field of traffic classification. Flow is defined as a set of packets with the same
5-tuple (source IP, source port, destination IP, destination port, transport proto-
col). Session consists of a bidirectional flow between two communication objects,
which contains more interactive information compared to a single-directional
flow. In this paper, the session is chosen as the traffic splitting unit. Because
session is a bidirectional flow, the “session-level” is also called “flow-level”.

Essentially, the network traffic processed in a computer can be regarded as a
time series, and accordingly, this series can be overlaid in the space and time and
visualized as an image. An advantage of visual representation is that it can be
used to efficiently observe the overall situation corresponding to network traffic
[31].

Data preprocessing is divided into the following three steps.

(1) Flow dividing. The “bidirectional flow” (hereinafter referred to as “flow”) is
used as the traffic division unit. Because session is a bidirectional flow, the
5-tuple (source IP, source port) and (destination IP, destination port) are
interchangeable when dividing flows. Unlike other similar malicious detection
works, only flows with at least six packets are retained and flows with less
than six packets are discarded in this paper. When a flow contains more
than 6 packets, only the first 6 packets are retained.

(2) Traffic cleaning. First, traffic anonymization is performed, which means that
MAC and IP addresses are randomized. In LAN (Local Area Network), there
is a strong correlation between MAC/IP address and label, if it is used for
training, the accuracy will be very high in LAN, but it is not feasible in WAN
(Wide Area Network). Second, removing duplicated files is carried out, that
is, remove PCAP files with the same content to avoid training bias [4].

(3) Traffic images generating. The first 784 bytes of flow (less than 784 bytes are
filled with 0x00 to 784 bytes) are extracted firstly to form a 1× 28× 28 flow-
level grayscale image, and each byte of the original data represents a pixel.
Second, the first 100 bytes of the first 6 packets in one flow (less than 100
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bytes are filled with 0x00 to 100 bytes) are used to form 1 × 10× 10 packet-
level grayscale images, respectively, i.e., there are six 1× 10× 10 packet-level
grayscale images per flow.

Hierarchical Feature Fusion
Network traffic has a clear hierarchical structure, i.e., byte-packet-flow. Multiple
traffic bytes are combined to form a network packet, and multiple network pack-
ets communicated between two sides are further combined to form a network
flow [28].

URLNet [11] receives URL strings as input and extracts Character-level and
Word-level features using Character-level CNNs and Word-level CNNs, respec-
tively. Both Character-level and Word-level CNNs are optimized to learn the
URLNet prediction model. HAST-IDS [28] is an intrusion detection model using
spatial-temporal features of flows. The hyper-parameter experiment of HAST-
IDS shows the best performance is achieved when (i) the first 784 bytes of each
flow are selected, (ii) the first 6 packets are selected per flow, (iii) the first 100
bytes of each packet are selected.

Inspired by the aforementioned two works, a novel hierarchical features fusion
technique is designed in this paper, as shown in Fig. 3. Hierarchical CNNs are
used to learn the hierarchical spatial features from the packet-level and flow-level
images. For a flow, a grayscale image of 1× 28× 28 is obtained from the data pre-
processing phase, flow-level CNNs (5 × 5 Conv2d, 8 filters→ReLU→ Batch Nor-
malization→2 × 2 MaxPool2d→5 × 5 Conv2d, 16 filters→ReLU→ Batch Nor-
malization→2 × 2 MaxPool2d) are used to extract the overall spatial features
from the flow-level image, namely flow-level features. For each packet in this flow,
we use packet-level CNNs (3 × 3 Conv2d, 5 filters→ReLU→Batch Normaliza-
tion→2 × 2 MaxPool2d) to extract the local spatial features from 1 × 10× 10
images, resulting in six packet-level features after this step. Six packet-level fea-
tures and one flow-level features are concatenated to obtain flow-packet-level
fussion features, namely hierarchical features.

Training Strategy
The training strategy of Meta-HFMD is shown in Algorithm 1.

In meta-training, the model parameters θ are first randomly initialized. We
sample a set of tasks T from meta-training set Dtrain. For each task Ti in T , we
perform base learner optimization, which uses an inner loop (shown in line 5 of
Algorithm 1) to obtain optimal parameters θi

′
for Ti. It is crucial to note that

inner loop does not change the model parameters θ. After the inner loops of all
tasks, the outer loop in line 7 of Algorithm 1 is carried out to update the model
parameters θ.

In meta-testing, we sample a task Ttest that never seen before from Dtest.
Then, we fine-tune parameters on support set with gradient updates in just a few
steps. After that, the optimal parameters θ∗ for Ttest are obtained. Finally, the
fine-tuned model fθ∗ is used to evaluate the performance of malware detection
on query set.
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Algorithm 1. Meta-HFMD
Input:

Dtrain, Dtest: meta-training dataset, meta-testing dataset
α, β: meta learning rate, inner learning rate
fθ: hierarchical features fusion malware detection model with parameter θ

1: Meta-training:
2: Randomly initialize θ
3: Sample batch of meta-training tasks T ∼ P(Dtrain)
4: for Ti ∈ T do
5: Base learner optimization:

Obtain the optimal parameters θi
′

for task Ti:

θi
′
= θ − β∇θLT support

i
(fθ)

where T support
i indicates support set of Ti

6: end for
7: Update θ ← θ − α∇θ

∑
Ti

LT query
i

(fθi
′ )

8: Meta-testing:
9: Sample a meta-testing task Ttest ∈ Dtest

10: Obtain the optimal parameters θ∗ for task Ttest:

θ∗ = θ − β∇θLT support
test

(fθ)

11: Evaluate the model on T query
test using fθ∗

Output: Evaluation indicators in meta-testing stage

4 Experiment

4.1 Dataset

In this section, we describe the datasets used in our experiments. Windows
PE files are the dataset used by literature [5,34,35], these methods belong to
static malware detection. In contrast, dynamic malware detection is typically
performed by executing malware in a controlled environment, which is more
representative of malware behavior. We used a total of three traffic datasets:
CICAndMal2017 [14], MCFP [22] as the malware dataset source, and BEN-1 [2]
as the benign software dataset source. These three traffic datasets used in this
paper are PCAP files captured in real-world environments with malicious/benign
software dynamic running. The overview of CICAndMal2017, MCFP and BEN-1
dataset is shown in Table 1.

CICAndMal2017 is an Android malware dataset published by the University
of New Brunswick. Malware samples in the CICAndMal2017 dataset are divided
into four categories: Adware, Ransomware, Scareware, and SMS Malware. There
are several malware families within each category. For example, Ransomware
includes: Charger, Koler, etc. There are 42 malware families in CICAndMal2017.
MCFP (Malware Capture Facility Project) is a sister project of the Stratosphere
IPS Project. MCFP dataset has many malware families, Refer to [4], from which
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Table 1. Overview of CICAndMal2017, MCFP and BEN-1 Datasets

Category Dataset Number of Classes Number of Samples

Malicious CICAndMal2017 42 470376
MCFP 36 881761

Benign BEN-1 20 13576

we select 36 malware families, such as Andrometa, Barys, Zeus, etc. As the source
of the benign software dataset, BEN-1 has 20 benign software families such as
baidu, taobao, amazon, etc. See Table 2 for details of the three datasets.

Table 2. Details of CICAndMal2017, MCFP and BEN-1 Datasets

Category Dataset Software Name

Malicious CICandMal2017 Youmi Koler Jisut RansomBO Dowgin FakeJobOffer FakeTaoBao Biige PornDroid WannaLocker
Pletor koodous Simplocker AVpass fakenotify jifake Mobidash Gooligan Charger AVforandroid
Beanbot Svpeng fakeinst Feiwo fakemart AndroidSpy.277 FakeAV Nandrobox FakeApp zsone
Penetho mazarbot LockerPin Selfmite FakeApp.AL VirusShield plankton AndroidDefender Shuanet Ewind
Kemoge smssniffer

MCFP Andrometa Artemis BAB0 Barys Bundled Bunitu Cerber Cobalt CoreBot Downware
Dridex Emotet Geodo Htbot Kazy Kelihos Magic Hound Locky MediaGet Miuref
Ncurse Relmage OpenCandy PUA Razy Ammyy Shifu Stlrat TrickBot Trickster
Trojan Ursnif WannyCray Worm Yakes Zeus

Benign BEN-1 amazon baidu bing douban facebook google imdb instagram iqiyi jd
neteasemusic qqmail reddit taobao ted tieba twitter weibo youku youtube

4.2 Implementation Details

All experiments in this paper were run on the server, the hardware and software
information are listed as follows: Operating System: Ubuntu 20.04.4 LTS, CPU:
i7-c8700k@3.70 GHz, Memory: 46 GB, GPU: 2×NVIDIA GeForce RTX 3090.
Hyper-parameter settings are shown in Table 3. meta_learning_rate means the
learning rate of the outer loop in MAML, namely α in Algorithm 1 line 7.
inner_learning_rate means the learning rate of inner loop in MAML, namely β
in Algorithm 1 line 5 and line 10. meta_batch_size means the number of tasks
in a batch, can also be interpreted as the number of inner loops in a batch.
adaptation_steps specifies how many steps of gradient descent/gradient update
are required in an inner loop. query_shots means the number of samples of each
class in query set. num_test_task means the number of tasks in meta-testing.
And we use Adam as optimizer of our frame.

As for the neural network part, we design flow-level and packet-level CNNs
to extract the spatial features at the corresponding levels, and then concate-
nate the flow-level and packet-level features. This is called hierarchical features
fusion technique, also called flow-packet-level features extraction technique. The
structure of convolutional layers is shown in Fig. 3. Specifically, the parameters
of flow-level CNNs are listed below: 5×5 Conv2d, 8 filters→ReLU→Batch Nor-
malization→2×2 MaxPool2d→5×5 Conv2d, 16 filters→ReLU→Batch Normal-
ization→2×2 MaxPool2d. The parameters of packet-level CNNs are listed below:
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Table 3. Hyper-parameter Settings

Hyper-parameter Value/Name

meta_learning_rate 0.001
inner_learning_rate 0.05
meta_batch_size 32
adaptation_steps 1
query_shots 10
num_test_task 1000
optimizer Adam

3×3 Conv2d, 5 filters→ReLU→Batch Normalization→2×2 MaxPool2d. Finally,
we input flow-packet-level features to the fully connected layer for classification.
There are three hidden layers in the fully connected layer with the number of
units 256, 128, 64 respectively.

...

packet-level 
image 1

packet-level 
image 2

flow-level
image

...
...

...

...

ReLU Batch 
Normalization

ReLU Batch 
Normalization

3*3 conv2d
5 filters

2*2 
maxpool2d

3*3 conv2d
5 filters

2*2 
maxpool2d

packet-level 
image 6

...

ReLU Batch 
Normalization

3*3 conv2d
5 filters

2*2 
maxpool2d
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Normalization

ReLU Batch 
Normalization

5*5 conv2d
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2*2 
maxpool2d

5*5 conv2d
16 filters 2*2 

maxpool2d

Fig. 3. Architecture of Hierarchical Features Fusion

4.3 Results and Discussions

Baseline Models
To validate the superiority of the proposed Meta-HFMD on the few-shot malware
detection task, we select the following baseline methods to compare with Meta-
HFMD.

XGBoost [21]: Using XGBoost algorithm to detect malicious traffic.
RF [7]: Using RandomForest algorithm to detect malicious traffic.
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CNN [29]: A conventional CNN is used to detect the traffic data.
CNN+LSTM [28]: CNN and LSTM are used to extract the spatial-

temporal features of traffic, so as to perform malicious traffic detection.
ProtoNet [4]: The session-based grayscale image is extracted and detected

using prototypical network.
SiameseNet [30]: Siamese network is used for few-shot malware detection.

Malware Detection Experiment
Distinguishing malware and benign software from traffic is an important appli-
cation in the field of cyber security. We randomly select 10 benign software
labels from BEN-1, put all their corresponding data into the training set, and
put the data corresponding to the remaining 10 benign software labels into the
testing set. For the CICAndMal2017 dataset, we randomly sample 32 malware
tags, place their corresponding data in the training set, and place the data cor-
responding to the remaining 10 tags in the testing set. For the MCFP dataset,
we randomly sample 26 malware tags, put their corresponding data into the
training set, and put the data corresponding to the remaining 10 tags into the
testing set. In other words, it guarantees that the labels corresponding to the
data in the meta-test phase are never seen by the meta-training. We draw several
samples from the training set to form a task in the form of N -way K -shot, 5
and 10 for N, 1 and 5 for K in this experiment. The remaining parameters are
given in Table 3.

To determine the value of parameter adaptation_steps, we conducted 5-way
1-shot and 5-way 5-shot experiments on MCFP and CICAndMal2017 datasets,
respectively. As shown in Fig. 4, the horizontal axis represents the number of
fine-tuning on support set, and the vertical axis represents the value of loss. In
this paper, “CrossEntropyLoss” is selected as the loss function. As can be seen
in Fig. 4, when the adaptation step is 0, that is, without any fine-tuning, the
loss value on the testing set is very large, and the detection effect is not good.
After one adaptation step, the loss on the test set immediately decreases and the
detection performance improves significantly. When the adaptation step is larger
than one, although the loss is also decreasing, the overall change is not large.
Considering the time efficiency of the model, adaptation_steps in this paper is
set to 1.

The experimental results on CICAndMal2017 and MCFP datasets are shown
in Table 4 and Table 5. A discussion of the experimental results is given below.

(1) The proposed Meta-HFMD performs significantly better than other mod-
els on malware detection task. In CICAndMal2017 dataset, the accuracy of 5-way
1-shot, 5-way 5-shot, 10-way 1-shot and 10-way 5-shot can reach 95.59%, 98.26%,
94.62% and 94.83%, respectively. F1 score can reach 95.04%, 95.55%, 94.22%,
94.26%, respectively. In MCFP dataset, the accuracy of 5-way 1-shot, 5-way 5-
shot, 10-way 1-shot and 10-way 5-shot can reach 96.64%, 99.23%, 94.39% and
95.25%, respectively. F1 score can reach 95.88%, 96.59%, 92.20% and 94.12%,
respectively. It is worth noting that the proposed model in this paper can also
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Table 4. Results(%) of Benign and Malicious Software Detection Experiment Con-
ducted on CICAndMal2017 (Ac Means Accuracy and F1 Means F1 Score)

Models 5-way 10-way
1-shot 5-shot 1-shot 5-shot
Ac F1 Ac F1 Ac F1 Ac F1

ML-based XGBoost [21] 49.24 45.73 54.23 49.29 44.20 50.02 48.29 51.24
RF [7] 52.09 49.23 53.87 48.37 45.34 47.69 47.98 50.03

DL-based CNN [29] 57.32 45.82 63.82 46.67 52.24 31.93 55.49 39.75
CNN+LSTM [28] 60.24 59.89 65.28 49.42 55.90 49.32 57.25 42.71

FSL-based ProtoNet [4] 90.83 89.15 92.06 90.44 86.24 85.16 89.24 88.37
SiameseNet [30] 91.15 91.61 92.93 92.24 85.19 84.52 87.24 90.08
Meta-HFMD 95.59 95.04 98.26 95.55 94.62 94.22 94.83 94.26

achieve high accuracy and F1 score when shot is set to 1, which means that Meta-
HFMD can also be competent for malware detection when data is extremely
scarce without training on a large amount of data.

Table 5. Results(%) of Benign and Malicious Software Detection Experiment Con-
ducted on MCFP (Ac Means Accuracy and F1 Means F1 Score)

Models 5-way 10-way
1-shot 5-shot 1-shot 5-shot
Ac F1 Ac F1 Ac F1 Ac F1

ML-based XGBoost [21] 50.02 52.09 55.94 49.12 39.48 42.59 39.46 44.04
RF [7] 49.21 48.58 57.10 50.53 40.90 41.25 42.81 48.49

DL-based CNN [29] 68.41 59.43 69.42 60.98 60.84 49.29 65.23 55.57
CNN+LSTM [28] 69.94 60.24 72.49 64.42 59.47 48.84 66.39 52.33

FSL-based ProtoNet [4] 90.04 89.25 91.66 90.26 83.80 84.07 88.91 88.94
SiameseNet [30] 89.20 85.90 90.93 89.78 85.38 79.72 87.96 88.98
Meta-HFMD 96.64 95.88 99.23 96.59 94.39 92.20 95.25 94.12

(2) The whole experiment can be divided into 3 series: (i) Machine Learning-
based (ML-based) models consisting of XGBoost and RF. (ii) Deep Learning-
based (DL-based) models consisting of CNN and CNN+LSTM. (iii) Few-Shot
Learning-based (FSL-based) models consisting of ProtoNet, SiameseNet and
Meta-HFMD. It can be observed that FSL-based models perform significantly
better than ML-based and DL-based models as a whole. When the sample size is
small, DL-based models cause severe overfitting due to insufficient data, that is,
they have high accuracy on the training set but low accuracy on the testing set.
The ML-based model proceeds as follows. First, the statistical features of traffic
are extracted and input to the machine learning classification algorithm after
preprocessing. Because the categories of benign software and malware (0 and
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1) come from many different software families, it is difficult to learn the char-
acteristics of their respective categories, especially the value of “way” is large
and the “shot” is small. In addition, the software families in the testing set have
never been seen in the training set, and thus, it is very difficult for traditional
ML-based and DL-based models to learn their features. Meta-HFMD can obtain
a model with generalization after meta-training phase, and can perform well on
new tasks with only a few steps of fine-tuning.

Fig. 4. Impact of Adaptation Steps on Meta-HFMD

Cross-Platform Experiment
In addition, the cross-platform experiments have also been conducted in this
paper. N is set to 5, and K is set to 1 and 5. (i) Train on CICAndMal2017, test
on MCFP. (ii) Train on MCFP, test on CICAndMal2017. Section 4.3 shows that
ML-based and DL-based models do not perform well on a single dataset, so it is
meaningless to conduct cross-platform experiments. Therefore, only FSL-based
models are used for the cross-platform experiment. The experimental results are
shown in Table 6.

Experimental results show that although the accuracy and F1 score of Meta-
HFMD in cross-platform experiment are lower than those of single dataset, they
still reach more than 90%, which is significantly higher than the other two FSL-
based models. Since CICAndMal2017 collected Android mobile software traffic
and MCFP collected traditional Internet software traffic, it can be concluded
unambiguously that Meta-HFMD also performs well in cross-platform few-shot
malware detection.
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Table 6. Results(%) of Cross-Platform Experiment (Ac Means Accuracy and F1 Means
F1 Score, Tr Means Training Dataset, Te Means Testing Dataset)

Models Tr:CICAndMal2017 Te:MCFP Tr:MCFP Te:CICAndMal2017
5-way 5-way
1-shot 5-shot 1-shot 5-shot
Ac F1 Ac F1 Ac F1 Ac F1

ProtoNet [4] 84.50 83.74 86.59 88.38 82.10 80.24 85.97 85.03
SiameseNet [30] 82.40 80.71 85.91 83.78 80.77 79.26 82.69 81.34
Meta-HFMD 91.23 90.85 94.43 91.51 90.06 91.87 93.19 92.25

5 Conclusion

In this paper, we propose a meta-learning based framework with hierarchical fea-
ture fusion for few-shot malware detection. In the framework of Meta-HFMD,
MAML is selected as the meta-learning method, which updates the model param-
eters specific to task in the inner loop and updates the model parameters with
generalization in the outer loop. Malware detection experiments are conducted
on two datasets, respectively. Experiments show that the accuracy and F1 score
of CICAndMal2017 dataset are 98.26% and 95.55% respectively, and the accu-
racy and F1 score of MCFP dataset are 99.23% and 96.59% respectively when
5-way 5-shot is set, it is significantly higher than other malware detection mod-
els. The 10-way experiment also achieves better results than the other models.
Notably, in the 5-way 1-shot, where only one sample per class is used for train-
ing and the testing set contains previously unseen classes, the accuracy and F1
score on both datasets can reach more than 94%, meaning that in the extreme
lack of labeled data for malware variants, Meta-HFMD also performs well in
malware detection. Cross-platform experiments show that the model trained by
Meta-HFMD is transferable even for two different Internet platforms. In the
future work, we will try to design more deep learning models to be embed-
ded in MAML, and improve existing meta-learning methods to implement the
multi-class classification of malware to complete fine-grained few-shot malware
detection.
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Abstract. A growing number of smart devices collect data and store
it in the cloud for clustering services. K-means outsourcing cloud ser-
vices not only brings benefits, but also brings privacy issues for sensitive
data and clustering models. At the same time, entrusting computing
to the cloud for processing can bring computational bandwidth issues.
In order to achieve secure and efficient data collection and application,
we propose a new system employing a Privacy-Preserving Cloud-Edge
Collaborative K-Means Clustering Model (PPCCKCM) based on multi-
Key fully homomorphic encryption (multi-key FHE) in IoT. Firstly, we
first propose a cloud-edge collaborative training scheme, in which the
edge node shares the computing task of the cloud and securely trains
the K-Means model in the interaction between the two parties. We fur-
ther design secure protocols to support multi-key FHE of multi-smart
devices, complete the basic operation of K-Means operation, and satisfy
the semi-honest security model in cloud computing outsourcing. Finally,
the model is analyzed and evaluated, and the results show that PPC-
CKCM can protect data and model privacy, and share 41.91%–42.75%
communication and 47.52%–53.01% computation overhead.

Keywords: Multi-key FHE · Cloud-edge · Privacy-Preserving
Computing · Data Privacy

1 Introduction

Internet of Things (IoT) brings greatly benefits for smart city to a variety of
fields (e.g., smart transportation systems [1], 5G [2], and virtual reality [3]). Its
rapid development has brought more convenient, efficient and personalized ser-
vices to urban residents, and improved the quality of life and competitiveness of
cities. However, the amount of data generated by the IoT has increased dramat-
ically [4], placing higher demands on computing and storage resources. Storing
and processing mass data only by cloud servers will bring serious bandwidth and
power consumption problems [5,6]. By using edge nodes, a portion of comput-
ing tasks can be moved from the central data center to edge nodes to reduce
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
H. Yang and R. Lu (Eds.): FCS 2023, CCIS 1992, pp. 655–669, 2024.
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latency, save bandwidth, and improve data privacy [7,8]. Edge nodes are usually
used to support some special application scenarios, such as smart city and IoT
applications.

In smart city, machine learning is used to analyze complex data and industrial
predictions by IoT. Due to its simplicity and easy implementation, K-Means
has become one of the most common machine learning models, and has been
widely used in the fields of image segmentation, social network analysis, medical
diagnosis and risk assessment [9]. In brief, clustering algorithm can obtain useful
knowledge from a large amount of data and find out the potential relationship
between data. When sufficient training data is collected, the model can better
learn the relationships and rules between data, so as to improve its generalization
ability and accuracy [10].

Outsourced K-Means services can be trained by uploading data to the cloud
for remote machine learning service providers. These service providers often
have powerful computing and storage resources and can provide specialized algo-
rithms, model optimization, and parameter tuning services to better train high-
quality models. When using outsourced machine learning services, users need to
pay attention to data security and privacy protection to avoid the disclosure of
sensitive data [11]. Moreover, data in the edge can easily be stolen and tampered
with, resulting in loss and damage to the industrial system. It is therefore nec-
essary to improve security during data processing and introduce an encryption
mechanism. However, due to resource constraints, this means that the data col-
lection framework must not only maintain security and privacy, but also ensure
low energy consumption.

In outsourced machine learning, homomorphic encryption (HE) can be used
to protect data privacy while also allowing calculations and analysis without
exposing the original data [12,13]. For example, data can be encrypted and
uploaded to the cloud, and the cloud provider can encrypt and calculate the
data, and then return the result to the user. In this way, requirements such as
data sharing and outsourcing computing can be realized.

The main advantage of homomorphic encryption is that calculations can
be performed without exposing the original data, thus protecting the privacy
and security of the data. However, homomorphic encryption technology also has
two problems. First of all, HE assigns computing tasks to cloud services, and
users need to participate in the computing process. In the outsourcing machine
learning method proposed by Kim [14], most technologies of computing and
data processing require the use of cloud computing resources for processing and
analysis, resulting in the burden of cloud servers. In Mandal [15], users need
to participate in the calculation process, such as data encryption, decryption,
calculation and other operations, which need to use local computing resources
for processing. Second, existing schemes [16,17] use the same public key for
encryption, which leads to the risk of data leakage. In HE, it is not secure to
encrypt data using the same public key.

To trains the K-Means model of multi-smart devices, we further propose a
Privacy-Preserving Cloud-Edge Collaborative K-Means Clustering Model (PPC-
CKCM) based on multi-key FHE for training and clustering in IoT. In our
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scheme, the smart devices generate different keys, and the trained K-Means
model is encrypted and outsourced to edge nodes and industrial clouds. Our
contributions are as follows:

– Firstly, we design a privacy-preserving cloud-edge collaborative K-Means clus-
tering model based to expand the data volume of the IoT. Compared to single
cloud server computing, by assigning data and computing tasks to different
computing nodes, larger scale data and models can be processed simultane-
ously, improving the accuracy and efficiency of clustering models.

– Second, we designed three secure communication protocols based on multi-
key FHE, Selection, Comparison and getMin. Aboved three protocols, we
further completed the clustering process based on multi-key FHE. It also
provides a security analysis to protect data and models, and prevent collusion
between IoT devices.

– Finally, we conduct an evaluation with our scheme and Privacy-Preserving K-
Means Clustering Model (PPKCM), showing our scheme securely trains the
K-Means clustering model under multiple party, while sharing 41.91%–42.75%
communication and 47.52%–53.01% computation overhead of the cloud.

2 Related Work

2.1 Privacy-Preserving K-Means Problems

There has been a lot of work on privacy-preserving K-Means problem. Baby et al.
[14] used the code-based threshold encryption sharing scheme as a privacy pro-
tection mechanism, and processed it separately on different servers. Compared
with the existing protocol, the number of iterations was less and the comput-
ing burden was reduced. Qian et al. [15] encrypt the sensitive data of users to
prevent the privacy leakage of external analysts and clustering service providers,
and fully support the selection clustering function of online user behavior analy-
sis, while ensuring the differential privacy. Keith et al. [18] designed a ciphertext
aggregation model for high-dimensional data. The server calculates ciphertext
data vectors held by large users from mobile devices to evaluate the efficiency
of the model, and the server has low communication overhead. Qiu et al. [19]
solved addition and multiplication operations in ciphertext aggregation, designed
three-party communication protocols, used differential privacy to process sensi-
tive data, and supported selective aggregation function of online user behavior
analysis.

2.2 Privacy-Preserving Edge-Cloud for IoT Problems

Several prior works have proposed the use of edge computing to aid the train-
ing of the industrial clouds. An edge node is composed of network devices that
can be deployed anywhere over a network connection. Edge nodes have cer-
tain computing, storage and autonomous capabilities that can reduce the data
processing load on resource-constrained IoT equipments. Previous studies were



658 C. Wang et al.

based on the semi-honest model [9], in which the computing participant would
calculate according to the requirements of the computing protocol during the
calculation process, but might try to obtain the calculation result by analyzing
the information flow in the protocol process, rather than directly tampering with
the information in the protocol process. In [20], solution was designed a privacy
protection edge intelligent data aggregation solution was designed to ensure data
confidentiality, integrity, and real-timeness. In [21], they propose a secure and
smart communication solution for pervasive edge computing in infrastructure
that supports IIoT. In the proposed scheme, the IIoT device detects adversary’s
counterfeit identity and shares it with the edge server to prevent the upstream
transmission of its malicious data. In [22], they propose a device-oriented anony-
mous privacy protection scheme with identity verification for data aggregation
applications in a fog-enhanced IoT system.

2.3 Multi-key Outsourcing Problems

Users cannot fully trust industrial clouds run by third parties, meaning that con-
ducting privacy-preserving machine learning for cloud data from different data
providers becomes a challenge. The work [23] accordingly proposed a new scheme
that use the different public keys with double decryption algorithm to encrypt
data sets of different providers. The work [10] proposed a distributed deep learn-
ing scheme, which implements transform keys servers by using homomorphic
re-encryption in asynchronous stochastic gradient descent, which is applied to
deep learning to prevent collusion between learning participants and servers. The
work [24] and [25] proposed a multi-key outsourcing scheme in cloud comput-
ing, which combined double decryption algorithm with an MK-FHE scheme to
solve the problem of collaborative deep learning over ciphertext with different
public keyskeys. More specifically, [24] implements a deep learning scheme, while
[25] implements a k-means clustering scheme. However, the cost of computation
and communication is high, which complicates the implementation of an FHE
scheme in an actual machine learning.

3 System and Security Model

3.1 System Model

Our system consists of four entities in total: smart device (SD), edge node
(EN), industrial cloud (IC) and user (U), is shown in Fig. 1. Smart devices
(such as sensors, mobile phones and vehicles) collect a large number of user
(such as residents) data, use edge and cloud computing to train models (such
as automatic management of industrial plants, intelligent traffic control and
medical care), and provide clustering services. Clustering is mainly divided into
two processes: cluster allocation and cluster center movement: First, calculate the
euclidean distance between the encrypted sample point and the cluster center,
find the minimum value and complete the cluster allocation process according
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to the minimum value; Then the new cluster center is recalculated to complete
the cluster center moving process. The above process is analyzed to extract
the basic operation, and the secure communication protocol corresponding to
the basic operation is designed. The IC side and the EN interact through the
communication protocol. The clustering process is mainly carried out in the
EN , and the IC assists the calculation, which reduces the calculation pressure
of the IC. The trained model contains sensitive information and knowledge
from the training data, so it should not be accessible or usable by unauthorized
entities. These entities may try to use the information for malicious activities
or gain commercial benefits, which may lead to serious consequences, including
disclosure of personal privacy and infringement of intellectual property rights.
Similar multi-server architecture has been studied and applied [8,9].

Fig. 1. The PPCCKCM architecture.

A Privacy-Preserving Cloud-Edge Collaborative K-Means Clustering Model
(PPCCKCM) based on Multi-Key FHE can be described by the following tuples
{SD,EN, IC, Selection,Comparison, getMin}.

– Selection: Secure selection protocol, inputs encrypted data [[x]] and [[y]] to
obtain the selection result of encrypted data [[x ⊕ y]];

– Comparison: Secure comparison protocol, which uses encrypted data [[x]]
and [[y]] as input, and calls Selection to obtain the encrypted comparison
result [[z]];

– getMin: Secure get minimum protocol takes the Comparison result [[z]] as
input, and uses getMin to calculate the minimum;
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3.2 Security Model

All participants in PPCCKCM are assumed to be semi-honest, which means
that all participants are threatened by a semi-honest attack, that is, an attacker
may eavesdrop and view messages, but cannot modify or forge them. Consider
an adversary who wants to obtain user data, and give the following security
definitions:

Definition 1. PPCCKCM guarantees input privacy through multi-key FHE,
unless adversaries attack SD and IC. In multi-key FHE, SD encrypts each
data under different keys, providing confidentiality.

Definition 2. If the adversary attacks the SD and the decryption key is leaked,
PPCCKCM can ensure that only the key and data of the single user are leaked,
and the key and data of other users are not known.

Definition 3. If the adversary attacks the IC, the model cannot be known,
which ensures the privacy of the model.

4 Our Proposed Design

4.1 Overview

Our design comprises two phases: initialization phase and secure model training
phase.

In the initialization phase, SD and IC are required to use the parameters
pp based on multi-key FHE to generate different public key, private key and the
evaluation key. After encrypting each data, upload the encrypted data, public
key and pp to EN . SD does not participate in the clustering process.

The secure model training phase is jointly completed by IC and EN . First,
IC and EN conduct K-means clustering training on ciphertext to obtain local
clustering centers, namely local models. Each EN uploads the local cluster center
to the IC, and the IC aggregates the local cluster center to get the global cluster
center, that is, the global model, and returns it to each EN . Each EN repeats
the encrypted clustering process until the goal is completed, which the global
model is better.

4.2 Initialization Phase

In the initialization stage, there are three stages: key generation, data upload
and key conversion.

– Key generation: Each smart device independently generates its own key pair
{pkl,i, skl,i} according to the public parameter pp, where L is the maximum
circuit depth. IC generates its own key pair independently, {pkl,IC , skl,IC}.

{pkl,i, skl,i} ← MK.KeyGen(pp, i) (1)
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IC generates an evaluation key {Evkskl.IC
} to refresh the ciphertext.

{Evkskl.IC
} ← MK.SKeyGen(pp, skl,IC , pkl−1,IC) (2)

– Data Upload: Each smart device encrypts their data, and upload encrypted
data, evaluation key {Evkskl.SD

} and pp to edge nodes; Industrial cloud IC
then uploads its evaluation key {Evkskl.IC

} to EN ;
– Key Conversion: In the key conversion sub-algorithm, “fresh” ciphertext [mi]

that can only be decrypted by the private key of each smart device will be
converted to “fresh” ciphertext [[mi]], which can only be decrypted under the
EN private key. Each edge node executes the key conversion sub-algorithm to
generate the evaluation key {Evkskl.EN

} required for the conversion encrypted
data.

{Evkskl.EN } ← MK.SKeyGen(pp, skl,SD, pkl,IC) (3)

EN runs the key exchange sub-algorithm to convert [mi] to [[mi]].

[[mi]] ← MK.SKey(EvkskL.EN , [mi]) (4)

4.3 Secure Model Training Phase

Secure model training phase is primarily engaged in edge node and the industrial
cloud. This training phase includes secure protocol construction phase and secure
clustering process phase.

Secure Protocol Construction Phase. Analyze the operation of logical
regression and extract the basic operations, such as comparison and get the
minimum value. Design corresponding secure communication protocols, includ-
ing secure Selection protocol, secure Comparison protocol and secure getMin
protocol.

Secure Selection protocol, it will complete the selection operation between
the two values, corresponding to the IF-ELSE selection expression, as shown in
Protocol 1.

The secure Comparison protocol compares the value of two encrypted data
by calling the Selection protocol. If t = 1, then a < b; if t = 0, then a ≥ b.
Protocol 2 is shown below.

The getMin protocol is to compare m encrypted data and obtain an ascend-
ing ciphertext sequence. Taking the minimum value adopts the idea of divide
and conquer, and the whole iterative process is equivalent to a binary tree. m
represents the length of the array, �logm2 � represents the depth of the tree, and
the number of comparisons is num/2.
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Protocol 1 Selection protocol over encrypted data
Input EN : [[a]], [[b]], [[c]];
Input IC: private key skl−1,IC ;
Output EN : result [[res]]
1: EN :
2: r

R←− ZN

3: [[a′]] ← [[a]] ⊕ [[r]]
4: send [[a′]] to IC
5: IC:
6: a′ ← MK.Dec([[a′]], skl−1,IC)
7: send a′ to EN
8: EN :
9: if r = 0 then

10: [[a]] ← a′

11: else
12: [[a]] ← r

⊙
a′

13: end if
14: [[res]] ← ([[a]] · [[b]] ⊕ [[c]])) ⊕ [[c]]
15: EN output [[res]]

Secure Clustering Process Phase. Secure clustering process mainly includes
two parts: cluster class assignment and cluster center movement. After analyzing
the calculation process, it is found that MKFHE has three problems in the
application process, namely, the distance measurement problem, the minimum
problem for finding the minimum distance centroid, and the division problem
for calculating the average value of data points.

IC provides two parameters, the number of clusters K and the number of
iterations T , to control the end of the clustering process. These two parameters
are not encrypted.

The clustering process of PPCCKCM is as follows:

5 System Analysis

This section analyzes the security of the communication protocol and PPC-
CKCM under the semi-honest model. Both EN and IC are semi-honest par-
ticipants. They faithfully follow the implementation of the protocol and allow
inference from the data obtained during the implementation of the protocol. Its
input data is private data and can only be known by individuals.

In Selection protocol, the view of EN is VEN = ([[a]], [[b]], [[c], pk; r,
[[a′]], [[res]]). Because MKFHE is semantically safe, Party EN cannot extract
clear text from it, thus ensuring data privacy. EN encrypts the random number
r. In order to add noise, the processed data [[a′]] is sent to IC and decrypted by
IC. Then send it to EN to remove the noise and get the true value. The view
of IC, because r is a number evenly and randomly selected from it, represents
the information space of MKFHE. Unless brute force cracking is used, IC finds
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Protocol 2 Comparison protocol over encrypted data
Input EN : [[a]]=[[an]], [[an−1]]...[[a0]], [[b]]=[[bn]], [[bn−1]]...[[b0]], the number n of

bits;
Input IC: private key skl−1,IC ;
Output EN : comparison result [[t]]
1: for i ∈ {0, . . . , n} do
2: EN :
3: [[p]] ← 0, [[e]] ← 0
4: if r = 0 then
5: [[p]] ← [[ai]] ⊕ [[bi]] ⊕ 1
6: end if
7: EN ,IC:
8: [[e]]= Selection([[p]], [[e]], [[bi]])
9: end for

10: EN :
11: [[res1]] ← ([[an]] ⊗ (([[bn]] ⊕ 1))
12: [[res2]] ← (([[an]] ⊕ [[bn ⊕ 1]] ⊗ [[e]])
13: [[res]] ← [[res1]] ⊕ [[res2]]

14: r
R←− ZN

15: [[res′]] ← [[res]] ⊕ [[r]]
16: send [[res′]] to IC
17: IC:
18: res′ ← MK.Dec([[res′]], skl−1,IC)
19: if res′ = 0 then
20: [[c]] ← 1
21: else
22: [[c]] ← 0
23: end if
24: send [[c]] to EN
25: EN :
26: [[t]] ← [[r]] � [[c]]
27: EN return [[t]]

it difficult to get real value from the data of decryption data, so as to ensure the
data confidentiality.

In Comparison protocol, the view of the EN is VEN= ([[a]], [[b]], n, r, pk,
[[res]]; [[p]], [[res′]]). Because MKFHE is semantically safe, the EN side cannot
extract the clear text a, b, res, t, res′ from [[a]], [[b]], n, r, [[res]]. The view of the
IC is VIC = ([[res′]], sk; [[e]]), and the private key skl−1,IC of the FHE owned by
the IC side can decrypt to obtain the plaintext res, but the random value r is
randomly obtained from a large number, stored locally, and is the private data of
the EN side, which is random. Unless it is cracked by force, it is difficult to obtain
r, and the violent cracking consumes time and computing resources. Random
values are usually generated by cryptographic techniques such as encryption or
hash functions and are highly random and unpredictable. Even if an attacker
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Protocol 3 getMin protocol over encrypted data
Input EN : [[t0]], . . . , [[tn−1]];
Input IC: private key skl−1,IC ;
Output EN : [[tmin]]
1: EN :
2: for i ∈ {0, . . . , n} do
3: [[ti

′]] ← [[ti]]
4: end for
5: num ← n
6: for 1 ≤ i ≤ �logn2 	 do
7: for 1 ≤ j ≤ 
num/2� do
8: EN, IC:
9: f = EncCompare

(
[[t′2i(j−1)]], [[t

′
2i(j−1)+2i−1 ]]

)

10: r1
R←ZN , r2

R←ZN

11: [[t1]] ← [[t′2i(j−1)]] ⊕ [[r1]]

12: [[t2]] ← [[t′2i(j−1)+2i−1 ]] ⊕ [[r2]]

13: send [[t1]] [[t2]] to IC
14: IC:
15: if f = 1 then
16: refresh [[tmin]] ← [[t1]]
17: else
18: [[tmin]] ← [[t2]]
19: end if
20: send [[tmin]] [[tf ]] to EN
21: EN :
22: [[t′2i(j−1)]] ← [[tmin]] ⊕ ([[f ]] � [[1]]) ⊗ r2 � [[f ]] ⊗ r1

23: [[t′2i(j−1)+2i−1 ]] ← [[0]]
24: end for
25: end for
26: num ← �num/2	
27: return [[tmin]] ← [[t′0]]

can obtain some information about random values and encryption algorithms,
it is difficult to derive the original values from them.

In getMin protocol, the view of the EN is VEN = ([[t]], pk, r, [[A]],
[[min]], [[A′]] [[M ]],[[c]]), where r is a uniformly randomly selected number. IC
and EN first compare the encrypted data [[t]], [[min]] of the EN side by calling
the Comparison protocol of the encrypted data, and EN obtains the compar-
ison result [[M ]]. Because of the security of the Comparison protocol of the
encrypted data, the privacy of the data during the comparison between IC and
EN is guaranteed. Then EN sends the encrypted data [[A′]] after the random
interference to IC, because [[A′]] is the encrypted data with the random inter-
ference value, Therefore, even if the IC can use the MKFHE private key to
decrypt, it is difficult to extract the true value from the plaintext A′, thus ensur-
ing the privacy of the data to be compared in the IC. Due to the semantic
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Protocol 4 Secure clustering process algorithm
Input EN : encrypted training data [[x]];
Input IC: the number of clusters K and the number of iterations T ,private key

skl−1,IC ;
Output IC: Cluster center µk

1: IC:
2: initialization parameters E(A[i][k]) and sent it to EN
3: for i ∈ {0, . . . ,K} do
4: E(µk) = E(xk)
5: for j ∈ {0, . . . , T} do
6: for i ∈ {0, . . . ,m} do
7: for k ∈ {0, . . . ,K} do
8: EN ,IC:
9: E(dis[k]) = ‖xi − µk‖1

10: E(A[i][k]) ← getMin(E(dis), E(A[i][k]))
11: end for
12: end for
13: for k ∈ {0, . . . ,K} do
14: EN :
15: E(µk) ← E(µk)
16: E(µk) ← 0
17: for i ∈ {0, . . . ,m} do
18: E(µk) ← E(µk)+Selection (E(A[i][k]),E(xi),E(µk))
19: end for
20: end for
21: E(µk) ← E(µk)/m
22: send E(µk) to IC
23: IC:

24: compute µ̄k ←
T∑

t=1

mt
m

µk

25: send µ̄k to EN
26: end for
27: end for

security of MKFHE, the EN side cannot extract the value of plaintext A′ from
the ciphertext data.

PPCCKCM constructed based on Selection protocol, Comparison protocol
and getMin protocol is also safe in the semi-honest model.

6 Experiments

6.1 Simulation Settings

All experiments are performed on a Lenovo laptop: Ryzen 9 5900HX with Radeon
Graphics @ 3.30GHz single-threaded with 32 GB memory, compiled with C++
on Ubuntu 18.04.2. This paper uses the same environment to simulate EN
and IC for collaborative K-Means model training. The paper builts Selection,
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Comparison, getMin protocols based on the multi-key FHE proposed by Chen
et al. [26]. We evaluated the performance of the CIFAR-10 dataset [28], which
consists of 15000 samples. Among them, 10000 samples are used for training, and
the rest are used for testing. This section describes the performance of PPCCK-
MeasCM, where the maximum data transfer and computing cost are used for
training evaluation of EN and IC.

6.2 Performance Evaluation

This section evaluates the performance of the edge nodes and industrial cloud
in terms of the maximum data transfer and computing cost.

Edge Nodes. The communication and computation cost of EN in PPCCK-
MeansCM training phase on 0 to 50 devices are shown as Fig. 2. The commu-
nication cost including receive encrypted data, IC and SD security parameters
pp and exchange of local clustering center. Figure 2(a) shows the maximum data
in EN needs to transmit. The computation cost of EN is positively related to
the number of devices in the training phase, with more devices increasing the
communication cost, shown as Fig. 2(b).

Fig. 2. Communication and computation evaluation in edge nodes.

Industrial Cloud. The communication and computation overhead of the PPC-
CKCM in this paper is compared with that of the scheme PPKCM without
edge-assisted, as shown in Fig. 3.

The communication cost of the industrial cloud includes receiving encrypted
local cluster centers and encrypted data in secure protocols. The cost of indus-
trial cloud computing is positively correlated with the number of edge nodes.
As the number of edge nodes increases, so does the computing cost of industrial
cloud. Compared with PPCCKCM, PPKCM is only completed by industrial
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Fig. 3. Communication and computation evaluation between our sheme and PPKCM.

cloud and smart devices. Therefore, EN shares 41.91%–42.75% computational
and 47.52%–53.01% computational overhead. Experiments show that the PPC-
CKCM method can reduce the computational cost of cloud.

Model Performance Evaluation. The silhouette coefficient is used to mea-
sure the clustering effect. Table 1 shows the comparison of the silhouette coef-
ficient of plaintext K-Means and PPCCKCM when T is selected with different
values. When T = 5–15, the silhouette coefficient increases rapidly, which means
that the clustering performance is obviously improved. When T = 15–30, the sil-
houette coefficient has little change. After 15 rounds, no further iterations are
required.

Table 1. Silhouette coefficient comparison of plaintext and PPCCKCM

T = 5 T = 10 T = 15 T =20 T = 25 T = 30

Plaintext 0.704 0.716 0.729 0.724 0.727 0.726
PPCCKCM 0.667 0.681 0.688 0.690 0.692 0.687

According to the data analysis in Table 1, the silhouette coefficient of PPC-
CKCM is 2.9%–5.8% lower than that of the plain-text K-means algorithm, and
the silhouette coefficient of PPCCKCM is above 0.6, which is within the accept-
able range.

7 Conclusion

This paper proposes a PPCCKCM scheme suitable in IoT based on Multi-
Key FHE, which allows multiple smart devices to outsource encrypted data
to industrial clouds and edge nodes to share compute. Firstly, basic operations
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are extracted from the K-Means clustering process, and secure communication
protocols corresponding to basic operations are designed, including: Selection,
Comparison, getMin protocol. Based on the secure protocol for interactive com-
puting, we construct the scheme; The correctness and safety of our scheme are
analyzed, and the results show that the model can guarantee the correctness and
safety at the same time. Finally, experiments have proven that our system can
arrive at a K-Means model of multiple smart devices without compromising pri-
vacy and share 41.91%–42.75% communication and 47.52%–53.01% computation
overhead of the cloud.
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