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Abstract. Real-time awareness of the service status of facilities and equipment
in metro tunnels is essential for the safe movement of trains. For low illumina-
tion underground tunnel environments where objects have high similarity char-
acteristics and are difficult to distinguish, this paper proposes a framework for
tracking high similarity objects along the rail line based on on-board visual per-
ception devices. The framework mainly consists of two stages: object detection
and object association. In the first stage, an object detection algorithm is used to
detect potentially faulty objects in the video, and this paper takes the continuous
occurrence of insulated steel supports on the line as the high similarity research
object. In the second stage a matching strategy is used to associate the same object
in the video sequence and assign the same ID (identity document). Finally, the
proposed frameworkwas tested onmetro tunnel video and achieved an accuracy of
95.64 and a detection performance of 25 FPS (frames per second), 82.17 MOTA
(multiple object tracking accuracy) and 88.46 MOTP (multiple object tracking
precision) tracking performance.

Keywords: On-board vision sensors · Similarity objectives · Object detection ·
Multiple object tracking

1 Introduction

By the end of 2022, 53 cities in China had opened a total of 290 operational urban rail
lines, with an operational mileage of 9,584 km. At present, the monitoring of the safety
of the metro operating environment is still mainly based on manual inspection. The long
distances, high frequency of inspection requirements and the low illumination level of
the tunnel environment lead to frequent cases of missed inspections. Therefore, it is
necessary to apply vision sensors to monitor the train operating environment around the
clock in order to reduce the pressure on inspectors and improve inspection efficiency.
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Monitoring the service status of equipment and facilities is a key task in the inspec-
tion of metro tunnels. With the large-scale opening of metro lines in cities, the cost of
operation and maintenance and the safety of the environment pose higher requirements
and greater challenges. The sensors used for inspection tasks need to sense the service
status of the equipment and facilities in the tunnel in real time, so intelligent analysis
algorithms based on on-board video data are developing rapidly. Cameras can capture
large amounts of video stream data, but intelligent analysis algorithms that fail to corre-
late the same object in time series can lead to repeated alarms for the same faulty object.
To solve this problem, we had to introduce object association algorithms and optimize
the algorithms based on scene adaptation to achieve fast and accurate multi-object track-
ing. Figure 1 shows a common railway tunnel scene. As shown in the figure, the tunnel
has the scene characteristics of a single background, low illumination, winding lines and
a closed field of view, which increases the difficulty of object feature extraction. At the
same time the high similarity of objects in the line is difficult to distinguish, which is a
key problem for the object tracking algorithm to be solved.

Fig. 1. Underground tunnel scene

This paper proposes a framework for tracking similarity objects along the track based
on on-board vision sensors, which can accurately and quickly track facility objects along
the track. The framework is shown inFig. 2. The contributions of this paper are as follows.

A framework for track line similarity object tracking based on on-board vision
sensors is proposed. The framework consists of an object detection algorithm and an
association algorithm.

A dataset is constructed for the study of similarity object tracking along the line in
an underground tunnel scenario.

The algorithmic framework in this paper achieves 95%accuracy and 25FPSdetection
performance, 97.18MOTA and 94.85MOTP tracking performance when tested on in-
vehicle video data captured in an underground tunnel scenario.

2 Related Work

2.1 Intelligent Video Analytics for Rail Transit

Great progress has been made in recent years in object recognition and object tracking
based on deep learning. In the field of rail transportation, iterative learning based on
monitoring data to construct detection models of research objects is widely used in
inspection business scenarios.



A Railway Similarity Multiple Object 75

Input

Stage1:
Object 

detection

Stage2: 
Object 

association

Tracks

ID

Bboxs

Classes

Output

Video 
Streaming

Classes

Bboxs

Feature extraction

Similarity calculation

Data association

Fig. 2. Subway similarity object tracking framework based on on-board vision sensors

References [1–5] implement foreign object intrusion detection methods in complex
railway environments. Reference [6] propose a real-time detection method based on
improvedYOLOv4,which is able to recognize locomotive signal lights of different colors
and railway pedestrians under bad illumination conditions. References [7–9] propose a
series of deep learning approaches, which are fast and accurate at the same time, are
proposed to inspect the key components of railway track including rail, bolt, track fastener
and clip. References [10, 11] research on deep learning method for rail surface defect
detection. Reference [12] proposes a dehazingmodel based on an end-to-endmulti-scale
residual network, which is effective for dehazing on railway monitoring images.

Intelligent video analysis technology for rail transportation based on deep learning
sends timely alert messages in abnormal situations to improve the efficiency of drivers in
handling emergencies. The technology effectively overcomes the limitations of manual
techniques in terms of scale, accuracy and scene complexity.

2.2 Multi-object Tracking at Railway

Multi-Object Tracking (MOT) uses image processing techniques to steadily track mul-
tiple objects of interest in a video sequence. The technique obtains the correct position
of the same object in successive frames and achieves its trajectory tracking by giving it a
unique identity document (ID). With the improvement of object detection performance
in recent years, the detection-based multi-object tracking paradigm has made a major
breakthrough and is rapidly becoming the mainstream framework for MOT tasks. In
areas such as intelligent surveillance systems, autonomous driving and behavior recog-
nition, tracking objects in surveillance video is beneficial for improving safety in security
and transportation.

Reference [13] proposed a railway crossing intrusion detection algorithm, designed
three non-parametric background models with different learning rates to detect moving
and stationary objects. Which incorporated an object tracking strategy to reduce false
alarms in detection. Reference [14] proposed a kernel correlation filtered object tracking
dimensionality reduction algorithm combining dark channel prior and scale estimation,
which effectively improves the accuracy of object tracking under foggy sky. In the
underground tunnel scenario, the object detector loses the object resulting in an ID
Switch when the object reappears. The object is extremely similar and indistinguishable,
leading to false matches. In summary, how to achieve accurate data association is a key
problem to be solved for in-vehicle video-based multi-object tracking.
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Smart railway is an important development in the world of railway systems, where
active safety technology is the most effective way to address the security challenges of
railway systems [15].

3 Methodology

In this section, YOLOv5(You Only Look Once) [16] is used to detect object in vehicle
video streams. Then the objects are associated based on the proposed matching strategy
to finally achieve real-time and accurate object tracking.

3.1 Object Detection

The network structure of the YOLOv5 Contains three parts: Backbone, Neck and
Prediction Head, the network structure is shown in Fig. 3.

The combined Convolution, BN (batch normalization) and SiLU module is used
for feature extraction and down sampling of the input image. The C3 module increases
the number of network layers through residual units, which facilitates the extraction
of high-level semantic information and enables the fusion of multi-level features with-
out changing the size of the feature map. SPPF improves the spatial pyramid pooling
structure by serially connecting the three maximum pooling layers to obtain a better
performance improvement without compromising the pooling effect. The Neck network
layer uses a twin-tower structure combining FPN (feature pyramid networks) and PAN
(path aggregation network) for feature fusion; the FPN structure passes semantic infor-
mation from top to bottom to enhance the features of large objects, and the PAN passes
semantic information again from bottom to top to improve the extraction of features
of small objects. Finally Head outputs three scales of feature images to predict large,
medium and small objects.

In the first stage, the object detector extracts information on the position and dimen-
sions of the rail insulation bracket, which is used as the observation input for the
subsequent association algorithm.

Fig. 3. The network structure of YOLOv5
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3.2 Object Association

According to the train running direction, the insulated bracket approaches the bottom
of the camera field of view from a distance, which is represented as the object position
downward under the image coordinate system, as shown in Fig. 4. We propose a object
tracking algorithm based on a priori information of the position of the insulation bracket
in the next frame, and the algorithm framework is shown in Fig. 5.

Frame:N+1

Frame:N

y

x

Fig. 4. A priori location information

Fig. 5. A priori position-based post-detection tracking framework

In the second stage, given n existing tracks and m detections on the new-coming
time step, the association cost matrix is formulated as:

Cm×n = Kdet(CIoU + Ccos θ )
m×n (1)

Kdet =
⎧
⎨

⎩

ki,j = 1, ydet ≥ ytrack
ki,j = ∞, ydet < ytrack

i = 1, 2, ...,m j = 1, 2, ..., n
(2)

whereKdet is the position suppressionmatrix, and existing tracks in non-a priori positions
are suppressed by an infinite value of ∞; n existing tracks and m detections compute
Intersection over Union and cosine similarity, and the cost matrix is obtained from
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CIoU = 1 − IoU , Ccos θ = 1 − cos(θ). The matching cost matrix is designed using
a priori information from real application scenarios to improve the adaptability and
robustness of the tracking algorithm in the underground tunnel scenario.

4 Experiment

4.1 Dataset

The on-board visual perception equipment collects video data from the front view on the
metro line species to construct a sample database ofmetro tunnel scenes. This paper takes
the rail insulation bracket as the research object, selects 1981 data images to build the
sample database, and uses LabelImg to obtain the label information of the rail insulation
bracket, as shown in Fig. 6.

Fig. 6. Diagram of LabelImg labeling window

4.2 Experimental Parameters

YOLOv5was trained and tested onCPU (Intel(R)Core(TM) i7-8700K)CPU@3.70GHz
× 12) and GPU NVIDIA GeForce RTX 2080. The training set is split 4:1 for training
and validation. YOLOv5 is trained with a batch size of 16 for 300 epochs, the learning
rate was set to 0.01, with a weight decay of 0.0005, a momentum from 0.937, and
a maximum learning rate of 0.01. Unless otherwise specified, all experiments would
follow the default training setting.
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4.3 Experimental Results

YOLOv5 has a 95.64 accuracy rate and an operating speed of 25FPS, which can fully
meet the needs of field applications.

CLEARMOT metrics [17] were used to verify the tracking performance of the pro-
posed algorithm. We present the tracking performance of MOTA (multiple object track-
ing accuracy), MOTP (multiple object tracking precision) and IDS (identity document
switch). Then compare the proposed approach to Deep SORT [18] on test set, as shown
in Table 1.

Table 1. Evaluation results on test set.

Method MOTA↑ MOTP↑ IDS↓
Proposed method 82.17 88.46 16

Deep SORT 72.84 84.17 29

Fig. 7. Tracking results on test set.

As shown in Fig. 7, the first column shows the Deep SORT tracking results and the
second column of our method. One detection is matched to two trajectories, trajectories
are tracked incorrectly and Significant ID switchover occurs in the processing result of
Deep SORT. By contrast our method has more accurate and robust tracking results.
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5 Conclusion

To explore trackers suitable for the underground tunnel scene, we propose an efficient
but accurate similarity object tracking architecture by the paradigm of post-detection
tracking with improved object association algorithms. Evaluation results demonstrate
the superiority and competitiveness of our method: compared with Deep SORT, it can
significantly improve detection accuracy by 9.33 MOTA and 4.29 MOTP, with down by
almost half IDSWR. In future work, we would enhance the robustness and practicality
of our algorithm in more data from real-world scene.
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