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Optimal Allocation Strategy
of Electro-Hydrogen Hybrid Energy Storage

Capacity Based on Empirical Mode

Gong Shanggao1,2, Wang Chenglin1,2, Xu Hui1,2, Wang Hui1,2(B), Zhang Jiajun1,3,
and Ji Xiu1,2

1 Changchun Institute of Technology, Changchun 130012, China
wanghui841013@ccit.edu.cn

2 Innovation Department of Jilin Electric Power Co., Ltd, Changchun 130012, China
3 National and Local Joint Engineering Research Center for Measurement, Control and Safe

Operation of Intelligent Distribution Networks, Changchun 130012, China

Abstract. With the continuous increase of the proportion of wind power access,
the energy coordination capacity in the power system is weakened and the power
quality is reduced. Based on this, this paper proposes a method to solve the prob-
lem of flattening energy fluctuations in the synergistic power system of electro-
hydrogen hybrid energy storage, and uses the hybrid energy storage capacity
optimization method composed of supercapacitor and PEM electrolyzer to solve
the problem of optimal allocation of wind power fluctuations in grid-connected.
Firstly, the structure model of hybrid energy storage system with supercapacitor
is proposed, and on this basis, the original signal of wind power is decomposed
by empirical mode method to obtain the low-frequency component directly con-
nected to the grid and the high-frequency component that needs to be flattened
by hybrid energy storage. Then, the high-frequency fluctuation of wind power in
grid-connected is solved by optimizing the hybrid energy storage capacity with
supercapacitors. Finally, based on the actualwind power data inNortheast China in
2022 as an example, combined with the example analysis in the MATLAB2018B
+Gurobi solution environment, the effectiveness of the flattening strategy is veri-
fied by the example analysis, which provides an effective scheme for the flattening
of wind power fluctuations, which can effectively improve the system economy.

Keywords: Wind power fluctuation flattening · Hybrid energy storage
optimization · Energy management strategies · Supercapacitors · Variable
baselines

1 Introduction

With the rapid development of new energy and energy Internet related technologies,
large-scale new energy sources are continuously integrated into the power grid, which
brings severe challenges to the power system. However, wind power is the most widely
used of the most widely developed new renewable energy sources [1]. However, in the

© State Grid Electric Power 2024
Y. Xue et al. (Eds.): PMF 2023, LNEE 1129, pp. 1–16, 2024.
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process of wind power development, due to the rapid development of wind power, it has
brought great challenges to the power system, and the operation of the system has also
been affected. This paper proposes that hybrid energy storage to stabilize high-frequency
fluctuations provides an effective way to improve the power quality and energy synergy
optimization level of grid-connected, and has become one of the hot issues in the field
of hybrid energy storage flattening high-frequency components at home and abroad.
However, due to the rapid development of modern power systems, higher requirements
are put forward for energy storage devices, and traditional energy storage technologies
cannot meet the requirements of modern power systems at the same time. However, now
the hybrid energy storage system (HESS) can be formed through different storage unit
combinations, which can complement each other in the performance of each storage
unit, solve the defects of single energy storage unit energy storage, improve the integrity
of energy storage inmodern power systems [2], and improve the volatility of wind power
output. The hybrid energy storage system is mainly composed of supercapacitors and
hydrogen energy storage, in which the supercapacitors are responsible for flattening the
high-frequency components of wind power signals, and the high-frequency components
that cannot be connected to the grid are flattened to meet the requirements of grid
connection; Hydrogen energy storage system has the advantages of long storage time,
clean and efficient, and is considered to be a potential large-capacity energy storage
under the “big environment” [3].

At present, the research on hybrid energy storage to stabilize wind power mainly
focuses on the high-frequency component signal ofwind power, and the literature [4] pro-
poses that the low-frequency component and high-frequency component of wind power
should be dealt with by adiabatic compressed air energy storage and flywheel energy
storage system respectively to alleviatewind power fluctuations and enhancewind power
permeability. Literature [5] Construct a hybrid energy storage system composed of bat-
tery and hydrogen energy storage, use batteries to suppress short-term fluctuations in
photovoltaic and load power, and when the battery SOC reaches 99.5%, the control
algorithm transfers the excess power to the electrolyzer. Literature [6] Hybrid energy
storage capacity configuration and control strategy to smooth wind power fluctuations,
put forward the use of electrolyzer and supercapacitor for wind power flattening, through
wavelet decomposition of wind power signal, decomposition into high-frequency signal
and low-frequency signal, and then use energy-type energy storage element electrolyzer
ismainly used to absorb low-frequency power, power-type energy storage element super-
capacitor undertakes the task of absorbing high-frequency power and releasing power
to the power grid, and finally achieves the purpose of leveling wind power.

For the current research on electro-hydrogen hybrid energy storage, it ismainly based
onbatteries, supplementedbyhydrogen storage, andhybrid energy storage ismainly used
in microgrids, and few supercapacitor-based hybrid energy storage is applied in large
grid systems [7]. In this paper, the strategy of using PEM electrolyzer combined with
supercapacitor to smooth the high-frequency fluctuation of wind power is formulated
by considering the use of hydrogen energy storage as the main body and supercapaci-
tor as the supplement to smooth the high-frequency fluctuation of wind power. Firstly,
the original signal of wind power is decomposed based on empirical mode decompo-
sition (EMD) into several intrinsic mode function (IMF) signals of various orders, and
then the signal reconstruction is realized by using C2F, and the fluctuation amount that
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needs energy storage is eliminated according to the maximum fluctuation limit, and
then the supercapacitor is used to achieve flattening. Then, based on the charge and dis-
charge power constraints and storage state constraints of supercapacitor energy storage
and hydrogen energy storage, an energy management strategy considering the operating
characteristics of PEMelectrolyzers is formulated.Based on this strategy, it is established
that the total cost of HESS is the smallest objective function, and the basic symmetry
characteristics of the EMD high-frequency component envelope are used combined with
the supercapacitor for capacity configuration, aiming at the problem that the negative
fluctuation after the high-frequency component 0 reference line is still very large, by
improving the variable reference line, and obtaining the value of the optimal reference
line, as well as the optimal value of the capacity configuration, the final grid-connected
power fluctuation is the same as the low-frequency component fluctuation of EMD, that
is, completely controllable. In summary, this paper solves the wind power output by
introducing a hybrid energy storage system composed of electrolyzer and supercapaci-
tor, proposes a flattening effect evaluation method, formulates a coordinated operation
control strategy of the energy storage system, and combines the actual operation data of
the wind farm to verify that the proposed method can not only smooth the fluctuation of
wind power, improve power quality, but also prevent overcharge and overdischarge of
supercapacitors, and improve the service life of hybrid energy storage systems.

2 Coordinated Operation Framework of Electro-Hydrogen Hybrid
Energy Storage

2.1 Structural Model of Hybrid Energy Storage System with Supercapacitor

Aiming at the fluctuation problem caused by large-scale grid integration of wind power,
an optimal and coordinated operation framework of electricity-hydrogen hybrid energy
storage is proposed, as shown in Fig. 1, the structure model of hybrid energy storage sys-
tem with supercapacitor is composed of super capacitor (SC), hydrogen energy storage
(Hydrogen Energy Storage), and power grid.

An electric-hydrogen hybrid energy storage system (HESS) containing supercapac-
itors and hydrogen energy storage was established, and the deviation between the actual
output of wind power and the expected target power was used as the flattening object, in
which the supercapacitor bore the high-frequency fluctuation and the hydrogen energy
storage bore the low-frequency change. A schematic diagram of the structural model of
the combined operation system of electro-hydrogen hybrid energy storage (HESS) and
wind farm is shown in Fig. 1.

2.2 Configuration Analysis of Hybrid Energy Storage System of Supercapacitor
and Proton Exchange Membrane Electrolyzer

(1) Relevant data of a variety of electrolyzers

By comparing the three electrolysis in Table 1, this paper comprehensively considers
the system operating cost and the characteristics of the electrolyzer to make a trade-
off comparison, and finally selects the proton exchange membrane electrolyzer as the
electro-hydrogen container.
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Fig. 1. Structure model of hybrid energy storage system with super capacitor

(2) Data related to supercapacitors

The number of charge and discharge times of supercapacitors can reach up to 1 million
times, and theworking life can reach15years.And comparedwith other storage batteries,
the advantages of supercapacitors are: supercapacitors will not burnwhen short-circuited
and punctured, and supercapacitors are safer than lithium batteries that are prone to
spontaneous combustion or even explosion when punctured; And the energy value of
the supercapacitor’s energy storage device is related to the initial energy value of the
supercapacitor’s charge and discharge efficiency:

Ev(t) = Ev, 0 +
N∑

i=0

P(b)(ti)�t (1)

where, Ev,0; Ev(t), the energy value of the initial moment and moment of the
supercapacitor;N is the number of points sampled from the start tmoment to themoment.

Supercapacitor due to the frequency of charge and discharge is too frequent, will
make the service life of the supercapacitor greatly shortened, in order to make the
supercapacitor storage power life longer, by changing the upper and lower limits of the
charge state of the energy storage system running the set value, so that the supercapacitor
energy storage value is always in the set range with the equipment end, and finally can
make the life loss of the energy storage system smaller, so that the system becomes more
economical, the rated capacity of the supercapacitor is:

E′c = max{E(t)} − min{Eb(t)}
sc

(2)

where E′
c is the rated capacity of the supercapacitor.

Themaximum charge and discharge power is the infinite norm of the real-time power
sequence of energy storage;

P + G = ||P + G||∞ (3)
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Table. 1 Data related to three types of electrolyzers

Alkaline electrolysis PEM electrolysis SOC electrolysis

Scale of hydrogen
production by a single
unit

0.5–1000 Nm/h2 00.1–200 Nm/h2 \

Electrolyzers consume
energy

4.5–5.5 kwh/Nm2 3.8–5.0 kwh/Nm2 2.6–3.6 kwh/Nm2

System conversion
efficiency

60–75% 70–90% 85–100%

System life Up to 20–30 years Up to 10–20 years \

Speed of downtime The start and stop are
fast, in minutes

Fast start-stop,
milliseconds

Slow start-stop

Dynamic
responsiveness

Strong Strong Weaker

Load regulation range 15–100% rated load 0–160% rated load \

Floor space Larger Smaller \

Electrolyzer price 2000–3000 yuan/kw 1200–20000 yuan/kw \

Peculiarity The technology is
mature, the cost is low,
and it is easy to apply
on a large scale, but the
actual power
consumption is large
and a stable power
supply is required

It is easy to realize
miniaturization and
weight reduction, high
cost, and small scale

\

P − G = ||P − G||∞
where P + G, P − G are the maximum charging and discharging powers of the super-
capacitor, both of which are positive numbers greater than zero; P + G, P − G are the
charging power collection and discharge power collection of the supercapacitor.

Finally, by comparing the characteristics of supercapacitor and proton exchange
membrane electrolyzer, this paper fully considers the economy of the system and the
life of the energy storage system, and finally selects the PEM electrolytic cell as the
electrolyzer of electro-hydrogen, and the supercapacitor as the energy storage element
for smoothing the high-frequency components of wind power.

2.3 EMD-Based Wind Power Allocation Strategy

The EMD based wind power allocation decision first uses the empirical mode decompo-
sition (EMD) method to decompose the original signal of wind power into a multi-order
intrinsic mode function (IMF) signal, and obtains the C2F reconstruction signal through
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the superposition reconstruction of the IMF signal. According to the maximum fluctu-
ation limit, the high-frequency fluctuations that need to be stabilized by hybrid energy
storage are obtained, and the supercapacitors are used to eliminate the fluctuations and
realize the smoothing of wind power signals (Fig. 2).

Begin

The original power 
sequence

Empirical Mode 
Decomposition (EMD)

IMF1 IMF2 IMFt IMF
(t+1)

R(N)IMF
(N)

sue for peace

There is no direct grid-
connected power, and all are 

connected to the grid after being 
stabilized by HESS

Come to an 
end

Fig. 2. Flow chart of wind power allocation strategy based on EMD

The wind power signal is decomposed by EMD to obtain the IMF signal of each
order, and the decomposed signal includes high-frequency signal and low-frequency
signal, and then the high-frequency signal and low-frequency signal are superimposed
and calculated respectively to obtain low-frequency components and high-frequency
components. That is, the reconstructed signals are: high-frequency reconstruction (Fine
to coarse, f2c) and low-frequency reconstruction (Coarse to fine, c2f), and the specific
EMD decomposition wind power high and low frequency reconstruction signals are
shown in Fig. 3.

High-frequency reconstruction is to decompose the wind power signal through EMD
to obtain the IMF signal, and then the high-frequency reconstruction components of each
order are generated by superimposing the IMF signal from top to bottom, and the specific
reconstruction method is as follows:

f2c(1) = IMF1

f2c(2) = IMF1IMF2 (4)

f2c(p+1) = IMF1IMF2.... . . . IMFp + res



Optimal Allocation Strategy of Electro-Hydrogen 7

Fig. 3. IMF modal components after decomposition

3 Capacity Configuration Model of Hybrid Energy Storage System
with Supercapacitor

3.1 Objective Function

The objective function consisting of the supercapacitor energy storage cost, the hydrogen
energy storage cost, and the opportunity compensation cost of wind power is shown in
Eq. (5).

minC = CCAT +CHESS +C
comp
w (5)

Formula: C is the annual comprehensive cost; CCAT is the cost of supercapacitor energy
storage; CHESS is the cost of hydrogen energy storage; C

comp
w . Compensate for the oppor-

tunity to compensate for wind power fluctuations. Where CCAT, CHESS and as shown in
Eq. (6).

CCAT = Cinv
CAT +C

oper
CAT

CHESS = Cinv
HESS +C

oper
HESS

(6)

Formula: Cinv
CAT and Coper

CAT are the investment cost and operation and maintenance cost of
supercapacitor energy storage, respectively; Cinv

HESS and Coper
HESS the investment cost and

operation and maintenance cost of hydrogen energy storage, respectively.

1. Total investment cost

Cinv
CAT =

(
Cinv
CATP P

rated
CAT +Cinv

CATE E
rated
CAT

) r(1 + r)β

(1 + r)β − 1
(7)

Cinv
HESS =

(
Cinv
EL Pstabrated

EL +Cinv
FC Pstabrated

FC +Cinv
STO Pstabrated

STO

) r(1 + r)β

(1 + r)β − 1
(8)
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Formula: Cinv
CATP and Cinv

CATE are the power and capacity investment cost coefficients
of supercapacitor energy storage, respectively; Cinv

EL, C
inv
FC, C

inv
STO the power and capac-

ity investment cost coefficients of electrolyzers, fuel cells and hydrogen storage tanks,
respectively; r is the discount rate, the value is 7%; β for the operating cycle of the
system, it is set at 30 years.

2. Operation and maintenance costs

The operation and maintenance costs are estimated in proportion to the investment cost,
as shown in Eqs. (9), (10) and (11).

C
oper
CAT = α Cinv

CAT (9)

C
oper
HESS = β Cinv

HESS +Con (10)

Con = NEL CSLL (11)

Formula:α andβ are the proportion of operation andmaintenance costs of supercapacitor
energy storage and hydrogen energy storage systems to their investment costs; CON is
the start-stop cost, NEL is the number of electrolyzer start-ups CSLL; Cost per start-up
for the electrolyzer.

3.2 Constraints

(1) Hydrogen energy storage flattening fluctuation module configuration boundary
constraints

Hydrogen energy storage should leave part of the power and capacity space for smoothing
wind power fluctuations, so the power and capacity of the module need to be kept within
the total power and capacity of hydrogen energy storage, as shown in Eqs. 12, 13 and
14 respectively.

0 ≤ Pstabrated
el ≤ Prated

el (12)

0 ≤ Pstabrated
bc ≤ Prated

bc (13)

0 ≤ Kstabrated
sto ≤ Krated

sto (14)

(2) Power balance constraints

The hybrid energy storage power task is divided PHESS into two parts: positive fluctuation
and negative fluctuation, positive fluctuation at PHESS ≥ 0, at which time supercapacitor
energy storage charging or electrolytic cell start absorption fluctuation is required, and
when PHESS,n ≤ 0is negative fluctuation, supercapacitor energy storage discharge or fuel
cell start-up compensation fluctuation is required, as shown in Eq. (15).

PHESS,n = Pstab
el,n +Pcn

bat,n +PP−uncomp,n −PN−uncomp,n −Pstab
FC,n −Pdisch

BAT ,n (15)
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(3) Charge and discharge power constraints
1. Supercapacitor energy storage

ηx(t) = Px(t)

P−
x

,Px(t) ≥ 0

ηx(t) = −Px(t)

P+
x

,Px(t) ≤ 0
(16)

Wx(t) = SOCx(t)

where P+
x and P−

x are the maximum charging power and maximum discharge power
of the energy storage element, respectively; Real-time power for the moment; Timing
indicates a supercapacitor.

2. Hydrogen energy storage

Pstabmin
EL ≤ Pstab

EL,n ≤ 1.2Pstabmax
EL (17)

Pstab
EL,n ≤ 0

Formula: Pstabmin
EL is the minimum operating power of the electrolyzer.

(4) Energy storage state constraints
1. Supercapacitor energy storage

E(t) = E(t − 1) + {
PSC(t)αb�t,PSC(t)

} ≥ 0

E(t) = E(t − 1) +
{
PSC(t)

βv
�t,PSC(t)

}
≥ 0

(18)

2. Hydrogen energy storage

In addition to the conversion characteristics of electrolyzers and fuel cells, hydrogen
energy storage constraints include the following constraints:

SOHstab
n − SOHstab

n−1

(
Gstain
STO,n

Y stabin
STO

+ G
stain,out
STO,n

Y stabin
STO

)
�t

SOHstab
min ≤ SOHstab

n ≤ SOHstab
max

(19)

Formula: SOHstab
n is the hydrogen storage state at nmoments; SOHstab

min and SOH
stab
min are

the upper and lower limits of the hydrogen storage state of the hydrogen storage tank,
respectively.

4 Example Analysis

4.1 Basic Data

Taking an installed capacity of 5588 MW in Northeast China, of which the installed
capacity of wind power is 2348 MW, the wind farm with the total capacity of hydrogen
energy storage system is selected according to 6–12% of the total installed power supply
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as an example, and the actual operation data of the wind farm in 2022 is selected with
a time interval of 5 min, and the hybrid energy storage composed of PEM electrolyzer
and super capacitor is used to smooth out wind power fluctuations. Firstly, the K-means
algorithm is used to cluster the wind power data for the whole year of 2022, and eight
wind power output scenarios are obtained as shown in Fig. 4.

Fig. 4. Eight wind power output scenarios

Table 2 shows the number of days corresponding to each scenario and the probabil-
ity of each scenario. Compared with the traditional K-means algorithm in solving the
clustering scenarios of extreme wind power output data, cluster center distortion often
occurs, so in order to solve the situation of cluster center distortion, this paper uses the
median cumulative fluctuation as an indicator, selects typical days of various scenarios,
and calculates the sum of fluctuations of all days of wind power output in K-means
clustering scenarios, and arranges them in order according to the size of the fluctuations.
And select the corresponding median as the typical day of the corresponding number
of days for this type of scenario. The typical day selected by this method solves the
influence of extreme data on the probability result and has strong persuasive power.

4.2 Power Distribution and Selection of Optimal Grid-Connected Fluctuations

The dividing line between the low-frequency grid-connected component and the high-
frequency component of hybrid energy storage flattening is selected as the wind power
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Table. 2 Days for different scenarios

Scenario 一 二 三 四 五 六 七 八

Total number of days 68 17 57 48 61 44 22 48

Probability 0.07 0.16 0.11 0.05 0.13 0.16 0.05 0.27

grid-connected fluctuation limit. TakingTypicalDay 7 as an example, themaximumfluc-
tuation of the low-frequency reconstruction component (5) is greater than the fluctuation
limit of grid-connected, and (4) is selected as the low-frequency reconstruction compo-
nent as the direct grid-connected component as shown in Fig. 5a, and (1) is selected,
that is, IMF1 is used as the hybrid energy storage power task, and the reconstructed
high-frequency component and low-frequency reconstruction component are obtained,
as shown in (b, c) in the figure.
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0

100

200

300

400

500

600

700
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(b) Low-frequency reconstruction components (c) High-frequency reconstruction components

(a)

Fig. 5. Direct grid-tied component filtering.bLow-frequency reconstruction components. cHigh-
frequency reconstruction components
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The typical day seven of the wind power scene is obtained by K-means clustering,
and the wind power signal is decomposed into low-frequency reconstruction component
signal and high-frequency reconstruction component signal by EMD. The power maps
of 120MW, 50MW and 20 MW were selected for comparison, and the power maps
of low-frequency direct grid-connected components and high-frequency energy storage
flattening components were compared, and the optimal grid-connected fluctuation limit
was selected.

As shown in Fig. 6, as the fluctuation limit decreases, the direct grid-connected com-
ponent becomes smoother and smoother, and the energy storage flattening component
becomes more and more coarse and the amplitude is getting larger and larger. By com-
paring the direct grid-connected components, the curve with the fluctuation limit to 50
MW is smoother, so 50 MW is selected as the direct grid-connected component value.

4.3 The Variable Reference Line Flattens the High-Frequency Component

It can be seen from Fig. 7a, b that the high-frequency component signal is flattened by
changing the variable reference line, and when the reference line is −6.2319 and the
capacity configuration of the supercapacitor is configured to 42.07 MW, the result of
hybrid energy storage flattening and the capacity configuration of the supercapacitor are
optimal.

It canbe seen fromFig. 8a, b thatwhen the capacity of the supercapacitor is 42.07MW
and the reference line is −6.2319, the initial grid-connected power and high-frequency
flattening component power map become smoother, and the flattening result is optimal.

4.4 Configure Result Analysis

This paper uses theMATLAB2018B+Gurobi platform algorithm to solve the problem.
The capacity configuration of hybrid energy storage system is mainly analyzed into two
scenarios:

Scenario 1: Traditional HESS energy management strategy;
Scenario 2: The energy management strategy mentioned in this article.
Table 3 shows that compared with the traditional strategy, the annual comprehensive

cost of the capacity configuration solution under the strategy proposed in this article
has been reduced by 5.732 million yuan, a decrease of 7.21%. The main reason is that
the traditional strategy relies more on supercapacitor energy storage when leveling wind
power fluctuations, and supercapacitor energy storage as a power energy storage, its
capacity cost is higher than hydrogen energy storage, in addition, leveling wind power
fluctuations also has requirements for the scale of energy storage capacity, in scenario
2, more emphasis on hydrogen energy storage as the main body, supercapacitor energy
storage only undertakes auxiliary tasks. As a capacity-based energy storage, hydrogen
energy storage has a larger capacity, but the total investment cost of scenario 2 is still
4.30% lower than that of scenario 1 due to its low capacity cost.



Optimal Allocation Strategy of Electro-Hydrogen 13

(a)

(b)

(c)

Fig. 6. Optimal direct grid-connected component screening. a Direct grid-connected component
diagram and hybrid energy storage flattening component diagram when the fluctuation amount
is limited to 120 WM. bDirect grid-connected component diagram and hybrid energy storage
flattening component diagram when the fluctuation amount is limited to 50 WM. c Direct grid-
connected component diagram and hybrid energy storage flattening component diagram when the
fluctuation amount is limited to 20 WM
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(a) (b)

Fig. 7. Selection of super capacitor variable reference line. a Unfolds the fluctuation curve of
wind power connected to the grid after the supercapacitor capacity is configured to 36.22 MW.
b Unfolds the fluctuation curve of grid-connected power of wind power after the supercapacitor
capacity is configured to 42.07 MW

(a) (b)

Fig. 8. Initial grid-connected power and high-frequency flattening component power diagram.
a The supercapacitor capacity is configured with 36.22 MW of initial grid-connected power
low-frequency component and flattened grid-connected power. b The supercapacitor capacity
is configured with 42.07 MW of initial grid-connected power, low-frequency component and
flattened grid-connected power

5 Conclusion

(1) Comparedwith the traditional strategy, the strategy proposed in this paper (removed)
hybrid energy storage capacity has lower cost and better economy; Moreover, the
smoothing effect on wind power fluctuations is better, which can effectively reduce
the amount of under compensation.
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Table. 3 Capacity configuration results

Category Parameter Scenario 1 Scenario 2

Device capacity Supercapacitor energy storage power/MW 83.79 33.53

Supercapacitor capacitive energy power/MWh 44.60 159.45

Cost Investment cost/million yuan 5612.8 5371.3

Operation and maintenance cost/10,000 yuan 107.8 91.34

Power fluctuation opportunity compensation
cost/million yuan

2225.5 1910.5

(2) The HESS complementary mechanism is added to the proposed strategy, which
improves the utilization rate of hydrogen energy storage, improves the service life
of the supercapacitor, and leaves sufficient power and capacity space for subsequent
compensation of high-frequency components.

(3) After changing the capacity configuration of the supercapacitor to stabilize the high-
frequency component of wind power, the large value of the retained small amount
of electricity fluctuates positively. Through the analysis of the example, the optimal
configuration of the supercapacitor capacity is obtained.
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Abstract. Consider the availability of remaining reservoir resources to pumped-
storage reserve ancillary services, and establish a day-aheadmarket clearingmodel
for the wind-thermal and pumped-storage complementary power generation sys-
tem. Based on the optimality conditions, the energy service price and reserve
ancillary service price are decomposed into shadow price components and water
value components. The scarcity of reservoir and installed resources is reflected
through the shadow price. The influence of pumped-storage constraints on the
water value was analyzed from the perspective of power supply and load. The
cross-time relationship between water value and shadow price is derived, and the
impact of reservoir capacity onwater value and remaining reservoir resource value
is analyzed. Taking the modified IEEE-39 system as an example, different cases
are designed to analyze the changing characteristics of various resource values
in different periods, as well as the impact of scarcity of remaining resources on
reserve auxiliary service price. Analyze the impact of pumped-storage installed
capacity, reservoir capacity, andwind power penetration rate on clearing electricity
price and its main components.

Keywords: Wind-thermal and pumped-storage complementary power
generation system · Locational marginal price · Day-ahead market · Cross-time
reservoir constraint · Value of reservoir resources

1 Introduction

The relevant document points out that: to further develop day-ahead, intra-day and
real-time electricity trading and auxiliary service trading such as reserve and frequency
regulation, form market clearing prices, and coordinate the spot market and auxiliary
service market.

Considering environmental resource constraints, the wind penetration rate in the
system is constantly increasing, gradually transforming thermal units into reserve aux-
iliary service providers. However, the increasing fluctuating wind power and demand
for electricity put forward higher requirements for the flexibility of the system, and the
demand for auxiliary services is constantly growing [1], which increases the difficulty
of operation of the system and the power market. Pumped-storage power stations are
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flexible and reliable, and can provide energy, reserve, storage and other services, which
is an important support for realizing the goal of dual carbon [2].

Therefore, it is of great significance to fully consider the characteristics of pumped-
storage and study the corresponding spot market clearing model and price formation
mechanism. Literature [3] uses reserve to cope with wind power fluctuations, but it is
difficult to avoid the subjectivity of the selection of reservation. Literature [4] establishes
a double-layer optimization model by using relevant indexes of energy and reserve, but
lacks analysis of the influence of external factors.Aiming at the reserve demandof renew-
able energy, literature [5] puts forward a market clearing model considering the declara-
tion of reserve demand and demand elasticity. Literature [6] enhances the effectiveness
of joint optimization of reserve and energy through partitioning of reserve demand.
The above studies rarely consider the availability of remaining reservoir resources for
reserve auxiliary service of pumped-storage, and lack the analysis of the price of reserve
auxiliary service of pumped-storage.

Locational marginal price (LMP) has been widely implemented as an effective pric-
ing scheme because it can reasonably measure energy value, reflect power supply and
demand situation and network congestion [7, 8].

Researches on the LMP of thermal units have been relatively mature [9, 10], which
can be expressed as system energy price, network congestion price and other compo-
nents, or analyzed from the perspective of units, which are influenced by output, reserve,
ramp and other constraints. Literature [11] analyzes the influence of load distribution law
on clearing price. Literature [12] introduces a risk price component that considers the
overload risk of lines. Literature [13] establishes a prospective dispatching model and
analyzed the influence of thermal unit’s cross time ramp ability on the price volatility,
but does not consider the influence brought by the constraints of pumped-storage and
transmission. Literature [14] studies the influence of thermal unit operation constraints
on day-ahead price and main components. In literature [15], wind power uncertainty is
suppressed by real-time balance adjustment, which reflects the balance value of reserve,
but does not consider the influence of cross-time constraints. Literature [16] expounds
the physical meaning of price signals according to the connection between dual multi-
pliers and LMP, and deduces the extensible unified expression of price. The quantitative
analysis of the influence of pumped-storage operation constraints on LMP is rarely seen
in the above studies, especially the reservoir constraints that lead to output constraints.
The cross-time characteristics of reservoir water volume lead to the coupling of opti-
mization results in different periods, and the fluctuation of water value. The analysis of
the influence of pumped-storage operation on LMP is of significance for the construction
of the new power system.

In this paper, considering the availability of remaining reservoir resources to the
auxiliary service of pumped-storage, the day-ahead market clearing model of wind-
thermal and pumped-storage complementary power generation system is established.
According to the optimality condition (Karush-Kuhn-Tucker, KKT), the price of energy
service and reserve auxiliary service are decomposed into the shadow price components
and water value components. The influence of pumped-storage constraints on the water
value is analyzed from the perspective of power supply and load, the cross-time rela-
tionship between the water value and the shadow price of reservoir capacity constraints
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is deduced, and the influence of scarcity of reservoir capacity resources on the value of
remaining reservoir resources is analyzed. Different cases are designed to analyze the
changing characteristics of the value of various resources at different periods and the
influence of the scarcity of remaining resources on the price of reserve auxiliary ser-
vice, and to analyze the influence of the installed capacity of pumped-storage, reservoir
capacity and wind power penetration on the price and its main components.

2 Day-Ahead Market Clearing Model with Wind-Thermal
and Pumped-Storage

The objective function is the minimum total cost, which includes thermal power cost,
reserve capacity cost, wind power cost and load shedding cost.

min
NT∑

t=1

⎡

⎣
NG∑

i=1

(Ci(Pi,t) + CRU
i (RUi,t) + CRD

i (RDi,t)) +
NQ∑

q=1

(Cw
q (Pq,t) +

NB∑

n=1

VDDs
n,t

⎤

⎦

(1)

where NT, NG, NQ and NB are the number of scheduling periods, thermal units, wind
farms and nodes. Pi,t and Pq,t are the generating power of thermal unit i and wind farm
q at time t, RUi,t and RDi,t are the upward and downward reserve capacity of thermal
unit i at time t, Ds

n,t is the shedding load power of node n at time t. Ci, CRU
i and CRD

i
are respectively the generation cost, upper and lower reserve capacity cost declared by
thermal unit i, Cw

q is the power generation cost declared by wind farm q, VD is the load
shedding penalty cost factor.

(1) Power balance constraint

NG∑

i=1

Pi,t +
NQ∑

q=1

Pq,t +
NH∑

h=1

(Pg
h,t − Pp

h,t) −
NB∑

n=1

(Dn,t − Dsh
n,t) = 0 : λt,∀t (2)

where NH is the number of pumped-storage stations. Pg
h,t and Pp

h,t represent the gener-
ating and pumping power of station h at time t; Dn,t is the load power of node n at time
t. λt is the corresponding dual multiplier.

(2) Upper and lower reserve demand constraints

NG∑

i=1

RUi,t +
NH∑

h=1

(RUg
h,t + RDp

h,t) ≥ α

NB∑

n=1

Dn,t + β

NQ∑

q=1

Pq,t : λut ,∀t (3)

NG∑

i=1

RDi,t +
NH∑

h=1

(RDg
h,t + RUp

h,t) ≥ β

NQ∑

q=1

Pq,t : λdt ,∀t (4)

whereRUg
h,t (RU

p
h,t) andRD

g
h,t (RD

p
h,t) are respectively the upward anddownward reserve

capacity reserved by the pumped-storage station h at time t under generating (pumping)
state. α and β are the reserve demand coefficients of load and wind power. λrut and λrdt
are the corresponding dual multipliers respectively.
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(3) Operation constraints of thermal unit

Pi,t ≤ Pi,t + RUi,t ≤ Pmax
i : εui,t, ε

u
i,t,∀i,∀t (5)

Pmin
i ≤ Pi,t − RDi,t ≤ Pi,t : εdi,t, ε

d
i,t,∀i,∀t (6)

−Pr
i ≤ Pi,t − Pi,t−1 ≤ Pr

i : θ i,t, θ i,t,∀i,∀t (7)

where Pmax
i and Pmin

i are the upper and lower limits of output, Pr
i is the ramp rate.

Equations (5)–(7) are the total output constraints and ramp constraint. εui,t , ε
u
i,t , ε

d
i,t , ε

d
i,t ,

θ i,t and θ i,t are the corresponding dual multipliers.

(4) Operation constraints of thermal unit

Pg
h,t ≤ Pg

h,t + RUg
h,t ≤ Igh,tP

g
h,max : ϑ

g,u
h,t , ϑ

g,u
h,t ,∀h,∀t (8)

Igh,tP
g
h,min ≤ Pg

h,t − RDg
h,t ≤ Pg

h,t : ϑ
g,d
h,t , ϑ

g,d
h,t ,∀h,∀t (9)

Pp
h,t ≤ Pp

h,t + RUp
h,t ≤ Iph,tP

p
h,max : ϑ

p,u
h,t , ϑ

p,u
h,t ,∀h,∀t (10)

Iph,tP
p
h,min ≤ Pp

h,t − RDp
h,t ≤ Pp

h,t : ϑ
p,d
h,t , ϑ

p,d
h,t ,∀h,∀t (11)

Igh,t + Iph,t ≤ 1,∀h,∀t (12)

where Igh,t and Iph,t represent the pumped-storage operating state; Igh,t = 1, indicating

generating state; Iph,t = 1, indicating pumping state; If Igh,t = Iph,t = 0, the station is

stopped.Pg
h,max (P

p
h,max) andP

g
h,min (P

p
h,min) are the upper and lower limits for generating

or pumping output. Equations (8)–(11) are the total output constraints for generating and
pumping, Eq. (12) indicates that it cannot be in both generating and pumping state at

the same time. ϑg,u
h,t , ϑ

g,u
h,t , ϑ

g,d
h,t , ϑ

g,d
h,t , ϑ

p,u
h,t , ϑ

p,u
h,t , ϑ

p,d
h,t and ϑ

p,d
h,t are the corresponding

dual multipliers respectively.

(5) Reservoir constraints

Vh,t = Vh,t−1 + η
p
hP

p
h,t − Pg

h,t

η
g
h

: υh,t,∀h,∀t (13)

Vh,min ≤ Vh,t ≤ Vh,max : δh,t, δh,t,∀h,∀t (14)

Vh,NT = Vh,0 : σh,∀h (15)

Vh,t + Vu
h,t ≤ Vh,max : �h,t,∀h,∀t (16)
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Vh,t − Vd
h,t ≥ Vh,min : �h,t,∀h,∀t (17)

Vu
h,t = η

p
hRU

p
h,t + RDg

h,t

η
g
h

: υu
h,t,∀h,∀t (18)

Vd
h,t = η

p
hRD

p
h,t + RUg

h,t

η
g
h

: υd
h,t,∀h,∀t (19)

whereVh,t is the reservoirwater volume of the station h at time t. ηgh and η
p
h are conversion

efficiencies of water-to-electricity and electricity-to-water. Vh,max and Vh,min are the
maximum and minimum reservoir capacity. Vh,NT and Vh,0 are the final and initial
reservoir water volume. Vu

h,t and Vd
h,t are the remaining storage space and available

water saved for reserve. Equation (13) is the water balance constraint. Equation (14)
is the upper and lower limit constraint of reservoir capacity. Equation (15) is the start-
end water volume constraint. Equations (16)–(19) are reservoir constraints that take
into account the remaining reservoir resources margin required for all reserves in real-
time dispatching. υh,t , δh,t , δh,t , σh, �h,t , �h,t , υu

h,t and υd
h,t are the corresponding dual

multipliers respectively.

(6) Wind power and shedding load constraints

0 ≤ Pq,t ≤ Pf
q,t,∀q,∀t (20)

0 ≤ Dsh
n,t ≤ Dn,t,∀n,∀t (21)

where Pf
q,t is the predicted value of wind power. Equation (20) indicates that wind power

dispatching output cannot exceed the predicted value, Eq. (21) indicates that the load
shedding power cannot exceed the actual load power.

(7) Transmission capacity constraints

− Cmax
l ≤

∑

n∈NB
Tl,n[

∑

i∈MGn

Pi,t +
∑

q∈MQn

Pq,t +
∑

h∈MHn

(Pg
h,t − Pp

h,t) − (Dn,t − Dsh
n,t)]

≤ Cmax
l : ωl,t, ωl,t,∀l,∀t (22)

− Cmax
l ≤

∑

n∈NB
Tl,n[

∑

i∈MGn

(Pi,t + RUi,t) +
∑

h∈MHn

(Pg
h,t + RUg

h,t − Pp
h,t + RDp

h,t)

+(1 − β)
∑

q∈MQn

Pq,t − (1 + α)(Dn,t − Dsh
n,t)] ≤ Cmax

l : ωu
l,t, ω

u
l,t,∀l,∀t (23)

− Cmax
l ≤

∑

n∈NB
Tl,n[

∑

i∈MGn

(Pi,t − RDi,t) +
∑

h∈MHn

(Pg
h,t − RDg

h,t − Pp
h,t − RUp

h,t)

+ (1 + β)
∑

q∈MQn

Pq,t − (1 − α)(Dn,t − Dsh
n,t)] ≤ Cmax

l : ωd
l,t, ω

d
l,t,∀l,∀t (24)
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where Cmax
l is the upper limit of transmission capacity of transmission line l, Tl,n is the

generation transfer distribution factor. MGn, MQn and MHn are sets of thermal units,
wind farms, pumped-storage stations located at node n. Equation (22) is the transmission
capacity constraint, Eqs. (23) and (24) are the transmission capacity constraint that con-
siders the reserved capacity margin required to dispatch all reserves under the maximum
upward or downward reserve demand.ωl,t ,ωl,t ,ωu

l,t ,ω
u
l,t ,ω

d
l,t andωd

l,t are corresponding
multipliers respectively.

3 Price Decomposition

3.1 Optimality Condition

In this system, pumped-storage can be regarded as negative power sourcewhen pumping.
Wind power is not only an uncontrollable power entity, but also a reserve demand
entity, which can be regarded as load with negative electricity demand. By taking partial
derivatives of extended Lagrange function, the KKT condition of the pumped-storage
under different state is obtained, which is used as the basis of price decomposition, as
shown below.

∂L

∂Pg
h,t

= −λt + (ϑ̄
g,u
h,t − ϑ−

g,d

h,t
) + υh,t/η

g
h

+
∑

l

Tl,n(ω̄l,t − ω− l,t
+ ω̄u

l,t − ω−
u

l,t
+ ω̄d

l,t − ω−
d

l,t
) = 0,∀h ∈ MHn (25)

∂L

∂Pp
h,t

= λt + (ϑ̄
p,u
h,t − ϑ−

p,d

h,t
) − η

p
hυh,t

−
∑

l

Tl,n(ω̄l,t − ω− l,t
+ ω̄u

l,t − ω−
u

l,t
+ ω̄d

l,t − ω−
d

l,t
) = 0,∀h ∈ MHn (26)

∂L

∂RUg
h,t

= −λut + (ϑ̄
g,u
h,t − ϑ−

g,u

h,t
) + υd

h,t/η
g
h

+
∑

l

Tl,n(ω̄
u
l,t − ω−

u

l,t
) = 0,∀h ∈ MHn (27)

∂L

∂RDg
h,t

= −λdt − (ϑ̄
g,d
h,t − ϑ−

g,d

h,t
) + υu

h,t/η
g
h

−
∑

l

Tl,n(ω̄
d
l,t − ω−

d

l,t
) = 0,∀h ∈ MHn (28)

∂L

∂RUp
h,t

= −λdt + (ϑ̄
p,u
h,t − ϑ−

p,u

h,t
) + η

p
hυ

u
h,t

−
∑

l

Tl,n(ω̄
d
l,t − ω−

d

l,t
) = 0,∀h ∈ MHn (29)
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∂L

∂RDp
h,t

= −λut − (ϑ̄
p,d
h,t − ϑ−

p,d

h,t
) + η

p
hυ

d
h,t

+
∑

l

Tl,n(ω̄
u
l,t − ω−

u

l,t
) = 0,∀h ∈ MHn (30)

3.2 Price Decomposition of Load Node

According to the definition of LMP, the price at time t and node n can be obtained by
partial derivative of Lagrange function on the energy or reserve demand of load-like
entity (load, wind power), as shown in Eqs. (31)–(33).

LMPn,t = λt −
∑

l

Tl,n(ωl,t − ωl,t + ωu
l,t − ωu

l,t + ωd
l,t − ωd

l,t),∀n (31)

LMPU
n,t = λut −

∑

l

Tl,n(ω
u
l,t − ωu

l,t),∀n (32)

LMPD
n,t = λdt +

∑

l

Tl,n(ω
d
l,t − ωd

l,t),∀n (33)

where Eq. (31) represents the energy price, and Eqs. (32) and (33) represent the upward
and downward reserve price, including the system energy price component, system
reserve price component and congestion price component.

3.3 Energy Price Decomposition of Pumped-Storage Node

The energy price can be decomposed into generating (pumping) capacity constraint price
component and water consuming (pumping) value component through corresponding
pumped-storage KKT conditions, as shown below.

LMPg
h,t = (ϑ

g,u
h,t − ϑ

g,d
h,t ) + υh,t

/
η
g
h ,∀h ∈ MHn (34)

LMPp
h,t = −(ϑ

p,u
h,t − ϑ

p,d
h,t ) + η

p
hυh,t,∀h ∈ MHn (35)

The characteristic of pumped-storage price lies in the value of limited reservoir
resource. The reservoir water volume is cumulative variable, the target water volume
Vt can be decomposed into basic volume + variable volume. For example, it can be
expressed as basic water volume Vt−1 plus variation �Vt−1→t during t − 1 ~ t. From
this, it can be seen that the changes ofwater volume in the previous timewill continuously
accumulate to the existing reservoir water volume, and have an impact on the subsequent
operation, which is a progressive relation.

Pumped-storage canbe regarded as sourceor loadunder different states. In generating
state, the remaining water of previous time is consumed, while in pumping state, the
current water is increased. The reservoir water volume can be equivalent to the the
available supply electricity or the load demand electricity. Therefore, the water value
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υ must be discussed in terms of power source and pumping load. In generating state,
the basic water volume Vt−1 is the available generation resource, and the water value
υt can be expressed as the economic benefit increased to the system by unit increase
of basic water volume Vt−1. 1/ηg water is consumed per unit increment of generating
power, and the water-electricity conversion price (water consumption value) is υt/η

g .
In pumping state, the target water volume Vt is the load demand electricity, and υt can
be expressed as the economic cost increased to the system by unit increase of the target
water volume Vt . ηp water can be stored per unit increment of pumping power, and the
electricity-water conversion price (pumping value) is ηpυt .

The relationship between water consumption value (pumping value) and system
energy price, shadow prices constrained by installed capacity and transmission capacity
is shown in Eqs. (36) and (37).

υh,t/η
g
h = λt − (ϑ̄

g,u
h,t − ϑ−

g,d

h,t
)

−
∑

l

Tl,n(ω̄l,t − ω− l,t
+ ω̄u

l,t − ω−
u

l,t
+ ω̄d

l,t − ω−
d

l,t
),∀h ∈ MHn (36)

η
p
hυh,t = λt + (ϑ̄

p,u
h,t − ϑ−

p,d

h,t
)

−
∑

l

Tl,n(ω̄l,t − ω− l,t
+ ω̄u

l,t − ω−
u

l,t
+ ω̄d

l,t − ω−
d

l,t
),∀h ∈ MHn (37)

If the installed capacity of pumped-storage is greatly reduced and becomes a scarce
resource, the ability of water-electricity conversion will be limited, affecting the value of
water consumedor stored in different states. In generating state, limited installed capacity
makes water cannot be rapidly consumed, and cannot provide enough electricity at peak
load time to achieve the most economical water consumption, resulting in the decline
of water consumption value. Similarly, in pumping state, it takes longer for water to
accumulate, and it is not possible to extract enough water at low load time to achieve
the most economical storage, resulting in higher pumping cost. Similarly, a similar
conclusion can be obtained when line transmission capacity resources are scarce.

Through the KKT condition corresponding to Vt , the relationship between the water
value υ and the shadow price δ constrained by reservoir capacity accumulated over time
is obtained, as shown in Eqs. (38) and (39).

υh,t = υh,t−1 + (δh,t−1 − δh,t−1 + �h,t−1 − �h,t−1) = υh,1 +
t−1∑

τ=1

(δh,τ − δh,τ + �h,τ − �h,τ ) (38)

υh,t = υh,t+1 − (δh,t − δh,t + �h,t − �h,t) = σh −
NT∑

τ=t

(δh,τ − δh,τ + �h,τ − �h,τ )

(39)

Due to the resource scarcity, reservoir capacity constraint is closely coupled with
the output of pumped-storage. When the installed capacity is low, the ability of water
storage or consumption becomes weak, the water volume changes little, the reservoir
capacity constraint is loose. When the installed capacity is high, the ability of water
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regulation is improved, and it is easier to reach the boundary value. At this time, the
reservoir capacity constraint is tight constraint, which is the main constraint condition
affecting the value of reservoir water.

Shadow price of reservoir capacity constraint δ(�) represents the scarcity of reservoir
capacity resources, and represents the economic benefits increased to the system by unit
increment (decrease) of the upper (lower) limit of reservoir capacity. According to Eqs.
(38) and (39), if the reservoir capacity resources are sufficient and the constraint does
not work, then the water value is fixed, which is only determined by the dual multiplier
σ of the excess or insufficient water storage at the last operation period. In generating
state, if the basic water volume Vt−1 reaches the upper limit, the multiplier δt−1 > 0. In
such cases, the water value υt is the superposition of the fixed value and the upper limit
resource value of reservoir, and represents the total benefits generated by unit increment
of water volume and upper limit. If Vt−1 reaches the lower limit, the multiplier δt−1 >

0. In such cases, υt represents net cost generated by the unit decrease of water volume
and lower limit, as shown in Eq. (38). Similarly, in pumping state, if the target water
volume Vt reaches the upper limit, υt after superposition can be expressed as net cost
generated by unit increment of water volume and upper limit. If Vt reaches the lower
limit, υt can be expressed as total benefits generated by unit decrease of water volume
and lower limit, as shown in Eq. (39).

3.4 Reserve Price Decomposition of Pumped-Storage Node

On the premise of meeting the demand for energy service, the unused reservoir resources
are used to provide reserve auxiliary service. The corresponding price is shown as fol-
lows, which can be decomposed into the component of reserve constraint price and
conversion value of the remaining reservoir resources.

LMPg,ru
h,t = (ϑ̄

g,u
h,t − ϑ−

g,u

h,t
) + υd

h,t/η
g
h ,∀h ∈ MHn (40)

LMPg,rd
h,t = −(ϑ̄

g,d
h,t − ϑ−

g,d

h,t
) + υu

h,t/η
g
h ,∀h ∈ MHn (41)

LMPp,ru
h,t = (ϑ

p,u
h,t − ϑ

p,u
h,t ) + η

p
hυ

u
h,t,∀h ∈ MHn (42)

LMPp,rd
h,t = −(ϑ

p,d
h,t − ϑ

p,d
h,t ) + η

p
hυ

d
h,t,∀h ∈ MHn (43)

Through relevant KKT conditions, the relationship between residual reservoir
resource value υd (υu) and the shadow price � considering availability of reserve service
is obtained, as shown below.

⎧
⎨

⎩

∂L
∂Vu

h,t
= �h,t − υu

h,t = 0,∀h ∈ MHn

∂L
∂Vd

h,t
= �h,t − υd

h,t = 0,∀h ∈ MHn
(44)

If the reservoir capacity resources are scarce, the reserve service and energy service
will squeeze in the allocation of reservoir resources, resulting in the value of the residual



26 Z. Xu et al.

reservoir resources. Combining with Eq. (44), it can be seen that its value is the same as
�, indicating the benefits generated by the unit increment of available residual resources
to the system. A similar conclusion is drawn for the allocation of installed capacity
resources to reserve and energy service. Similar toυ, residual value afterwater-electricity
can also be obtained.

4 Example Analysis

The simulation is based on the IEEE-39 node system, including one pumped-storage
station and six wind farms. The load curve is shown in Fig. 1. The wind farm adopts zero
quotation strategy. The influences of the installed capacity of pumped-storage, reservoir
capacity and the wind power penetration rate on the price in different cases.
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Fig. 1. Predicted values of wind power and load.

The case is set as follows. Case 1: No pumped-storage. Case 2: There is a pumped-
storage power station with installed capacity of 1000 MW, reservoir capacity of 2000
MW h, water-electricity conversion efficiency of 94%, and electricity-water conversion
efficiency of 75%. Case 3: On the basis of Case 2, the installed capacity is reduced to
40 MW. Case 4: Reduce the reservoir capacity to 200 MW h based on Case 2.

4.1 Energy Service Price Decomposition and Analysis

When the wind penetration rate is 26.38%, compare the energy price of the pumped-
storage node inCase 1 andCase 2, as shown inFig. 2. Figure 3 shows thewind curtailment
rate of four cases under different scenarios. Table 1 shows the 24h average price and the
price difference between the maximum and minimum in different cases.

From Figs. 2, 3 and Table 1, the integration of the pumped-storage into the sys-
tem restrains the price peak, reduces the price gap, improves the system’s ability to
absorb wind power. By comparing Cases 2, 3 and 4, it can be seen that reducing
the installed capacity or reservoir capacity will limit the regulation ability of pumped-
storage, increase the price difference and wind abandonment rate. In other words, the
scarcity of the resources of installed capacity and reservoir capacity is the main factor
affecting regulation ability of pumped-storage and its price.
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Fig. 2. Energy price in different cases.
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Fig. 3. Wind curtailment rate in different cases.

Table 1. Average price and price difference in different cases ($/MW h).

Case Energy price Price difference

1 34.18 101.63

2 30.72 50.05

3 33.45 92.81

4 33.31 98.58

Table 2 shows the energy price decomposition in Case 2 and 3 at pumping time 3
and generating time 9.

Combined with Table 2 and Sect. 3.3, Case 3 reduces the installed capacity, resulting
in a significant increase in the upper capacity price. Meanwhile, it limits the ability
of water-electricity conversion, which increases the cost of pumping and reduces the
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Table 2. Energy price decomposition for pumped-storage in Cases 2 and 3 ($/MW h).

Hour Case Upper pumping
capacity price

Lower pumping
capacity price

Electricity-water
conversion price

Energy price

3 2 0 7.68 3.98 11.66

3 23.27 12.39 15.73 4.85

Hour Case Upper generating
capacity price

Lower generating
capacity price

Water-electricity
conversion price

Energy price

9 2 0 0 52.30 52.30

3 87.09 11.85 22.32 97.55

benefit of water consumption. The conversion between water and electricity is not the
most economical, resulting in a widening of the price gap between the two times.

For Case 3 with limited installed capacity, its ability of water storage or consumption
becomes weak, and the water cannot reach the upper and lower limits. Therefore, reser-
voir capacity resource is not scarce, reservoir capacity is not the main factor affecting
the price. The corresponding shadow price is 0, and the water value remains unchanged.
The changes of reservoir capacity value and water value in case 2 and Case 4 are shown
in Fig. 4.
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Fig. 4. Changes in reservoir capacity value and water value in Cases 2 and 4.

Case 4 with limited reservoir capacity, which limits the variation space of water. It is
easier for water storage and consumption to reach the upper and lower limits, resulting
in the actual converted water resources are in shortage, leading to the increase of price
difference. From Fig. 4, it can be seen that in Case 4, the price of reservoir capacity
fluctuates with a higher frequency and a larger amplitude, reflecting the scarcity of
reservoir capacity resource. The corresponding water value also fluctuates under the
superposition of additional capacity value.
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Compared with Case 2, in Case 4, the ability of pumped-storage to absorb wind
power and peak shaving and valley filling is weakened, and the the demand for pumping
and power supply is increased, and uses the water value as a signal to guide pumped-
storage for water conversion. For example, at pumping time 3 and 4 when wind power
is high and load is low, water value is in the form of pumping cost and is negative,
so as to stimulate pumped-storage to pump more water to absorb excess electricity. At
generating time 9 and 10 when wind power is low and load is high, and the available
water becomes scarce, the water value significantly increases and is in the form of water
consumption benefit, so as to guide pumped-storage to invest more available water for
supply.

4.2 Reserve Auxiliary Service Price Decomposition and Analysis

The changes in the value of residual reservoir resources in Case 2 and 4 are compared,
as shown in Fig. 5.
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Fig. 5. Changes in the value of residual resources in Cases 2 and 4.

Figure 5 shows that there are insufficient residual resources available in Case 2 and
Case 4. In Case 4, the reservoir capacity resources is the most short, and the value of
residual resources fluctuates sharply and increases the most, reflecting the scarcity and
guiding pumped-storage to provide more residual resources. However, in case 3, due
to the limitation of installed capacity, On the contrary, the available reserved storage
resources are relatively rich and not scarce, so the value of the residual resources is
always zero.

When residual reservoir resources are scarce, reserve service and energy service
will crowd out each other in the allocation of reservoir capacity resources. Similarly,
the same phenomenon occurs when installed capacity resources are scarce, resulting in
reserve price closer to energy price. This is evident in upward reserve service with higher
demand. Table 3 shows the 24 h average reserve prices. Table 4 describes the relevance
between price of reserve and energy through Euclidean distance (ED) and correlation
coefficient (PCC). The shorter the ED, the higher the relevance, the closer the PCC is to
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1 (−1), the stronger the positive (negative) correlation is, the closer it is to 0, the weaker
the correlation is.

Table 3. Average reserve service price ($/MW h).

Case Upward reserve price Downward reserve price

2 6.16 4.68

3 28.63 11.85

4 26.84 10.47

Table 4. Relevance between upward reserve price and energy price.

Case ED PCC

2 156.93 −0.2819

3 74.99 0.8121

4 89.20 0.7055

Combined with the characteristics of each case and Tables 1 and 3, it can be seen that
in Case 3 and Case 4, the resource crowding is serious, and the reserve price increases.
Due to the larger demand, the price of upward reserve service is relatively close to
energy price, as shown in Tables 3 and 4, while Case 2 shows that adequate resources
will facilitate the division of energy service and reserve auxiliary service.

4.3 Influence of Wind Penetration Rate on the Value of Pumped-Storage
Reservoir Resources

Tables 5 and 6 show various costs and average prices in Case 2 under different wind
penetration rates.

Table 5. Costs in different wind power penetration ($).

Penetration rate (%) Total cost Fuel cost Reserve cost

26.38 1901,705 1869,032 32,674

50.37 1505,956 1441,701 64,255

76.75 1179,581 1087,280 92,301

From Tables 5 and 6, the increase of wind penetration rate has both advantages and
disadvantages. Although fuel cost is saved and energy price is reduced, the demand for
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Table 6. Average prices in different wind power penetration rates ($/MW h).

Penetration rate (%) Energy price Upward reserve price Downward reserve price

26.38 30.72 6.16 4.68

50.37 25.01 7.14 5.31

76.75 20.26 8.26 8.57

reserve service is increased, and other units in the system are gradually transformed into
the reserve source, and the reserve cost and reserve price increase.

On the basis of Case 2, the installed capacity is further increased, and the value
changes of various reservoir resources under different wind penetration rate from low
to high are compared, as shown in Fig. 6.
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Fig. 6. Changes in the value of reservoir resource in different wind penetration rates.

Combined with the overall trend of the curve in Fig. 6, it can be seen that the increase
of wind penetration rate reduces the cost or benefit of the water-electricity conversion
in energy service, and its corresponding value decreases. As a result, the proportion of
reserve service provided by pumped-storage gradually increases compared with energy
service, while the value of remaining reservoir resources used to provide reserve service
increases.

5 Conclusion

In this paper, considering the availability of remaining reservoir resources to the auxiliary
service of pumped-storage, the day-ahead market clearing model of wind-thermal and
pumped-storage complementary power generation system is established. The energy ser-
vice price and reserve auxiliary service price of pumped-storage node are decomposed
into shadow price components and water value components. From the perspective of
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power supply and load, this paper analyzes the influence of pumped-storage constraints
on water value, deduces the relationship between water value and shadow price of reser-
voir capacity constraint in time, and analyzes the influence of reservoir capacity scarcity
on water value and residual resource value. The variation characteristics of reservoir
resource value at different times and the influence of residual resource scarcity on the
price of reserve auxiliary service were analyzed with a variety of cases, and the influence
of pumped-storage installed capacity, reservoir capacity and wind penetration rate on
electricity price and its main components was analyzed.
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Abstract. Driven by the goal of “carbon peak and carbon neutrality”, a compre-
hensive energy system that integratesmultiple energy structures has emerged.How
to realize multi-energy complementarity and collaborative optimization among
different sources, effectively improve energy utilization efficiency and promote
the consumption of renewable energy has become a research hotspot. In this paper,
the architecture of the user-side multi-energy complementary integrated energy
system is studied, and the coupling equipment and energy supply network are ana-
lyzed. A multi-time scale coupling model, including a static coupling model and
dynamic coupling model, is established for the multi-energy conversion equip-
ment, Furthermore, the multi-energy coupling integration model is described.
Then, a multi-energy coupling collaborative optimization method was proposed,
and the objective function and constraint conditions of the system optimization
operation were established. Finally, based on the coupling model and optimiza-
tionmethod proposed in this paper, amulti-energy complementary comprehensive
energy management and control system is developed. The system has been piloted
and applied in several typical comprehensive energy scenarios across the country.
Through data analysis and practical application verification, energy efficiency and
the economy can be effectively improved.

Keywords: Integrated energy system · Multi-energy coupling · Collaborative
optimization · Economic operation

1 Introduction

Driven by the goal of “carbon peak and carbon neutrality”, improving energy utilization
efficiency and strengthening the comprehensive utilization of renewable energy has
become the focus and research hotspot of the whole society. The integrated energy
system (IES), especially near the user side, can realize the coupling and complementary
and optimized operation of various energy sources, effectively improve energy utilization
efficiency [1, 2] and promote the consumption of renewable energy [3, 4].
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Realizing multi-energy complementarity and promoting the utilization of renewable
energy is an important means to improve system energy efficiency and economy, as
well as an important goal of comprehensive energy operation optimization [5–7]. Ref-
erence [8] studied the different control modes of producing hydrogen with electricity,
and proposed the optimization model of the comprehensive energy system containing
the hydrogen-producing units. Reference [9] designed the optimal scheduling method
of the integrated energy system to find a low-cost and low-carbon operation scheme for
the integrated energy system of office buildings. Reference [10] puts forward two opera-
tion modes of grid-connected wind-hydrogen interconnected coupled power generation
system, and puts forward the operation strategy of isolated operation system. Reference
[11] proposed an optimal scheduling model for hydrogen storage stations considering
demand response. Reference [12] establishes an integrated energy system optimization
scheduling model that takes into account the opportunity income of electric storage and
the penalty cost of thermal storage. Reference [13] established a multi-agent cooperative
operation model based on Nash negotiation theory, which can greatly improve the oper-
ation benefits of each agent and the overall benefits of the cooperative alliance. However,
the current research is still focused on power systems or single coupling forms, and fur-
ther research is needed in the aspects of multi-time scale couplingmodel and cooperative
optimization operation considering multi-agent and multi-mode.

In this paper, the system architecture of user-side multi-energy complementary
energy system is studied first, and the coupling equipment and energy supply net-
work are analyzed. Furthermore, a multi-time scale coupling model, including static and
dynamic coupling models, is established for the multi-energy conversion equipment,
and the multi-energy coupling integration model is described. Then, a multi-energy cou-
pling collaborative optimization method is proposed, which improves energy utilization
efficiency and promotes the consumption of new energy. Finally, the software of the
multi-energy complementary comprehensive energy management and control system
is developed based on the model and optimization method in this paper. The system
has been pilot-applied in several typical scenarios of comprehensive energy systems
across the country. Through data analysis and practical application verification, energy
efficiency and the economy can be effectively improved.

2 Multi-energy Complementary Integrated Energy System
Architecture

As a new generation of energy system, the comprehensive energy system is an integrated
energy system with deep integration and close interaction of source, network, and load
network. The structure of the comprehensive energy system is shown in Fig. 1, which is
generally composed of the following parts: energy supply network unit (such as power
supply, gas supply, cooling, and heating supply network); Energy exchange units (such
as combined cooling heating and power (CCHP) units, generating units, boilers, air
conditioners, heat pumps, etc.), energy storage units (such as electricity, gas, heat and
cold storage, etc.), terminal integrated energy supply units (such as microgrid) and end
users. The power network transfers electricity from the power supply side to the load
side; The thermal system is composed of heat source, heating network, heat recovery
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network, and heat load. High-temperature hot water transfers heat from the heat source
to heat load through the heating pipe, transfers heat to the user through the radiator,
turns into low-temperature hot water, and then flows back to the heat source through
the heat recovery pipe. The natural gas system consists of a gas source, a gas supply
pipeline, a compressor, and a load. A compressor driven by a gas turbine or a motor
is used to increase the gas supply pressure to ensure the gas supply. Equipment such
as combined heat and power (CHP) units, electric boilers, and gas-fired boilers can be
converted between different energy sources according to demand.

gas storage microgrid User

microgrid

microgrid

User

User microgrid

User

power network
gas network

heat network
cool network

P2H artificial 
gas

CCHP

boiler

circulating 
pump

heat pump

heat storage

cool storage

air-
condition

heat storage

electricity 
storage

Generator

Fig. 1. Architecture of integrated energy system

Although the power supply network, heat supply network, and gas network are dif-
ferent in form, they all provide energy for users, which can be collectively referred
to as the energy network. Therefore, the comprehensive energy system is essentially a
multi-energy flow system. IES includes a variety of coupling devices, among which the
main device for coupling conversion of power to heat (P2H) is the electric heat pump,
which can convert electricity into heat with very high efficiency. It is a typical device for
realizing electric heating conversion. The main device for power-to-cold coupling con-
version (P2C) is the refrigerator. The main device for power-to-gas (P2G) is the electric
hydrogen production unit. P2G is usually achieved by electrolyzing water to produce
hydrogen, in which electrical energy is converted into hydrogen energy and heat energy.
There are three main technologies for hydrogen production by electrolysis from water:
alkaline electrolysis from water (ALK), proton exchange membrane electrolysis from
water (PEM), and solid oxide electrolysis from water (SOEC). The cost of ALK is the
most economical among the technical routes of electrolytic water hydrogen produc-
tion. ALK and PEM technology, also known as low-temperature electrolysis, have been
commercialized at present, and the efficiency of electricity to hydrogen can reach 60%
~ 70%. SOEC technology is expected to increase the efficiency of electric-hydrogen
conversion to more than 85% under the condition of high temperature (600–800 °C),
also known as high-temperature electrolysis, but the technology is not yet fully mature.
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Through these coupling devices, the coupling transformation of electricity, heat, and gas
energy networks in the integrated energy system is realized.

3 Multi-energy Conversion (P2X) Coupling Model

In the system architecture in Fig. 1, the model of the unit device can be referred to
Ref. [14, 21]. Due to space limitations, this paper only introduces the electrothermal
coupling model, electrocooling coupling model, and electrical coupling model in detail.
The modeling of electric-heat transfer (cold) system mainly includes two aspects: the
thermodynamic model and the electric power model to realize the interaction with the
power system.The former establishes the quantitative relationship between the amount of
electricity converted to heat (cold) and power (i.e. the energy efficiency ratio), while the
latter focuses on the time-varying relationship between the amount of refrigeration (heat)
and the power system, and the two jointly establish the internal relationship between
temperature and power. In the electrolysis process, electric energy is converted into
hydrogen energy and heat energy. Themodeling of electric hydrogen production includes
the electrochemical model and the relationshipmodel between the voltage of the reaction
process and the running state of the electrolytic cell.

3.1 Electrothermic Coupling (P2H) Model

Electrothermic coupling technology (including CCHP) has been applied in many fields
because of its advantages of cleanliness and environmental protection.P2H mainly con-
sists of electric heat pumps,whichplay an important role in utilizing low-gradewaste heat
resources and improving its grade. The electric heat pump uses the high-temperature heat
source, to improve the heat energy from low-temperature to medium temperature, and it
is often used for heating, domestic hot water, and industrial hot water; The electric heat
pump can also use to produce high-temperature heat from the medium-temperature heat
source, at the same time discharge some low-temperature heat to the low-temperature
heat sink, used to prepare high-temperature hot water or steam.

The static coupling model of the electric heat pump can be expressed by the energy
efficiency ratio coefficient, as shown in Eq. (1).

Ht
HP_ M = CHP · Pt

HP (1)

where, Ht
HP_ M is the heating power of the electric heat pump; Pt

HP is the electric heat
pump power consumption; CHP is the energy efficiency ratio of the electric heat pump.

During the system operation, the P2H equipment will run in different operating
conditions, so the dynamic model of transformation under different operating conditions
should be considered. The thermodynamic dynamic process of the electric heat pump is
shown in Fig. 2, which is the fluctuation process of the electric heat pump in different
periods.

The dynamic process of an electric heat pump can be represented by the equivalent
thermodynamic parameter model in Fig. 3. The corresponding dynamic model is shown
in Eq. (2–3).
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Fig. 2. Dynamic process of electric heat pump

Fig. 3. Equivalent thermodynamic parameter model

T t+1 = T t+1
a + s(t)QR − (T t+1

a + s(t)QR − T t)e− �t
RC (2)

s(t) =
⎧
⎨

⎩

1 T t−1 ≤ Tset − δ

0 T t−1 ≥ Tset − δ

s(t − 1) others
(3)

where, T t+1 is the output temperature, °C; C is equivalent thermoelectric capacity, J/°C;
R is equivalent thermal resistance, °C/W;Q is equivalent heat ratio, W; Ta is the outdoor
ambient temperature, °C; t is the simulation time; �t is the simulation step size; s(t) is
the switching state of the electric heat pump at time t; T set sets the working temperature
of the electric heat pump; δ is the temperature control range.

3.2 Electrocooling Coupling (P2C) Model

P2C can convert electric energy into cold energy, mainly containing electric refrigeration
and air conditioning. Electric refrigeration uses liquid refrigerant to absorb the heat load
of the carrier coolant through evaporation and vaporization at low temperatures and low
pressure, resulting in the cooling effect.

The static coupling model of electric refrigeration is shown in Eq. (4):

Ht
RE,C = CRE · Pt

RE (4)

where, Ht
RE,C is the refrigeration power of electric refrigeration; Pt

RE is the power con-
sumed by electric refrigeration;CRE is the energy efficiency ratio of electric refrigeration,
which is generally 3;
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The compressor is an important component of the electric refrigeration system, and its
structural parameters directly affect the refrigeration capacity of the system. During the
actual operation of the system, the compressor is not always in rated working conditions,
so the dynamic model should consider the parameter changes of the compressor under
unrated working conditions, and its dynamic equation is shown in Eq. (5):

dPout
c

dt
= RgT in

c

Vc
(Gin

c − Gout
c ) (5)

where, Vc is the corresponding volume of the compressor cavity, m3;Gc is air mass flow
rate, kg/s; Rg is the gas constant of air, J/(kg K).

3.3 Electrical Coupling (P2G) Model

P2G is usually achieved by electrolysis of water to produce hydrogen, in which electrical
energy is converted into hydrogen energy and heat energy. Through the analyse of the
threemain technologies for hydrogen production by electrolysis fromwater (ALK, PEM,
and SOEC). Both ALK and PEM technologies can accept fluctuating power supply. The
PEM is more flexible, It can accept load variation range from 0 to 100% of rated power
(some devices even allow short-term operation at 160% of rated power), climb rate is
100%/ s, hot start time is only 1 s, and cold start time is 5 min. It’s an ideal resource for
flexibility.

The static couplingmodel of electric hydrogenproduction canbe expressed asEq. (6–
8):

Pec = ηecPec,in = Uec(iec,Tec) · iec = Pec,out + Qec (6)

Qec = [Uec(iec,Tec) − Utn(Tec) ] · iec = ηhPec (7)

Pec,out = Utn(Tec) · iec = ηh2Pec (8)

where, Pec,out is hydrogen production power, Qec is heat production power, Pec is the
actual input power, Pec,in is input AC power, ηec is AC/DC conversion efficiency, and
iec is current. Tec is the temperature of the electrolytic cell;Uec (iec, Tec) is a function of
electrolytic cell voltage, and its value varies with the changes of iec and Tec. Utn(Tec) is
a thermoneutral voltage function, and its value varies with Tec; ηh2 for electrolytic cell
hydrogen production efficiency; ηh is the heat production efficiency of the electrolytic
cell.

Both ALK and PEM technologies can accept fluctuating power supply, amongwhich
PEM has better flexible performance. Based on the electrochemical theory, when the
equipment parameters and the external environment are set, the hydrogen and heat output
of the electrolytic cell during operation depends on its input power and temperature. The
hydrogen and heat output of the electrolytic cell can be adjusted by controlling these
two variables. The relationship between hydrogen production power and heat production
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power, input power, and temperature of the electrolyzer is linearized, and its dynamic
output is shown in Eq. (9):

{
Pec,out,t = μ1Pec,in,t + ν1δec,tTec,t
Qec = μ2Pec,in,t + ν2Tec,t

(9)

where,μ1,μ2, ν1 and ν2 are the coefficients after linearization of the operation region of
the thermo-hydrogen co-production in the electrolytic cell; δec,t is the 0–1 state variable
representing the running state of the electrolytic cell at time t.

Where, Pec,out,t is the hydrogen production power at time t, Qec is the heat pro-
duction power, μ1, μ2, ν1, ν2 are the coefficients after linearization of the thermo-
hydrogen co-production operation area of the electrolytic cell. δec,t is the 0–1 state
variable representing the running state of the electrolytic cell at time t.

3.4 Multi-Energy Coupling Integration Model

The multi-energy coupling integration model can be regarded as a generalized multi-
port network node in the comprehensive energy system. By connecting with differ-
ent energy networks, it can play the roles of converting, regulating, supplementing,
relieving, and storing different energies. The input port is connected to the energy net-
work and is responsible for energy exchange with the energy network (the input energy
exchange includes positive energy and negative energy); The output ports supply the
energy required by various loads (when there is a distributed power supply access, it
can be considered to output negative energy to it). For a comprehensive energy system
containing multiple energy conversion devices and various forms of energy, the cou-
pling relationship between input and output can be described by matrix C, as shown in
Eq. (10):

⎡

⎣
Le
Lh
L0

⎤

⎦

︸ ︷︷ ︸
L

=
⎡

⎣
Cee Cge C0e

Ceh Cgh C0h

Ce0 Cg0 C00

⎤

⎦

︸ ︷︷ ︸
C

⎡

⎣
Pe

Pg

P0

⎤

⎦

︸ ︷︷ ︸
P

(10)

where, matrix P is the input of each energy, matrix L is the output of each energy, and
matrix C is the coupling coefficient between the input and output of each energy.

4 Multi-energy Cooperative Optimization Method for Integrated
Energy System

With the development of P2X coupling technology, the coupling between electric power
networks and various industries is deepening. Different energy sub-networks no longer
operate alone, but realize the coupling interaction between different energy sub-networks
through P2X equipment. Based on the P2X coupling model introduced in the previous
section, the cooperative optimal scheduling operation of the integrated energy system
can be realized by establishing the objective function and constraint conditions of the
system operation.



40 C. Yizhi et al.

4.1 Objective Function

In this paper, a day is divided into 24 periods, and an optimization objective function
of the operation cycle of the multi-energy coupled equipment system is established.
In order to realize the low-carbon economic operation of the comprehensive energy
system, the optimization objective mainly includes the optimal objective function of the
total operation energy efficiency and total operation cost considering the multi-energy
coupling.

4.1.1 Optimal Function of Total Operational Energy Efficiency

When energy efficiency is considered, the objective function is the ratio of input power
and output power of energy. Energy coefficients of different values are used to describe
different energy sources, and then quantitative and qualitative energy losses in the pro-
duction and conversion process are quantified to obtain energy utilization efficiency. The
objective function is shown in Eq. (11).

max ηex =

∑

i∈�out

Eout,iλi

∑

i∈�in

Ein,iλi
=

∑

t
(Pel(t)λe + Phl(t)λh + Pgl(t)λg)

∑

t
(Pin,e(t)λe + Pin,g(t)λg + Pin,pw(t)λpw)

(11)

where, Ein,i, Eout,i represents the input power and output power of the I-th energy; Pel(t),
Pgl(t), Phl(t) represents the load power of electrical, gas, and heat at the time period t;
Pin,e(t), Pin,g(t), Pin,pw(t) represents the input power of electrical, gas, solar/wind in
time period t; λe, λg, λh, λpw respectively represent mass coefficients of electrical, gas,
heat, and solar/wind energy.

4.1.2 Optimal Function of Total Operating Cost

Considering the multi-energy coupling equipment, the total operation cost includes the
operation cost of the traditional generator set, electric-heat-cold-gas coupling equipment,
and the output cost of the natural gas source. The objective function is shown in Eq. (12):

min
∑

i∈T

⎡

⎣
∑

i∈Nc
e

(
ai + biP

G
i (t) + ciP

G2
i (t)

)
+

∑

i∈Ng

(
βi,tQ

ws
i (t)

)

+
∑

i∈NCHP
e

εCHP

(
γPP

CHP
i (t) + γH�CHP

i (t)
)
⎤

⎦ (12)

where,
(
ai + biPG

i (t) + ciPG2
i (t)

)
is the operating cost of the generator, it is the equa-

tion for the quadratic function. To build a linear model, the equation is linearized by
the piecewise linearization method; βi,tQws

i (t) is the cost of natural gas source output;
εCHP

(
γPPCHP

i (t) + γH�CHP
i (t)

)
is the operating cost of the CHP unit; Among them,

ai, bi and ci are the cost coefficients of the generator respectively; PG
i (t) is the active

power output of the generator i at time t; β is the cost coefficient of natural gas,Qws
i (t) is
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the output value of natural gas source at time t; εCHP is the fuel cost coefficient of CHP
unit. PCHP

i (t), �CHP
i (t) respectively represents the electrical power and thermal power

emitted by CHP unit i at time t. γP , γH respectively CHP machine power consumes fuel
of setting a unit electric power and thermal.

4.2 Constraint Condition

In order to ensure the safe and normal operation of the integrated energy system, it
is necessary to set reasonable operation constraints. The operation constraints consid-
eredmainly include network constraints and equipment constraints. Network constraints
mainly include energy constraints, Equipment constraints including the power con-
straints of upper and lower limits, and climbing power constraints, during the operation
of the various equipment, such as unit equipment, energy storage equipment, coupling
equipment, and other equipment.

4.2.1 Network Constraint

The network constraints in this paper mainly consider the constraints of energy supply
and demand balance, including power system constraints, natural gas system constraints,
and thermal system constraints. Network constraints are uniformly converted to power
balance constraints, as shown in Eq. (13):

⎧
⎪⎨

⎪⎩

PEL(t) + PHP(t) + PHTHP(t) = PGT(t) + PES(t) + Pwv(t) + PEX(t)

PSL(t) = HGT,S(t) + HHTHP,out(t)

PHL(t) + HHTHP,heated(t) = HHP,H(t) + HM(t)

(13)

where, PEL(t), PSL(t) and PHL(t) are the electric load, steam gas load, and hot load of
time t respectively; Pwv(t), PES(t) and PEX(t) are the wind power generation power,
battery power, and the interaction power between the system and the main network at
the time t respectively. PHP(t), HHP,H(t) is the electric energy consumed by the electric
heat pump and its heating power during the time t respectively. HGT,S(t) is the steam
thermal power output by the gas turbine during the period t.

4.2.2 Equipment Constraints

Equipment constraints include that all kinds of equipment, such as unit equipment,
energy storage equipment, and coupling equipment, must meet the upper and lower
limits of power constraints and climbing power constraints during operation, as shown
in Eq. (14).

{
Pmin
j ≤ Pj(t) ≤ Pmax

j

−Ddown
j �t ≤ Pj(t) − Pj(t − 1) ≤ Dup

j �t
(14)

where, Pmin
j and Pmax

j are the upper and lower limits of the output power of device j

respectively; Ddown
j and Dup

j are the upper and lower limits of the climbing power of
device j respectively.
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5 Multi-energy Complementary Integrated Energy System
and Application

5.1 Architecture Diagram of Multi-energy Complementary Comprehensive
Energy Management and Control System

Business 
Application Layer

Visual Display 
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Management 
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Efficiency 
Analysis
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Fig. 4. Software architecture of multi-energy complementary integrated energy management and
control system

The software package is developed based on the model and optimization method
in this paper. The system software architecture is shown in Fig. 4, which adopts C/S
architecture and follows the design idea of micro-service architecture. The multi-energy
complementary integrated energy system architecture includes the basic platform layer,
business application layer, and visual display layer.

(1) Basic platform layer: Based on the microservice software architecture mode, it sup-
ports the whole life cycle management from development to deployment, operation,
and maintenance, which can be divided into basic modules, database management
modules, microservice modules, container management modules, etc.

(2) Business application layer: Provide users with various business functions and appli-
cations through the user interface, including data acquisition module, energy fore-
cast module, coupled model module, multi-energy optimization module, demand
response module, energy efficiency analysis module, carbon flow analysis module,
control regulation module, etc.

(3) Visual display layer: provide the interaction window between the system and
users through visual means such as Web interface; Including graphics management
module, panorama monitoring module, and so on.

5.2 Typical Scenario Application

Themulti-energy and complementary integrated energymanagement and control system
has been piloted in several integrated energy demonstration zones across the country.
Including user-side scenes such as commercial CBD, schools, hospitals, industrial parks,
etc., and area scenes such as urban energy Internet scenes, covering a variety of different
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primary and secondary energy types such as electricity, heat, and natural gas, to meet the
different applications needs of heating in the north and green electricity consumption in
the south. Through the energy efficiency analysis module of the system and the analysis
of economic benefits, the energy efficiency and economy of typical scenarios have been
significantly improved.

5.3 Scenario Application Example

In order to further verify the advantages of the proposed model and the collaborative
control method, a case study was carried out in the integrated energy system scenario
of a multi-energy coupled and complementary industrial park represented by the tex-
tile industry. The main energy requirements are electricity, hot water, and steam, and
the system includes CCHP units, photovoltaics, wind power, an upper power grid, stor-
age batteries, electric heat pumps, and high-temperature steam heat pumps. The high-
temperature steam heat pump consumes electric energy to produce steam. Table 1 lists
the unit parameters.

Table 1. Unit parameter

Name Gas
turbine

Electrical
heat
pump

Steam
heat
pump

Wind
power

Solar
power

Main
network

Rechargeable
battery

Heat
storage
tank

Power/Capacity
(kW/kWh)

800 100 30 400 300 200 300 (kWh) 100
(kWh)

Efficiency 0.35 3 4 – – – 0.001 0.002

Operation and
maintenance
unit price/(yuan
/kWh)

0.053 0.026 0.024 0.029 0.025 – 0.051 0.049

The average power supply efficiency of the power plant in the main power network
interactingwith the industrial park is 0.35, and the average power transmission efficiency
is 0.9.Unitwind abandonment penalty cost is 0.03 yuan/kWh; The price and low calorific
value of natural gas are 2.54 yuan/m3 and 9.7 kWh/m3 respectively. Combined with the
annual power generation data of the system, 22:00–24:00, 0:00–7:00 are selected as the
valley period, 7:00–16:00 as the normal period, and 16:00–22:00 as the peak period. The
model andmethod in this paper are adopted, and 1h is divided into the optimized sub-time
segment, aiming at themaximumconsumption ofwind power and photovoltaic output, as
well as the optimal energy saving and economy. The coupling conversion effect of high-
temperature steam heat pumps on different grades of energy is fully considered. During
the valley electricity price period, the high-temperature steam heat pump is full, and the
wind power is absorbed to convert hot water into steam, which increases the hot water
load during the period, improves the heat production of the high-temperature steam heat
pump, realizes the efficient electrothermal coupling conversion, and improves the energy
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utilization efficiency of the system. From 7:00 to 9:00, there is wind abandonment in the
system, and high-temperature steam heat pump is invoked to supply energy to absorb
excess wind power. Due to its own energy loss, the hot water storage tank first releases
water from 22:00 to 24:00, heats and stores hot water through an electric heat pump
during the normal period of electricity price, and releases heat during the peak period
of electricity price. The optimization results of power, steam, and hot water are shown
in Fig. 5a–c respectively:

The model and method in this paper are adopted to calculate and analyze the
indicators of the system before and after optimization, as shown in Table 2:

Through the calculation example, after the optimization model and method are
adopted, the heat supply of the electric heat pump is increased by increasing the hot
water load to improve the load rate, and the load rate is increased by 9.71%. The thermal
power optimization of the high-temperature steam heat pump is carried out, decoupling
the operation constraint of the CCHP unit, promoting the wind power consumption in the
system, and avoiding the wind abandonment penalty. The energy efficiency is increased
by 16.25%, which verifies the effectiveness of the model and method in this paper.

6 Conclusion

This paper focuses on improving the energy utilization efficiency of IES, and realizing
coupling complementarity and cooperative optimization among various energy sources,
Based on the analysis of coupling equipment and energy supply network, the multi-
time scale coupling model of the multi-energy conversion equipment is established,
including static model, dynamic coupling model and multi-energy flow unified model.
Furthermore, the multi-energy coupling collaborative optimization method was pro-
posed, and the objective function and constraint conditions of the system optimization
operation were established. Finally, the software of the multi-energy complementary
comprehensive energy management and control system is developed. The system has
been piloted and applied in several typical comprehensive energy scenarios across the
country. Through data analysis and practical application verification, energy efficiency
and economy can be effectively improved. With the continuous deepening of energy
reform, the multi-energy complementary comprehensive energy management and con-
trol system developed in this paper will continue to be promoted and applied in com-
prehensive energy projects, constantly expand the typical application scenarios of the
system, continue to carry out algorithm optimization and engineering experience accu-
mulation, to further improve the optimization and scheduling ability of the multi-energy
complementary comprehensive energy system.
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(b)

(c)

(a)

Fig. 5. a Results of power optimization scheduling. b Results of steam optimization scheduling.
c Results of hot water optimal scheduling
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Table 2 Comparison of indicators before and after optimization

Optimal scheduling Before optimization Post-optimization Compare

Curtailment penalty cost/yuan 27.5 0

Total cost/yuan 8953.3 7760.3 −13.3%

Load rate (%) 68.29 78.00 +9.71

Energy efficiency (%) 83.59 99.84 +16.25
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Abstract. In recent years, the technology in smart substation has been rapidly
developed in China, and core technical advantages such as digitalization and stan-
dardization of information sharing in smart substation have been further demon-
strated. However, the advantages of smart stations such as logical isolation and
process layer data sharing are not fully utilized in the maintenance of protection
device in smart substation. At present, isolator link mechanism is still widely
used in the maintenance of protection device in smart substation, and plugging
and unplugging of equipment fibers are often required during the testing process,
which brings potential risks to the safe operation of the protection equipment. In
order to solve these problems, this paper proposes a technical solution of remote
online relay protection testing system architecture by deeply exploring the dig-
ital advantages of smart substations. Firstly, the virtual circuit logical isolation
technology for relay protection devices based on IEC61850 ED2 is discussed in
detail. Secondly, it focuses on the design and functional application of the smart
substation remote online testing APP; Based on the current technical situation, the
feasibility of realizing network remote secure access from the dispatching center
to the smart substation side and the entire test data flow are emphatically analyzed.
Combined with the pilot project, the remote online relay protection testing sys-
tem is preliminarily verified. The results show that remote online testing of relay
protection can effectively improve the efficiency of operation and maintenance of
relay protection in smart substations.

Keywords: Smart substation · Online testing system · Logical isolation of
virtual circuit · IEC61850

1 Introduction

In recent years, with the extensive application of smart substations, the technology of
smart substations has developed rapidly. The core technical advantages of smart substa-
tion, such as digitalization of the whole substation information, networking of communi-
cation platforms, standardization of information sharing, and intelligence of high-voltage
equipment, are further highlighted [1–4]. However, for a long time, the maintenance of
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the protection device in smart substation still uses isolator link mechanism. Although
this mechanism ensures that the maintained device does not affect the normal opera-
tion of other device„ multiple devices’ optical fibers need to be plugged and unplugged
during the testing, and repeated plugging and unplugging of optical fibers will bring
potential risks to the safe operation of the protection device [5]. It can be seen that the
maintenance of smart substations has not fully utilized the outstanding advantages of
the logical isolation realization through protection device software and data sharing in
process layer.

Different from IEC61850 ED1, IEC61850 ED2 has made more detailed and com-
plete adjustments to the definition and application of GOOSE. This provides strong
technical support for making full use of the advantage of data sharing in the whole smart
substation, achieving online testing, and even remote online testing of remote smart sub-
stations. The advantages of information opening and data sharing in smart substations
are also being widely used by engineers. Through the relay protection online monitoring
and detection of smart substation, the realization of operation and maintenance without
power outage has gradually become a new technology research hotspot [6, 7]. Literature
[8] designed an non-invasive automatic testing system to solve the problems of low test-
ing efficiency and insufficient safety of the secondary circuit in smart substation. The
test of the secondary circuit of the protection device can be completed not changing the
device configuration and physical link in the substation, which significantly improved
the efficiency of engineering test. Literature [9] proposes a solution for automatic accep-
tance of substation monitoring information that is oriented to dispatcher control and
meets the requirements of full circuit acceptance, which breaks through the technical
bottleneck of automatic acceptance of interactive information between master and sub-
stations and greatly improves the efficiency of acceptance testing. Literature [10] has
effectively solved a series of problems in the actual operation and maintenance of sec-
ondary equipment of smart substation by configuring online monitoring and intelligent
diagnosis device of secondary equipment in the substation, and status monitoring and
remote operation and maintenance system of secondary equipment in the control center.
The above research has improved the operation and maintenance efficiency of smart
substation to a certain extent, but there is still a certain distance from online testing. Lit-
erature [11, 12] proposes to establish a remote test engineer station, allow test experts to
access software to control substation test computer through high-level security network,
establish a more convenient test channel through the network, and solve the remote test
problem under the two states of relay protection undesired operating and incorrect oper-
ating. However, remote access based on the public network can not guarantee the data
security.

Based on the IEC61850 ED2 technical standard, this paper proposes a solution for
the relay protection remote testing system architecture by deeply exploring the digital
advantages of current smart substations in China. Under the premise of following rele-
vant standards, the scheme is established based on the existing information interaction
system between the dispatching side and the intelligent substation. Firstly, based on
the IEC61850 ED2 technical standard, the safety and controllability of the logic link
used by the protection device maintenance in smart substations and the logical isola-
tion of virtual circuit between protection devices are realized, which ensures the safety
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and feasibility of the scheme in the technical level. Secondly, using the proprietary
communication network from the dispatching side or centralized control substation to
the substation, the secure data interaction between the dispatching side or centralized
control substation and the testing APP of the substation can be achieved by expanding
the IEC104/IEC101 protocol. Finally, a fully controlled testing APP is deployed in the
smart substation monitoring and control system based on the container technology to
achieve automatic control over the start and stop of online testing terminals. Based on
this scheme, a remote online testing system for relay protection has been established in
a 220 kV smart substation in Shandong Province, and the feasibility and convenience of
the system have been preliminarily verified.

2 Simulation Mechanism and Isolation Technology by Software

The biggest change of the GOOSE message parameter definition in the IEC61850 ED2
compared to the ED1 is the addition of the “Simulation” parameter. The “Simulation”
parameter is used to identify whether the GOOSEmessage is sent by a simulation device
or by an actual operating device. The Simulation reception processing mechanism of
the “Simulation” parameter refers to the processing behavior of the GOOSE receiving
element when the “Simulation” parameter of the GOOSE message received by the IED
is TRUE. This technology provides necessary technical support for smart substations to
truly achieve online testing of relay protection without plugging in and unplugging the
optical fiber of the tested equipment.

2.1 Simulation Mechanism

The data object “Sim” of the logical node “LPHD” of the IED is used to determine
whether the IED receives a normal subscription message or simulation message. When
the value of the “Sim.stVal” parameter is FALSE, the IED receives a normal subscription
message. When the value of the “Sim.stVal” is TRUE, the IED receives a test message
simulating the subscription message.

After adopting the new maintenance mechanism, the operating equipment sends a
GOOSE/SV message with the simulation quality of FALSE to the IED, and the test
equipment sends a GOOSE/SV message with the simulation quality of TRUE to the
IED. When the IED is in the operating state, that is, the value of “Sim.stVal” is FALSE,
then the IED only receives the normal subscription message. When the IED device is in
the testing state, that is, the value of “Sim.stVal” is TRUE, then the IED only receives
test messages of analog quality. To reflect the message receiving status, the parameters
“LGOS” and “LSVS” are set to respectively reflect the receiving status of GOOSE and
SV messages. When the value of “LGOS.St” is TRUE, it indicates that the subscription
message is in the receiving status. When the value of “LGOS.St” is FALSE, it indicates
that the subscription message has not been received or is not in the receiving status.
When the value of “LGOS.SimSt” is TRUE, it indicates that the subscription message
with the simulation quality of TRUE is processed. When the value of “LGOS.SimSt” is
FALSE, it indicates that the subscriptionmessagewith the simulation quality of FALSE is
processed. The processing of the Simulation message by the GOOSE receiving element
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needs to be judged based on the status of the “LPHD.Sim”. The processing logic is
shown in Fig. 1.

Fig. 1. The processing mechanism of GOOSE simulation message

2.2 Logical Isolation Technology of Virtual Circuit

In order to ensure that the message from maintenance equipment does not affect the
operating equipment, the protection device must achieve reliable logical isolation of vir-
tual circuit to ensure the safety of online testing. Hence, the existing TEST maintenance
mechanism and the GOOSE receiving logic link of related protection equipment can be
used in smart substation.

The existing maintenance mechanism of smart substations is as follow: the main-
tained protection equipment and acquisition execution unit need to connect the isolator
link of themaintenance, and themaintenance quality of the GOOSE/SVmessage sent by
these devices is TRUE. All devices that subscribe to these device messages obtain their
maintenance status based on the maintenance quality of the message, and process the
message according to the consistency rules by comparing with their own maintenance
status. If the maintenance quality of the two devices is consistent, effective treatment
shall be taken, and if not, invalid treatment shall be taken. In order to achieve remote
online testing, the logic link of themaintenance of the protection device can be controlled
remotely.

According to the requirements of online testing, it is necessary to enable and disable
the GOOSE receiving logic link related to maintained equipment protection. If the line
protection is in maintenance state, it is necessary to disable the logic link used to initiate
breaker failure protection of the corresponding bay of the bus bar protection. When
the GOOSE receiving logic link is disabled, the protection device no longer processes
the GOOSE message, but automatically sets a fixed value based on the logic of the
received signal. For example, the device resets the breaker failure initiation signal and
breaker failure inter-tripping signal to prevent the protection device from under side
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operating. The GOOSE sending logic link, SV and GOOSE receiving logic link of the
tested protection device are always enabled. Before the test, the protection device is put
into “Simulation” mode, that is, the value of “Sim.stVal” in LPHD is set to TRUE, and
the test terminal sends simulation SV and GOOSE message with the Simulation quality
of TRUE. At this time, the tested protection device accepts the simulation message sent
by the test terminal.

The reliability of virtual circuit logic isolation technology is related to the simulation
and test status of the tested protection device, the test status of the station-layer message
between the protection device and the protection tester, and the bay receiving link of the
protection device, etc. Before the test is performed, the isolation effectiveness can be
evaluated by the following methods:

M = (
Mr&S&T ⊕ Tr + Mt&S&T ⊕ Tt

)
&LP (1)

T: the local test status.
Tr: the test status of the message from the subscription device.
Tt: the test status of the message from the testing device.
S: the local simulation status.
M: the actual application message of the protection device.
Mr: the message of subscription device.
Mt: the message of test device.
LP: Receiving link.

3 Software Design of Online Testing APP

The online testing APP is the control core of remote online testing system for the relay
protection in the smart substation, and plays a connecting role in the entire business data
flow. In order to ensure the safety and controllability of the output data of the whole
test APP, the existing hardware equipment of the smart substation is used to deploy
the test APP in the substation monitoring and control system based on the container
technology. Using the container technology to deploy test APP can effectively ensure
the data security and controllability of the substation monitoring and control system.
When the test APP is in service, no matter whether the test APP crashes or not, it will
not have an essential impact on the substation monitoring and control system. At the
same time, the container uses limited hardware resources, the network environment can
be separated, the application program in the container can be bound to the local port,
it is not necessary to worry about conflict with the host system or other software in
the container. The test APP is developed by QT, a cross-platform C++ graphical user
interface application development framework, which is convenient for debugging and
transplantation of the test APP, and meets the technical requirements of deploying APP
in the container of Linux operation system.

3.1 Function Design of Test APP

In order to quickly process test business data, the test APP is divided into the following
function modules based on testing applications, including virtual device module, device
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configuration data editingmodule, device test data editingmodule, test casemanagement
module, test data management module, test process control module, IEC103 communi-
cation module, and test terminal communication module. The data flow of each module
in the test APP is shown in Fig. 2.

The virtual devicemodule receives the test setup data sent from the test master station
located on the dispatching center or the centralized control station, including the test case
group number (remote regulation type data) and the test case number inside the group.
If it is 0, the entire group of test cases (remote regulation type data) and test start/stop
control commands (remote control type data) will be executed, and these data will be
transferred to the test process control module. The virtual device module receives the
test results uploaded by the test APP and the test result is sent to the remote test engineer
station.

The device configuration data editing module and the device test data editing module
are mainly used to quickly edit the channel configuration data and test data of the tested
device and save the test project through a graphical interface.

The test case management module is mainly used to manage test cases through a
graphical interface, open device channel configuration data, open device test data, and
create and delete test cases.

Virtual Device 
Module

IEC103 communication module

Device configuration data editing 
module

Test process control 
module

Device test data editing module

Test terminal communication 
module

Test Case Management 
Module

Test terminal

Direct network

Protection device 

Station control layer switch

GOOSE SV
Process layer switch

Test data management 
module

Telecontrol communication device

TEST APP

Monitoring Host Containers

Fig. 2. Test APP software architecture
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The test data management module is mainly used to form a test data flow which is
sent to the signal output terminal based on the channel configuration data and test data
designed by the tester.

The test flow control module mainly has two main functions:

1. Receive the command from the virtual device module, and read local test cases into
memory according to the mapping relationship, and implement test start/stop control
operations.

2. Receive the status change message of the tested device sent by the communication
module of the test terminal, and compare it with the monitoring message to form a
test briefing. If it is a remote operation, the test briefing is upload to the virtual device
module.

The test terminal communication module uses private protocols and signal output
terminals for data communication to achieve the sending of test command data and the
automatic upload of the device test status change message. The communication module
of the test terminal adopts the direct network connection with the signal output terminal,
so as to avoid the influence of test data on the network.

The device IEC103 communication module can automatically modify and verify
the device protection settings online, thus assisting the test system to complete the
verification of the logical functions of the protection device one by one.

3.2 Function Application of Test APP

Based on the above system functional division, the online testing APP of smart substa-
tion relay protection has been developed. The right side of Fig. 3 shows the graphical
configuration interface for testing APP analog and binary data, and the left side of Fig. 3
shows the project management center interface for testing APP. The test APP provides
a maximum of 6 state analog graph data editing functions or remote analog data map-
ping functions, and finally realizes the engineering file saving of progressive test data.
Through the test management center, you can quickly open the test project can be quickly
open to carry out the relay protection online test.

The test APP can realize the relay protection online test analysis in two modes, one
is to launch the online test remotely, and the other is to launch the online test in the
substation locally. For remote online test, the test initiating end is at the dispatch center
or the test engineer station of the centralized control station. For the test in the substation
locally, the test APP can be directly opened, establish the test case through the graphical
interface, or select the test case to perform the test. Although the operation method of
two modes is different, the test dataflow is exactly the same after testing the APP data
endpoint.

4 Test Data Security Access

Domestic and foreign experts and scholars have made certain research on remote online
detection of relay protection in smart substations. Unlike foreign countries, data com-
munication between substations and control centers in China adopts dedicated network
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Fig. 3. Remote online test APP of relay protection

to transmit power data, typically using longitudinal encryption devices on the substation
side, so as to achieve safe and reliable transmission of power data. The idea of this
paper is to add a remote test engineer work station in the dispatching control center or
centralized control center, and utilize the existing network architecture to establish test
communication link only by limited expansion of the IEC104/IEC101 communication
data point table. Measured bay data (e.g.: voltage, current, phase angle, frequency…)
will be transmitted by using remote regulation data type. Enabling/disabling data of the
logic links will be transmitted by using the binary input data type. The start/stop control
data of the test APP will be transmitted by using the remote control data type. On the
substation side, the test APP is designed in the SCADA (Supervisory Control and Data
Acquisition) HMI system container, so as to receive test data from the test engineer
workstation. Moreover, the test data will be parsed and forwarded to the signal output
terminal, and the device status change message received by the signal output terminal
will be sent to the test engineer workstation. As shown by the red dotted line in Fig. 4, a
test closed-loop link is established through the test APP, so as to achieve the safe trans-
mission of test command data, and the reception and upward feedback of the result data,
as well as the remote detection of the relay protection circuit. The network connection
relationship between the test APP and the test engineer workstation is shown in Fig. 4.

Figure 5 shows the detailed data interaction diagram of the remote test engineer
workstation, station manager, test APP, and test terminal in the remote online testing
process of the smart substation. The test expert initiates the online test in the dispatching
center, and the test APP automatically opens local test cases by parsing IEC 60870-5-104
mapping data. The test case data are configured according to state sequences based on
the device settings of the protection devices under test. After the test terminal outputs the
measurements for the pre-configured time, the output will stop automatically. If a single
test case is executed, the test APP opens the test case according to the mapping data
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Fig. 4. Schematic diagram of smart substation system structure

to execute the test. If full set of tests are required, the test APP automatically performs
the loop test according to the number of test cases in 1 set. For example, the remote
test master station tests and verifies the overcurrent protection function of the protection
device. The protection device has overcurrent stage I/II/III functions that require to be
tested one by one. After the remote test master station issues the test command, the test
APP executes the over current stage I test, completes the test and uploads the test report,
and then cyclically executes the overcorrect stage II and stage III until all the test cases
of the entire test group have been tested.

5 Trial Project Application

The smart substation remote online testing system developed based on the smart sub-
station remote testing system architecture proposed in this paper has been implemented
in a 220 kV smart substation in Shandong province. All the protection devices of the
smart substation are designed based on IEC61850 Edition 2 standard, and the remote
online testing APP is deployed in the SCADA HMI system container. Figure 6 is a
schematic diagram of the online testing of the main transformer protection device of
the substation. The test terminal communicates directly with the APP through direct
network cable, obtains the device GOOSE status change message through the substation
process level Ethernet switch, and uploads the test status change message to the APP.
The test APP filters the monitoring messages according to the test cases, and organizes
them locally into a test report, which is displayed on the main interface of the test APP.
In case of remote test operation, the test APP will upload the test report to the remote
test engineer workstation.
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Fig. 5. Typical test data interaction flow chart of relay protection remote detection

The protection devices in the substation have great differences in bays and protec-
tion components, so the test engineering is configured independently for each protection
device. The test engineering diagram is shown in Fig. 7, including two parts: test envi-
ronment and test case. The test environment is mainly equipped with the information
of each bay’s analog channel, protection setting, binary input, tripping output of the
protection device, etc., which is used to simulate the working condition of normal hot
standby when the tested device is under the logic isolation condition, so as to avoid
the link disconnecting. According to the different tested protection components, the
test case verifies the key factors such as protection accuracy, the operating time, and
enabling/disabling control by means of state sequence.

In order to realize remote control, for test cases configuration, the tested protection
components are grouped in principle, and each test case group corresponds to a remote
control point, which is used to perform for a group of test cases by remote control
of the master station. In the test case group, test cases are added, including changing
setting, state sequence, and operating criteria to realize functional tests such as protection
operating accuracy, operating time, and blocking logic. Each test case corresponds to a
remote point for sending the result of whether the test passes. After all the test cases are
configured, the test APP traverses the test project and generates an communication list
including remote control of the test group and remote communication of the test cases
for remote control.

After the configuration of the test project is completed, the test APP remains online.
The test process is divided into three stages: test preparation, test execution and test
reset.

In the test preparation stage, there are two operations: (1) Remote control or manual
control to enable the Simulation and Maintenance logic link of the tested protection
device to make the tested protection device enter the test state; (2) Remote or manual
control the test APP, and the test system enters the test mode. If the protection device
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Fig. 6. Diagram of main transformer protection test of a 220 kV substation in Shandong

Fig. 7. Schematic diagram of test engineering structure

first enters the test state, at this time the protection device no longer receives normal SV
message, the alarm of process layer disconnect is issued. If the test system first enters the
test mode and sends a message with Simulation flag, then the protection device enters
the test state. Within a period of time, the sampling of the protection device will contain
both the received normal SV message and the newly received Simulation message, and
there is the sudden change in the sampling calculation results, and there is the possibility
of alarm or operating. The output contact may be affected. After several validations, it
is decided that the tested protection device enters the test state first, and the test system
enters the test mode again. After the test system enters the test mode, the process layer
data should ensure output rated voltage and zero current before and after the test case is
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applied to ensure that the process layer disconnection will not occur in the test execution
stage.

In the test execution stage, the test APP repeatedly receives the test command, exe-
cutes the test process, sends the test progress, and judges and upload the test result.
Receive remote or local test commands, match them to the corresponding test group,
and execute test cases sequentially. Before and after the test cases are executed, the
number of test cases is counted, and the number of completed test cases and the total
number of test cases are sent as SOE, so that the test progress can be known in remote
end. After the execution of each test case, the test APP collects operating information,
compares it with the preset result of the test case, and make a conclusion on whether
the test case passes, and sends it through remote message. After the entire group of test
cases is executed, send the total result of whether all test cases pass the test.

Typical execution process of a test case:
Step 1: Modify the device protection settings;
Step 2: Wait for the device running;
Step 3: The test APP control the test terminal to output analog data, and execute the

test;
Step 4: Stop the output, and verify whether the preset results are satisfied;
Step 5: Modify the device settings to the original value, and verify them;
Step 6: Upload the test report and progress.
After the completion of all tests, remote or manual control test APP to terminate

the test and enters the test reset stage. According to the sequence of steps in the test
preparation stage, to avoid the sudden change of SV messages, the test system exits the
test state first; Then, according to the safety regulations related to the protection device
routine check, after confirming that the current protection setting is consistent with the
operating setting, disable the Simulation and Maintenance link of the protection device
and restore the normal operation of the protection device. During the test, in order to
ensure the effectiveness of logic isolation, the status of the simulation link and the test
link of the tested protection device are mapped to the GOOSE message. By receiving
the GOOSE message, the tester obtained the link status of the tested device, and verified
whether the logic isolation is reliable according to formula (1). If the status of logic
isolation is inconsistent with the expected status, stop sending process layer data and
exit the test state.

It has been verified that there is no difference between the test result and the routine
check of the protection device. During the test preparation and reset phase, the process
layer message in optical fibers can be configured within one minute by using software
because optical fibers do not need to be plugged and unplugged. It is ensured that the
correct test environment is prepared and manual involvement is reduced.

6 Conclusion

Based on the IEC61850 Edition 2 standard, the scheme in this paper fully utilizes the
simulation mechanism, maintenance mechanism, and SV/GOOSE receiving/sending
logic link mechanism of smart substations, so as to achieve safe and reliable isolation
of the virtual circuits between the maintenance devices and the running devices. The



60 Y. Tang et al.

testing terminal always outputs SV and GOOSE messages with the simulation quality,
so as to ensure the safe transmission of simulation messages in the process level. The
smart substation relay protection remote online testing system can be applied to the
remote periodic inspection, as well as the functional verification after remote upgrading
of the protection device programs. The system can quickly achieve online testing of relay
protection functions for the remote dispatching control center, the centralized control
center, or the local SCADA HMI system.

Deeply exploring the digital advantages of smart substations and promoting the
rapid application of new technologies in smart substations, still remains an important
direction for the development of smart substation technology in the future. Remote online
test system of smart substations undoubtedly creates more convenient and faster online
automatic test conditions, which will also make a beneficial attempt and exploration for
the in-depth practice of relay protection remote test in smart substations within China.
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Abstract. The robust control method is effective in suppressing the phenomenon
of low frequency oscillations (LFOs) in power systems. Aiming at the problem
of LFOs in AC/DC transmission system, a coupling robust damping controller
design method based on multiple input multiple output (MIMO) system model is
proposed to enhance the damping of specific oscillation modes by utilizing the
interaction between different control loops instead of decoupling the control loops.
Firstly, the global least squares—rotation invariant (TLS-ESPRIT) technique is
used to identify the reduced order model of MIMO system and the oscillation
modes of the system. Then a kind of hybrid H2/H∞ method is used to design cou-
pling robust damping controller based on different control loops. The balanced
truncation method is used to reduce the order of the controller, which has both
robust performance and practical engineering application. Finally, a four-machine
two-area AC/DC test system is built in PSCAD/EMTDC. The time domain simu-
lation results show that the coupling robust controller can effectively suppress the
LFOs under various disturbances and faults, and the system can quickly recover
stable operation. At the same time, output feedback control is utilized, which is
convenient for engineering practice.

Keywords: AC-DC interconnected power grid · Low frequency oscillation ·
Hybrid H2/H∞ method · Coupling robust damping control

1 Introduction

The characteristics of the reverse distribution of energy resources and load in China
determine the basic pattern of “West-East electricity transmission project”. High volt-
age direct current (HVDC) transmission technology, which is suitable for long distance
and large capacity transmission, provides an effective solution for the rational develop-
ment, optimal allocation and efficient utilization of domestic resources, and has huge
economic, environmental and social benefits. With the increasing scale and complexity
of interconnected power system, inter-area LFOs occur from time to time, which brings
great challenges to the safe and stable operation of power system. Divergent inter-area
oscillations caused by insufficient damping may even lead to power failure.
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Themost commonmeasure used to suppress LFOs is to add a power system stabilizer
(PSS) to the excitation regulator of a synchronous generator to offset the negative damp-
ing generated by an automatic voltage regulator (AVR) with simple voltage deviation
regulation and provide a positive damping torque to the generator. However, some studies
have shown that PSS is not always effective for LFOs, especially inter-area oscillations.
At present, the main function of PSS is still to suppress local oscillations. In recent years,
with the increasing maturity of HVDC, the additional control based on HVDC has been
widely studied, especially in damping inter-area oscillations has more flexible control
modes and faster response speed than the traditional damping control. At present, for
the research of additional damping control of power system, the more mature analysis
methods include robust control, optimal control, adaptive control and fuzzy control. A
bilinear matrix inequality design method for MIMO robust controller is proposed in [1].
In [2], a decentralized and coordinated control method for large-scale nonlinear process
control systems based on dissipative system theory is proposed, but it is complicated to
construct and solve the Hamiltonian Jacobi inequality. In [3], An improved D-K iterative
method is used to design a decentralized H∞ robust controller for suppressing urban
building oscillations. In [4], communication network constraints such as signal delay
and signal loss are taken into account, and a dynamic output feedback controller with
wide-area signal as feedback signal is designed to suppress inter-area oscillations.

Most of the existing design methods of robust damping controller are in the form of
single input single output (SISO). There is only one robust damping controller feedback
signal in a single control loop, which is difficult to demonstrate its robustness in complex
power systems or when the fault point is far from the installation site of the controller. In
addition, the existing MIMO controller based on decoupling design of multiple control
loops is difficult to eliminate the coupling between loops when there are more control
devices, and the relative gain array (RGA) method may be difficult to find a suitable
control loop for pairing, thus affecting the effect of the controller.

In this paper, the current control terminal of HVDC system is taken as input, and the
speed difference of generators in different regions is taken as output. Without decou-
pling design of different control loops, the TLS-ESPRIT algorithm is used to obtain the
state space equation and oscillation mode of the MIMO system directly. Then the cou-
pling robust controller is designed based on the hybrid H2/H∞ robust control method.
The simulation results of the four-machine two-area AC/DC test system show that the
designed controller can effectively suppress the LFOS of the system and show strong
robustness.
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2 Hybrid H2/H∞ Robust Control Theory for MIMO System

2.1 Design Objectives of Controller

The system structure of hybrid H2/H∞ robust control is shown in Fig. 1. For the system
shown in the figure, its state-space equation can be described as

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ẋ = Ax + B1w + B2u

z∞ = C∞x + D∞1w + D∞2u

z2 = C2x + D2u

y = Cx + Dy1w + Dy2u

(1)

where x is the state variable of the system, A is the state matrix, B1 is the disturbance
gain matrix, B2 is the control input matrix, u is the control variable, y is the output of the
system, w is the external perturbation of the system, and z2 and z∞ represent the output
variable corresponding to the perturbation w. C∞,D∞1 and D∞2 represent the variables
associated with the H∞ index, while C2 and D2 represent the variables associated with
the H2 index. For the described system, the controller designed is required to meet the
following three objectives:

(a) The closed-loop system is asymptotically stable;
(b) H∞ performance: The H∞ norm of the closed-loop transfer function T∞(s) from w

to z∞ does not exceed the given upper bound γ ∞(γ ∞ > 0), so that the system has
robust stability to the disturbance uncertainty caused by w;

(c) H2 performance: The H2 norm of the closed-loop transfer function T2(s) from w to
z2 does not exceed the given upper bound γ 2(γ 2 > 0) to achieve the optimal system
performance.
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Fig. 1. Diagram of hybrid H2/H∞ control system
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2.2 Implementation of Controller Objectives

A. Regional Pole Assignment

The structure of actual power system is complex, so there must be uncertainty of model
and disturbance. It is difficult to ensure the stable operation of power grid for a long
time. However, as long as the closed-loop poles of the system are assigned to region D
of the complex plane as shown in Fig. 2, the system can be asymptotically stable and
has certain dynamic and steady-state properties.

0 Re

Im

D

l0

Fig. 2. Pole configuration area

The closed-loop pole of the system is required to be located in the given region in
Fig. 2, which is described by matrix inequality as

D =
{
s ∈ C

∣
∣
∣L + sM + s∗MT < 0

}
(2)

where C is the complex field, s* is the conjugate of s, and L and M satisfy
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

L =
[
2l0 0
0 0

]

M =
[
sin θ − cos θ

cos θ sin θ

] (3)

For the suppression of low-frequency oscillation, the characteristic values of the closed-
loop system should be located in the region where the damping ratio ζ is greater than
cosθ, and the characteristic values of the closed-loop system should not be too close to
the virtual axis, so that the adjustment time of the system back to stability after failure
is shorter. The regional pole assignment problem can be solved using the LMI toolbox
in MATLAB.

B. Mixed H2/H∞ Control

H∞ performance index reflects the suppression effect of the system on interference. The
H∞ norm of the closed-loop transfer function T∞(s) from w to z∞ is defined as

‖T∞(s)‖∞ = pk
ω

{σmax(T∞(jω))} (4)
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where ‖T∞(s)‖∞ represents the peak value (pk) of the maximum singular value of the
frequency response of the system.

TheH2 performance index reflects the asymptotic changeof the correspondingoutput
when the system is interfered by white noise. The H2 norm of the closed-loop transfer
function T2(s) from w to z2 is defined as

‖T2(s)‖2 =
√

1

2π

∫ ∞

−∞
tr
(
T∗
2(jω)T2(jω)

)
dω (5)

where tr(·) represents the trace of the matrix.
The mixed H2/H∞ control problem is a multi-objective control problem, and the

performance index J should meet the following requirements.

J = min{α‖T∞(s)‖∞ + β‖T2(s)‖2} (6)

where α represents robust performance, β represents weight coefficient of control cost,
and the sum of the two is equal to 1. α and β can be set to different values according
to the controller effect designed. For fixed weights, the controller should be designed to
minimize the performance index J.

3 Example Analysis

3.1 Example System

This paper will take the four-machine two-area AC-DC interconnection system shown
in Fig. 3 as an example for simulation verification. The generators in this system all
contain excitation and speed control systems. The control modes of the two DC lines
are rectifier side setting current control and inverter side setting voltage control.
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T1

T2

DC2

DC1

AC1

AC2

B1

B2

B5 B6

G3T3 B3

G4

T4

B4

Fig. 3. Topology of four-machine two-area system
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Table 1. Oscillation mode of the system

Signal Mode Frequency/Hz Eigenvalue Damping ratio/%


ω13 1 1.9822 −1.7478 ± 12.4545i 13.90

2 0.8043 −0.7486 ± 5.0536i 14.65

3 0.7126 −1.1457 ± 4.4772i 24.79


ω24 1 2.4970 −2.2438 ± 15.6894i 14.16

2 1.2572 −2.8753 ± 7.8993i 34.20

3 0.8777 −0.8562 ± 5.5146i 15.34

4 0.3216 −1.0442 ± 2.0208i 45.90

TLS-ESPRIT algorithm is a signal parameter estimation method with high resolu-
tion.Comparedwith Prony algorithm, it has higher computational efficiency and stronger
anti-interference ability. The algorithmmainly samples the operating data of the system,
thus forming the autocorrelation and cross-correlation matrix, and then finds the fre-
quency and attenuation of the signal. It is suitable for model identification and oscillation
characteristic analysis of system with small disturbance.

The TLS-ESPRIT algorithm is used to identify the oscillation modes contained in
the system shown in Fig. 3. A step disturbance of 0.02 p.u. is applied at the control point
of DC1 rectifier siding current as input, and the speed difference 
ω13 between G1 and
G3, and the speed difference
ω24 between G2 and G4, respectively, are used as outputs
to obtain the oscillation mode of the system, as shown in Table 1.

3.2 Identification of MIMO System Model

The input-output relationship of the system open-loop model can be expressed as
[
y1(s)

y2(s)

]

=
[
G11(s) G12(s)
G21(s) G22(s)

][
u1(s)
u2(s)

]

(7)

where u1(s) and u2(s) represent the input at the constant current control terminal of
DC1 and DC2 respectively, and y1(s) and y2(s) represent the output of generator speed
difference 
ω13 and 
ω24 respectively.

As can be seen from Eq. (7), if u2(s) equals 0 and the original system linearization
condition is not changed, the transfer functions G11(s) and G21(s) from u1(s) to y1(s)
and y2(s) can be obtained by applying small perturbation excitation at the input u1(s)
and TLS-ESPRIT identification. Similarly, both G12(s) and G22(s) can be identified by
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applying a perturbation to u2(s). The identification results of reduced order transfer
function are shown in (8).

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G11(s) = −0.0002594s6 + 0.00866s5 − 0.1189s4+
s6 + 7.284s5 + 222.3s4 + 868.9s3 + 8927s2+ →

← 0.7112s3 + 2.529s2 + 9.25s

1.647 × 104s + 8.817 × 104

G12(s) = −5.617 × 10−6s8 + 0.0003659s7 + 0.0006862s6 + 0.0224s5+
s8 + 13.19s7 + 277.1s6 + 1175s5 + 1.618 × 104s4 + 3.304 × 104s3+ →

← 0.03799s4 + 0.3906s3 + 0.4193s2 + 1.758s

3.431 × 105s2 + 2.956 × 105s + 2.428 × 106

G21(s) = 0.0002123s8 − 0.01446s7 + 0.4154s6 − 6.586s5+
s8 + 14.04s7 + 426.5s6 + 3565s5 + 3.923 × 104s4 + 1.651 × 105s3+ →

← 55.42s4 − 106.8s3 + 110.7s2 + 125.5s

8.943 × 105s2 + 1.596 × 106s + 2.86 × 106

G22(s) = −5.599 × 10−6s4 + 0.000514s3 − 0.002251s2 + 0.002658s

s4 + 11.91s3 + 177.6s2 + 493.8s + 3869
(8)

3.3 Design of Coupling Robust Controller

In order to satisfy the requirements of H2 and H∞ performance indexes, appropriate
weight functions should be selected for the systemmodel when designing the controller.
Generally, W1(s) is a high-pass filter. W2(s) is a low-pass filter. W3(s) can be set as a
small constant. The order of the selected weight function should not be too high. There is
no fixed method for the selection of the weight function. After repeated tests, the weight
function is

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

W1(s) = 5s

s + 100

W2(s) = 100

s + 100
W3(s) = 1

(9)

After the weight function is given, the robust toolbox is used inMATLAB, and let the
weight coefficient α = β = 0.5 in Eq. (6). A pole assignment area is set with a damping
ratio greater than 30%. The hinfmix function is used to solve the controller without
γ 2 and γ ∞ constraints. The relationship between system input, output and controller
transfer function matrix can be expressed as

[
u1(s)
u2(s)

]

=
[
K11(s) K12(s)
K21(s) K22(s)

][
y1(s)
y2(s)

]

(10)
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Considering the difficulty of controller implementation, the balance truncation
method is used to reduce the order, and the expression after reducing order of the
controller is

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

K11(s) = −485.6s3 − 26780s2 − 73200s − 576600

s4 + 20.09s3 + 310.5s2 + 1342s + 4426

K12(s) = 2.75 × 10−7s3 − 2.053 × 10−5s2 − 8.649 × 10−5s + 1076000

s4 + 173.4s3 + 2582s2 + 9037s + 27550

K21(s) = −1943s3 − 12520s2 − 135300s − 218600

s4 + 23.39s3 + 519.5s2 + 1823s + 4689

K22(s) = 6814s3 + 79820s2 + 877500s + 1738000

s4 + 12.56s3 + 168.9s2 + 607.4s + 3046

(11)

Each SISO controller designed is 10 orders when considering the weight function.
The expression reduced by the balanced truncation method is only 4 orders. Figure 4
shows the Bode diagram of the controller before and after reducing order. In the con-
cerned low frequencyband,Bodediagramsbefore and after reducingorder are consistent,
meeting the requirements.

3.4 Simulation Verification

The structure of the coupled robust controller is shown in Fig. 5. G(s) in the figure is
the controlled system. K(s) is the coupling robust controller. Four SISO controllers are
added to the corresponding constant current control loop of the system, and different
disturbances are applied in the PSCAD for comparison and verification.

A. Disturbance 1

At the first second, single-phase ground fault occurs in bus 6, and the fault lasts 0.1 s.
The speed difference signals 
ω13 and 
ω24 are taken as the observation objects. The
suppression effect of the controller on oscillation is shown in Figs. 6 and 7. In the figure,
all ordinates are per unit value, the same below.

B. Disturbance 2

At the first second, three-phase ground fault occurs in bus 6, and the fault lasts 0.1s.
The speed difference signals 
ω13 and 
ω24 are taken as the observation objects. The
suppression effect of the controller on oscillation is shown in Figs. 8 and 9.

4 Conclusion

In this paper, a coupling robust controller design method based on MIMO model is pro-
posed by using HVDC converter devices in AC/DC network. On the basis of identifying
the reduced order model of the system, using themixed H2/H∞ robust control theory, the
problem of solving the controller is transformed into solving the linear matrix inequality,
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Fig. 4. Bode diagram of controller and reduced-order controller

and the performance index is optimized. The designed controller has low order, which is
convenient for engineering practice and popularization. In addition, due to the complex
topology structure and variable working conditions of the actual system, the method
based on control loop decoupling is difficult to play its advantages when the coupling
between the control devices is tight. Therefore, in this paper, the low-order model of
MIMO system is obtained by directly identifying the state space of MIMO system, and
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the decoupling of the complex control loop is avoided. The method has good inhibition
effect under various working conditions. The method can effectively suppress the LFOs
of the system under various disturbances and faults, and shows strong robustness. The
control method proposed in this paper can be extended to the system with more inputs
and outputs, and provides a reference for the stable operation of complex power grid. In
the future, this method will be used to further study the problem of interval oscillation
of inter-regional interconnected power grids, and the influence of wide area signal delay
will be further considered.
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Abstract. Wildfire disasters can cause transmission line failures characterized by
low re-closing rate and high breaker rejecting rate, which dramatically increase
the risk of cascading failures in power grids. Firstly, the characteristics of power
grid cascading failures under multiple wildfire disasters are analyzed from the per-
spectives of multi fire high impedance faults, evolution pathways of power grid
cascading reactions, and emergency disposal requirements for power grid cascad-
ing failures under multi-fire disasters. Secondly, establish quantitative decision-
making indicators for emergency disposal on cascading failures risk, such as, the
probability of transmission line cascading failures, the risk of power grid cascad-
ing failures, and the weight of transmission line cascading failures risk. Thirdly,
an optimal decision-making method for emergency disposal of cascading failures
risk was proposed, which considered the deployment of fire extinguishing equip-
ment and the adjustment of power grid operation mode. Finally, the effectiveness
of the proposed method is verified by a practical case of power grid.

Keywords: Wildfire disasters · High impedance faults · Cascading failures ·
Failure probability · Risk assessment · Fire extinguishing equipment ·
Emergency disposal

1 Introduction

A large number of power transmission lines pass through forests and mountains with
dense vegetation, and wildfire disasters are prone to concentrated outbreaks in a short
period of time due to man-made, lightning, spontaneous combustion and other reasons.
In China, there are more than 20,000 wildfire points every year [1], causing multiple
power grid transmission lines to trip simultaneously or sequentially, which seriously
threatens the operational reliability of the transmission network [2].

Once the transmission line trip accident occurs due to wildfire disasters, it is difficult
to re-close the transmission line breakers because of the pollution produced by combus-
tion. It is easy to cause several important lines to trip at the same time when multiple
wildfire points occur, and further lead to grid cascading failures and large area blackout
accidents. Therefore, it is of great significance to study the emergency disposal of power
grid cascading failure risks under multiple wildfire points.
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A large amount of research has been conducted on power grid cascading failures
based on random simulation, complex system theory and accident chainmodels [3–5]. In
article [4], a dynamic fault tree analysis model of cascading failures is established based
on the accident chain set. In article [5], a risk assessment model and blocking strategy of
cascading failure considering the influence of bad weather are established. However, the
existing studies have not taken into account the characteristics of multiple wildfire points
and their high impedance faults feature, which lead to breakers rejection and multiple
cascading failures, resulting in inaccurate probability assessment and identification of
cascading failure paths.

Different transmission line trips have different impacts on the power grid. Placeswith
multiple wildfire points are not necessarily high-risk areas of the power grid. And the
number of fire extinguishing equipment is limited. It is not effective to reduce the impact
of wildfire disasters on the power grid only by the deployment of fire extinguishing
equipment. In article [6], a wildfire disaster power grid fire extinguishing equipment
optimization allocation method is proposed. Further in article [7], optimal dispatch
strategy of fire extinguishing equipment, for minimizing risk of power grid, is studied
in case of wildfire disaster with multiple fire points near transmission lines. However,
only from the perspective of allocation and dispatch of fire extinguishing equipment,
it is not possible to quickly deal with the cascading failure risks caused by multiple
wildfire points in a short time, so it is necessary to comprehensively consider both the
deployment of fire extinguishing equipment and the adjustment measures of power grid
operation mode.

In this article, the characteristics of cascading failures in power grid under multiple
wildfire points are analyzed firstly. Secondly three quantitative decision-making indi-
cators for emergency disposal of cascading failure risks are established. And then an
optimal decision-making method for emergency disposal of cascading failure risks con-
sidering both fire extinguishing equipment deployment and power grid operation mode
adjustment is proposed. Finally the effectiveness of the proposed method is verified with
an actual case in HN power grid.

2 Characteristics Analysis on Cascading Failures of Power Grid
Under Multi-wildfire Points

2.1 Characteristics of High Impedance Faults Under Multi-wildfire Points

The reasons for the decrease in insulation strength of power transmission lines due to
wildfire are divided into three types [2]. (1) The high temperature of the flames causes
a decrease in air density, leading to a decrease in insulation level. (2) Charges in the
flames cause distortion of the electrical field near the conductors. (3) Discharge triggered
by particles. Therefore, power transmission lines faults caused by wildfire exhibit the
characteristics of low re-closing rate.

Wildfire faults are typical single-phase high-impedance grounding faults [8]. As a
nonlinear high-impedance grounding fault, the fault quantity caused by wildfire is not
significantly changed, and the relay protection may not be recognized and started. The
fault type may be transformed from a single-phase grounding short circuit fault to a
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phase-to-phase fault, which enlarges the fault scope. The high-impedance feature makes
the wildfire faults exhibit the characteristics of high breakers rejecting rate.

The characteristics of low re-closing rate and high breakers rejecting rate of power
transmission lines faults caused bywildfire disasters increase the probability of cascading
failures, which is a greater threat to the security and stability of the power grid.

2.2 Evolutionary Characteristics of Cascading Failures in Power Grid

According to the temporal and electrical characteristics of subsequent cascading failures
triggered by initial faults, the evolutionary pathways of cascading failures in the power
grid can be divided into three categories. (1) Overload-type cascading failures, which are
often induced by current transfer caused by electromagnetic network faults. (2) Voltage-
type AC/DC cascading failures, which are generally caused by insecure steady-state or
transient voltages of some buses after the initiation ofDC faults or partial current transfer,
triggering action of automatic control devices. (3) Unstable decoupling-type cascading
failures, which generally occur in inter-regional power grid and are accompanied by
system instability and decoupling induced by the automatic control devices failures.

2.3 Emergency Disposal Characteristics of Cascading Failures in Power Grid
Under Multi-wildfire Points

Cascading failures of the power grid under multi-wildfire points exhibit the following
characteristics, such as massive and uncertain evolutionary paths, fast evolution, and
high probability and risk. Therefore, the corresponding emergency disposal requires the
following abilities. 1) The ability to identify the evolutionary paths of cascading failures
induced by wildfire online. 2) The ability to quantify the impact of power transmission
lines under wildfire disasters on the risk of cascading failures in the power grid. 3) The
ability to coordinate the deployment of fire extinguishing equipment and the adjustment
of the power grid operation mode to optimize the risk of cascading failures.

3 Evaluation of Decision-Making Indicators for Emergency
Disposal of Cascading Failures Risk

3.1 Assessment of Cascading Failure Probability of Transmission Lines

Initial Faults under Multi-Wildfire Points. Based on the fire points distribution and
the geographic location of the transmission lines and towers, the failure probability
pl_i of transmission line i is calculated [2]. Then, based on the failure probabilities of
the transmission lines, the failure contingency set is generated [9] to produce an initial
contingency set {F1

0, …,Fi
0, …FN

0}, where Fi
0 represents the i-th initial contingency

in the set, and N is the number of initial contingency.
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Impact of Power Flow Transfer on Cascading Failure Probability. The cascad-
ing failure probability pCLi,j of the j-th cascading failure component after the initial
contingency Fi

0 causes power flow transfer can be calculated according to Eq. (1).

pCLi.j=

⎧
⎪⎨

⎪⎩

α1 · Plj/PljN , 0 ≤ Plj ≤ 0.8PljN

α2 · Plj/PljN +α3, 0.8PljN < Plj ≤ 1.2PljN

1.0, Plj > 1.2PljN

(1)

where Plj represents the power flow value before the fault of the j-th stage breaking com-
ponent, PljN represents the rated power flow value of the j-th stage breaking component,
and α1, α2 and α3 are proportionality coefficients where 0 < α1 < 1 and 1 < α2, α3 < 0.

Impact of High Impedance Characteristics of Wildfire Faults on Cascading
Failure Probability. The failure probability pJDi,j of the j-th cascading failure compo-
nent, which is caused by the action of the backup protection due to the high-impedance
faults characteristics of the wildfire and it is determined by the rejecting probability of
the j-1 breaking component.

According to the vegetation type of the j-1 breaking component where the wildfire
occurs, the corresponding impedance characteristics and rejecting rate level λjd_k(k =
1,…,5) of the component are determined according to Table 1. Then, the probability of
the j-th cascading failure component is determined according to Eq. (2).

Table 1. Relationship between vegetation type and breaker rejecting rate caused by wildfire.

Vegetation type Impedance level Rejecting rate λjd_k

Weeds/straw/reeds Maximum λjd_1

Shrubs High λjd_2

Mixed vegetation dominated by shrubs Medium λjd_3

Arbors Low λjd_4

Mixed vegetation dominated by arbors Minimum λjd_5

pJDi.j=1 − e−λjd_k (2)

Where 0 ≤ λjd_k ≤ 1 represents the rejecting rate of the k-th vegetation type, and λjd_k
decreases with the increase of k.

Impact of Transmission Line Defects on Cascading Failure Probability. The
failure probability pQXi,j of the overhead transmission line in each span, which includes
eight components, namely foundation, tower, conducting wire and ground wire, insu-
lator, armor clamp, grounding device, channel environment, and ancillary facilities, is
considered based on the effects of component state defects, as shown in Eq. (3).

pQXi.j=1 −
L∏

l=1

pl_qx (3)
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where L represents the number of spans in the j-th cascading failure line, and pl_qx
represents the failure probability of the l-th span due to defects, as shown in Eq. (4).

pl_qx = 1 − e
−

(
N∑

n=1
λn+λ0

)

(4)

where λ0 is a constant that is generally of the same order of magnitude as the annual
failure rate of transmission lines in the region. λn represents the normalized failure rate
value corresponding to the state defect of the n-th component, as shown in Eq. (5).

λn = min

{
Kn∑

k=1

λnk , λn_(max+1)

}

(5)

where Kn represents the number of state defects for the n-th component, λnk represents
the failure rate value of the n-th component under the k-th state defect, and its value is set
according to Table 2. λn_(max+1) represents the failure rate value of the n-th component
corresponding to the previous level state defect of the current worst state defect level.

Identification and Probability Calculation of Transmission Lines in Cascading
Failures. Theprobability of the cascading failure line is calculatedby consideringvarious
factors such as power flow transfer, equipment state defects, and high-impedance faults
caused by wildfire-induced breakers rejection. This allows for the online identification
and probability calculation of the most likely cascading failure component in the power
grid under wildfire disasters.

According to the principle of independent events, taking into account factors such
as power flow transfer, equipment defect status, and breakers rejection caused by high
resistance state of wildfire disasters, the probability of cascading failure PSEi,j in the j-th
stage of the i-th initial contingency Fi0 is calculated as follows (6).

Table 2. Failure rate values under transmission line status defects.

Status defect level description Alarm level Corresponding failure rate values λnk

Normal 0 λnk_0

Notice 1 λnk_1

Anomalies 2 λnk_2

Alerts 3 λnk_3

Failure 4 λnk_4

Where λnk_0–λnk_4 show an increasing trend, and 0 ≤ λnk ≤ 1.

pSEi.j=1 − (1 − pCLi.j)(1 − pQXi.j)(1 − pJDi.j) (6)

By selecting the cascading failure component with the highest probability or a prob-
ability exceeding a threshold value as the j-th cascading failure component of the i-th
initial contingency Fi0, the online search for the cascading failure path and probability
assessment of the cascading failure line can be achieved.
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3.2 Power Grid Cascading Failure Risk Assessment

Probability Assessment of Cascading Failure Path. The successive action events SEi,j

of the initial contingency Fi
0 and its subsequent stages are considered as a set CFi_k ,

which is referred to as the k-th cascading failure path of the i-th initial contingency.
The cascading failure probability pCFi_k of this k-th path is the product of the failure
probabilities of each stage, as shown in Eq. (7).

pCFi_k=pFi0 ×
j=J∏

j=1

pSEi,j (7)

where J is the number of successive breaking stages in the k-th cascading failure path of
the i-th initial contingency, and pFi0 is the failure probability of the i-th initial contingency
Fi

0.
Cascading Failure Risk of Power Grid. The power grid operating risk RCKi_k of

the k-th cascading failure path is the product of the failure probability pCFi_k and the
severity of the failure SCFi_k , as shown in Eq. (8).

RCFi_k=pCFi_k × SCFi_k (8)

where the severity of the failure SCFi_k can be determined by grading the corresponding
accident events level based on the time-domain simulation of the cascading failure. In
Ref. [10], the accident events of State Grid Corporation of China are divided into 8
levels. In Ref. [11], China Southern Power Grid Company divides accident events into
9 levels. Reference [12] provides a method for handling multiple severity levels caused
by the same fault scenario.

The risk of cascading failure RCF in the power grid under multi-wildfire disasters is
evaluated by summing up the risks of all cascading failure paths, as shown in Eq. (9).

RCF = ∑

CFi_k∈CF
RCFi_k (9)

where CF represents the set of all cascading failure paths.

3.3 Calculation of Cascading Failure Risk Weight of Transmission Lines

If the risk of cascading failure in the power grid RCF is greater than the acceptable risk
threshold Ru, some emergency disposal need to be taken for the key transmission lines.
Therefore, it is necessary to define the weight index of each transmission line in the
cascading failure risk as a quantitative basis for the emergency measures priority.

The risk weight β l of transmission line l is the weighted sum of the power grid
operating risks of all cascading failure paths corresponding to the line, as shown in
Eq. (10).

βl =
∑

l∈L,CFi_k∈CF
γl_CFi_k×RCFi_k (10)
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where L represents the set of all transmission lines, CF represents the set of all cas-
cading failure paths, CFi_k represents the k-th cascading failure path triggered by the
i-th contingency, RCFi_k represents the power grid operating risk corresponding to the
cascading failure CFi_k , and γ l_CFi_k represents the weight factor of transmission line l
in the cascading failure evolution path CFi_k. When transmission line l belongs to the
cascading failure path CFi_k , 0 < γ l_CFi_k ≤ 1, and it is generally set as γ l_CFi_k = 1.0.
When transmission line l does not belong to the cascading failure path CFi_k, γ l_CFi_k

= 0.

4 Optimization Decision-Making Method for Emergency Disposal
on Cascading Failure Risks

4.1 Two-Level Optimization Process

The emergency disposal measures for cascading failure mainly include two aspects,
namely equipment level and system level. The deployment of fire extinguishing equip-
ment to reduce equipment failure probability needs to be given priority due to its long
disposal time. While the adjustment of power grid operation mode used to reduce post-
fault losses has a relatively short processing time and can be at the lower level of a
two-level optimization framework.

The optimization process for emergency disposal on fire-induced cascading failures
is shown in Fig. 1. Based on the distribution of wildfire points and transmission lines,
the failure probability of each transmission line is obtained. The contingency sets are
then generated based on the probability of transmission line failures. Based on the
current power grid state data, the risk of cascading failures for the initial contingency
sets is evaluated, and the risk weights of each transmission line in the power grid are
obtained. Using the risk weights and a optimization model for the deployment of fire
extinguishing equipment, the optimal deployment plan for fire extinguishing equipment
is determined. Based on the optimal deployment plan for fire extinguishing equipment
and an optimization model for power grid operation, the power flow of transmission
lines involved in cascading failures is adjusted to reduce the probability of cascading
faults.

4.2 Optimization of Wildfire Extinguishing Equipment Deployment

In the case of large-scalewildfires, the number of fire extinguishing equipment is often far
less than the number of transmission lines that need to be extinguished. The optimization
model for fire extinguishing equipment deployment is established with the objective of
minimizing the cost of deploying fire extinguishing equipment per unit of risk, and
subject to the constraint of the total number of available fire extinguishing equipment.
The optimization model is as Eq. (11).

min
∑

l∈L
λlCl/βl

s.t.
∑

l∈L
nlλl = Next (11)
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where β l is the risk weight of transmission line l. Cl is the cost of deploying fire extin-
guishing equipment on transmission line l, and the cost of deploying fire extinguishing
equipment on each transmission line is assumed to be a constant value. nl is the number
of wildfire points associated with transmission line l, λl is the decision variable that
represents whether to deploy fire extinguishing equipment on transmission line l, with
λl = 1 indicating deployment and λl = 0 indicating no deployment. L represents the
set of all transmission lines, and Next represents the total number of fire extinguishing
equipment available.

The decision variable λl is solved based on the optimization model to determine the
set of transmission lines Lext where fire extinguishing equipment should be deployed.

The probability assessment of 
transmission line failures under 

wildfires.

Generation of initial contingency 
sets under wildfires.

Risk assessment of cascading 
failures.

Optimization of fire extinguishing 
equipment deployment.

Optimization of cascading failure
risk minimization and control.

Output of risk decision-making
results.

Risk acceptable.

N
Y

Fig. 1. Optimization process for emergency disposal on cascading failures caused by multiple
wildfires.

4.3 Optimization of Decision-Making by Adjusting the Power Grid Operation
Mode

The Optimization of the deployment of fire extinguishing equipment can reduce the
failure probability of initial contingency. Based on this, the optimization of generators
outputs and load values, which adjusts the power flow of transmission lines involved
in cascading failures, can reduce the probability of cascading failures. And then it is
achieved to comprehensively reduce the risk of cascading failures.

In the case of wildfires, the optimization model for adjusting power grid operation
mode is established with the objective of achieving a cascading failure risk level that is
below the acceptable risk threshold Ru. The optimization model takes into account the
constraints on the adjustment space for generators and loads, as well as the constraints
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on the power flow limits of transmission lines. The optimization model is formulated as
Eq. (12).

min

∣
∣
∣
∣
∣
∣

∑

CFi_k∈CF
R′
CFi_k

− Ru

∣
∣
∣
∣
∣
∣
=

∣
∣
∣
∣
∣
∣

∑

CFi_k∈CF
p′
Fi0 ×

j=J∏

j=1

p′
SEi,j × S ′

CFi_k
− Ru

∣
∣
∣
∣
∣
∣

s.t.
PD.i.d ≤ P′

D.i ≤ PD.i.u i ∈ D
PG.i.d ≤ P′

G.i ≤ PG.i.u i ∈ G
Plj.d ≤ P′

lj ≤ Plj.u lj ∈ L

(12)

where R′
CFi_k

represents the risk value of the cascading failure path CFi_k after opti-

mization. p′
Fi0 represents the failure probability of the i-th initial contingency Fi

0 after
considering the deployment of fire extinguishing equipment.When the transmission lines
involved in the initial contingency Fi

0 have fire extinguishing equipment deployed, p′
Fi0= f (t)pFi0, where 0 ≤ f (t) ≤ 1 represents a function that decreases with time. Other-

wise, p′
Fi0 = pFi0. S ′

CFi_k
represents the severity of the cascading failure path CFi_k after

considering the combined effect of fire extinguishing equipment deployment and power
grid operation mode adjustment. In general, S ′

CFi_k
= ηSCFi_k , where 0 ≤ η ≤ 1, and for

simplicity, the change in failure severity can be ignored, i.e. η = 1.0. p′
SEi,j

represents
the failure probability of the j-th stage of the cascading event in the cascading failure
path CFi_k after considering power grid operation mode adjustment. PD. i.d , PG. i.d , and
Plj. d respectively represent the lower limit of the i-th controllable load active power, the
i-th generator active power output, and the active power flow limit of the lj transmission
line. PD.i.u, PG.i.u, and Plj.u respectively represent the upper limit of the i-th controllable
load active power, the i-th generator active power output, and the active power flow limit
of the lj transmission line.

The failure probability p′
SEi,j

of the j-th stage of the cascading failure pathCFi_k after
considering power grid operation mode adjustment is calculated according to Eq. (13).

p′
SEi.j =

⎧
⎪⎨

⎪⎩

α1 · P′
lj
/PljN , 0 ≤ P′

lj
≤ 0.8PljN

α2 · P′
lj
/PljN + α3, 0.8PljN < P′

lj
≤ 1.2PljN

1.0, P′
lj

> 1.2PljN

(13)

where P′
lj
represents the power flow value of the transmission line lj before the fault

occurs in the j-th stage of the cascading event after considering power grid operation
mode adjustment.

The power flow value of the component l1 in the first stage of the cascading event
CFi_k caused by the i-th initial contingency, after considering power grid operationmode
adjustment, is calculated according to the following Eq. (14).

P′
l1 = Pl1 +

∑

i∈G
[sG.i.l1(P

′
G.i − PG.i)] +

∑

i∈D
[sD.i.l1(P

′
D.i − PD.i)] (14)

where Pl1, PGi, and PDi respectively represent the power flow value of the transmission
line l1 before the operation mode adjustment, the active output of the i-th generator, and



82 C. Kang et al.

the active value of the i-th load. P′
l1, P

′
Gi, andP

′
Di respectively represent the power flow

value of the transmission line l1 after adjusting the operation mode, the active output of
the i-th generator, and the active value of the i-th load. SG.i.l1 represents the active power
sensitivity of the i-th generator output adjustment on the impact of power flow changes
on the transmission line l1. SD.i.l1 represents the active power sensitivity of the i-th load
active power adjustment on the impact of power flow changes on the transmission line
l1. G represents the number of generators participating in optimization adjustment, and
D represents the number of controllable loads participating in active power adjustment.

For the k-th cascading failure path CFi_k caused by the i-th initial contingency,
without considering the impact of its power change, i.e. p′

SEi,j = pSEi, j(j > 1).
The decision variables P′

G.i and P′
D.i are solved based on the optimization model to

determine the amount of power grid operation mode adjustment and its corresponding
cascading failure risk under wildfire disasters. If there is no solution, measures need
to be taken to expand the range of adjustable units and controllable loads, restore the
operation of maintenance lines, and update the set G, D, and L in optimization Eq. (12)
before re-optimizing the solution.

By integrating the optimization plan for fire extinguishing equipment deployment
and the optimization plan for power grid operation mode adjustment, an optimized
emergency disposal plan for cascading failure risk of power grid under multi-wildfire
points can be obtained.

5 Case Study

5.1 Case Description

Based on the HN power grid actual operating data and the monitoring data of the wild-
fire that occurred on April 5th, 2019 at 10:45:00, the study focused on the southwest
transmission sections of the HN power grid and its associated main power sources. The
power grid network and the distribution of 10 wildfire points are shown in Fig. 2.

5.2 Assessment of Cascading Failures Risk in Power Grid Under Multiple
Wildfire Points

The typical parameters in Eqs. (1), (2), and (5) in the case study are calculated for
probability based on the following values: α1 = 0.25, α2 = 2.0, α3 = −1.4, λjd_5 ~ λjd_1
are taken as 0.05, 0.1, 0.15, 0.2 and 0.25 in ascending order, λnk_0 ~ λnk_4 are taken as
0, 0.2, 0.4, 0.7 and 1.0 in ascending order.

Table 3 shows the transmission lines and their corresponding failure probabilities
under the 10 wildfire points. The transmission lines with failure probabilities greater
than the threshold value (0.2 in this paper) are selected as initial contingency for security
and stability simulation to determine the cascading failure paths. The failure probability,
severity level, and risk of each path are evaluated using the method proposed in this
paper. Seven cascading failure paths that require attention are selected and shown in
Table 4.
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Fig. 2. The HN power grid network and the distribution of wildfire points.

According to the requirement of not occur Level 5 events [10], the acceptable risk
threshold value is determined to be 5.0 in this paper. Currently, the total risk assess-
ment value for cascading failures in the power grid is 21.00. Therefore, an optimized
emergency disposal decision-making for cascading failure risk needs to be made in this
case.

Table 3. Transmission lines and their corresponding failure probabilities under multiple wildfire
points.

Line name Corresponding wildfire point number Failure probability

PL-CYP ➀➁➂ 0.63

TWC-PX ➃➄ 0.47

GYG-ET ➅➆ 0.42

GYG-QL ➆ 0.31

PX-LH ➇ 0.23

FZ-WRJ ➈ 0.21

QC-PX ➄ 0.21

YSH-ZY ➉ 0.20

5.3 Optimization of Emergency Disposal on Cascading Failure Risk

Based on a two-layer optimization model that first deploys fire extinguishing equipment
to reduce the probability of initial faults, and then adjusts the operation mode to reduce
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Table 4. Cascading failure paths and their power grid risks under multiple wildfire points.

Cascading failure path pCFi_k SCFi_k RCKi_k

PL-CYP → QC-PX → GYG-ET → GYG-QL → TWC-PX → YSH-ZY 0.57 9 5.10

PL-CYP → GYG-ET → GYG-QL → PX-LH → YSH-ZY 0.50 9 4.54

PL-CYP → GYG-ET → GYG-QL → PX-LH → FZ-WRJ → YSH-ZY 0.47 9 4.25

PL-CYP + TWC-PX → QC-PX → GYG-ET → GYG-QL → TWC-PX → YSH-ZY 0.27 9 2.40

PL-CYP + TWC-PX → GYG-ET → GYG-QL → PX-LH → YSH-ZY 0.24 9 2.13

PL-CYP + TWC-PX → GYG-ET → GYG-QL → PX-LH → FZ-WRJ → YSH-ZY 0.22 9 2.00

YSH-ZY → FZ-WRJ → YT-STY 0.14 4 0.58

Cascading failure risk of power grid 21.00

the probability of cascading faults, an optimized emergency disposal on cascading failure
risk is carried out for this case study.

Assuming that only 6 fire extinguishing equipment sets are currently available, the
optimized model that considers the weight of transmission lines cascading failure risk
is used to determine the deployment of fire extinguishing equipment for wildfire points
➉, ➆, ➅, ➀, ➁ and ➂, as shown in Table 5.

Table 5. Fire extinguishing equipment deployment based on transmission lines risk weights.

Line name Corresponding wildfire point
number

Risk weights Number of fire extinguishing
equipment

YSH-ZY ➉ 21.00 1

GYG-QL ➆ 20.42 1

GYG-ET ➅➆ 20.42 1

PL-CYP ➀➁➂ 20.42 3

PX-LH ➇ 12.92 0

TWC-PX ➃➄ 11.63 0

QC-PX ➄ 7.50 0

FZ-WRJ ➈ 6.83 0

Taking into account the impact of fire extinguishing equipment, the failure probabil-
ities of the relevant transmission lines will decrease over time according to a decreasing
pattern, thereby reducing the cascading failure risk to some extent, as shown in Table 6.
According to the simulation results, after the fire extinguishing equipment starts to take
effect, the cascading failure risk can be reduced to 16.92. But it is still higher than the
acceptable risk threshold value. It can be seen that it is not possible to quickly sup-
press the cascading failure risk in the short term through fire extinguishing equipment
deployment alone.

Based on this, it is necessary to further optimize the generators outputs and control the
power flow of critical transmission channels to suppress the cascading failure evolution.
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Table 6. Cascading failure paths and their power grid risks considering fire extinguishing
equipment.

Cascading failure path p′
CFi_k

S′
CFi_k

R′
CKi_k

PL-CYP → QC-PX → GYG-ET → GYG-QL → TWC-PX → YSH-ZY 0.45 9 4.08

PL-CYP → GYG-ET → GYG-QL → PX-LH → YSH-ZY 0.40 9 3.63

PL-CYP → GYG-ET → GYG-QL → PX-LH → FZ-WRJ → YSH-ZY 0.38 9 3.40

PL-CYP + TWC-PX → QC-PX → GYG-ET → GYG-QL → TWC-PX → YSH-ZY 0.21 9 1.92

PL-CYP + TWC-PX → GYG-ET → GYG-QL → PX-LH → YSH-ZY 0.19 9 1.71

PL-CYP + TWC-PX → GYG-ET → GYG-QL → PX-LH → FZ-WRJ → YSH-ZY 0.18 9 1.60

YSH-ZY → FZ-WRJ → YT-STY 0.14 4 0.58

Cascading failure risk of power grid 16.92

After optimizing the generators outputs as shown in Table 7 (where HJC is a run-of-river
hydro-power station and is not included in the optimization), the cascading failure risk
can be controlled to an acceptable level in a short time, as shown in Table 8.

Table 7. Generators outputs optimization to reduce cascading failure risk.

Name of power plant Power output before optimization/MW Optimized power output/MW

SBX 1140.00 866.40

BSC 540.00 410.40

TKC 800.00 576.80

TWC 78.00 59.28

HJC 130.00 130.00

Table 8. Cascading failure paths and their power grid risks considering both fire extinguishing
equipment deployment and power grid operational adjustments.

Cascading failure path p′
CFi_k

S′
CFi_k

R′
CKi_k

PL-CYP → QC-PX → GYG-ET → GYG-QL → TWC-PX → YSH-ZY 0.12 9 1.04

PL-CYP → GYG-ET → GYG-QL → PX-LH → YSH-ZY 0.13 9 1.21

PL-CYP → GYG-ET → GYG-QL → PX-LH → FZ-WRJ → YSH-ZY 0.10 9 0.86

PL-CYP + TWC-PX → QC-PX → GYG-ET → GYG-QL → TWC-PX → YSH-ZY 0.05 9 0.49

PL-CYP + TWC-PX → GYG-ET → GYG-QL → PX-LH → YSH-ZY 0.06 9 0.57

PL-CYP + TWC-PX → GYG-ET → GYG-QL → PX-LH → FZ-WRJ → YSH-ZY 0.05 9 0.41

YSH-ZY → FZ-WRJ → YT-STY 0.07 4 0.27

Cascading failure risk of power grid 4.85
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6 Conclusion

Based on the analysis of the characteristics of cascading failures in power grid under
multiple wildfire points, quantitative decision-making indicators for emergency disposal
on cascading failure risks is established, and an optimized emergency disposal decision-
making method that considers both the deployment of fire extinguishing equipment
and power grid operational adjustments is proposed. The effectiveness of the proposed
method is verified through a practical case study in HN power grid.

However, the evolution of cascading faults is an optimization problem in time period.
This paper only provides a mechanism explanation and modeling optimization through
various optimizations at a certain time section. In the future, it is necessary to further
expand the optimization of the cascading failure evolution trajectory within a certain
period of time.
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Abstract. Aiming at the problem of unstable DC bus connection in building
energy routers, this paper proposes a grid connection control strategy for building
energy routers based on pre-synchronous virtual synchronous generator (VSG)
control technology. Firstly, an energy router topology is designed, and secondly,
the pre-synchronous VSG is analyzed. Pre-synchronous VSG control is adopted
for the DC bus connection in the energy router to maintain the stability of the
system and reduce the voltage and current impact of the common coupling point.
In this paper, the simulation model of pre-synchronous VSG control energy router
connected to the grid is established by MATLAB/simulink. In MATLAB, simu-
lation results show that the pre-synchronous virtual synchronous machine (VSG)
control has the characteristics of small overshoot. The proposed control strategy
proposes a new solution for the grid-connected operation of energy routers.

Keywords: Energy router · Pre-synchronization · Virtual synchronization ·
Stable grid connection

1 Introduction

With the development of society, building energy consumption continues to rise, but
fossil energy is gradually depleted. In 2018, global electricity accounted for 19.2% of
final energy consumption, China’s building energy consumption accounted for 46.5%
of the country’s total energy consumption, carbon emissions accounted for 51.3% of the
country’s carbon emissions [1], the world urgently needs an energy revolution. In this
context, the EU and the United States have respectively proposed the goal of achieving
100 and 80% renewable energy utilization by 2050, China has proposed to peak carbon
dioxide emissions before 2030, achieve carbon neutrality before 2060, and increase the
level of electrification of terminal energy consumption in the building sector from the
current 30% to about 75% by 2060. The electrification of the building sector will greatly
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reduce carbon emissions, accelerate the goal of dual carbon, reduce the burden on the
environment, reduce the pressure of fossil energy supply, and improve energy security.

Today, the impact of booming Internet technologies on people’s lifestyles has greatly
increased, and through the Internet of Information, its potential is changing more and
more energy fields. The energy Internet is at the heart of the third industrial revolution
in full swing. The development of society has promoted the development of the energy
Internet, and a series of policies implemented by the state in the fields of economy and
politics have provided great support for the development of the energy Internet [2]. As a
key device of the newpower system, the energy router can realize energy interconnection,
two-way flow of energy, plug and play, and improve the stability of energy transmission,
which has been widely recognized around the world [3].

However, most of the existing literature discusses power supply and distribution
applications implemented using energy routers in large grids with medium and high
voltages, or the operation and control of DC links in islanded mode of building-level
energy routers. The literature [4] points out that the use of energy routers to realize
medium and high voltage power supply and distribution applications is relativelymature,
while the energy routers in building-level island mode limit their application due to poor
system stability when the energy is excess or insufficient. Literature [5] proposes a
multi-port energy router control strategy, but the power utilization rate is relatively low.
Literature [6] proposes a small energy router control strategy, but the ports are limited.
Literature [7] proposes a hierarchical control method for energy routers, but the line
utilization rate is relatively low. Literature [8] proposes a phase-shift control strategy, but
the control is complex.And there is little literature that discusses the topology and control
of building-level energy routers. This paper elaborates the topology of the building-level
energy router, and designs a building-level energy router DC grid-connected control
mode, which can provide stable grid power support for the operation of the energy
router in the building-level island mode at any time, and it can be said that the two-way
flow of energy between the power grid and the energy router can be realized, and the
stability of the operation of the energy router can be increased. It has certain theoretical
value and practical application value.

2 Application Scenarios and Topology Analysis of Building Energy
Routers

2.1 Building Energy Router Application Scenarios

As the core equipment of new energy power grid connection, energy routers play an
important role in the stability of new energy grid connection and the interconnection of
electricity between various buildings. This article designs a building group microgrid
system with an energy router as the core device that can achieve energy interconnection
between buildings, improving the integrity of electricity between buildings and improv-
ing the stability of community electricity interconnection [9]. The architecture of the
building energy internet is shown in Fig. 1.

After the power grid is connected to the distribution and transformation room of the
residential area, power is supplied to the residential buildings through the residential
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Fig. 1. Building energy internet architecture diagram.

distribution line. Energy routers are connected between the residential building groups,
forming a microgrid system with energy routers as the core between one or more resi-
dential areas. It can not only maintain the stability of electricity in residential areas, but
also connect clean energy such as photovoltaics to the grid, increasing the proportion
of clean energy in the grid. At the same time, it can connect DC loads such as electric
vehicles through energy routers to provide more stable voltage for the charging of elec-
tric vehicles. If the electricity generated by clean energy sources such as photovoltaics
exceeds the electricity generated by the load, it can be stored through batteries. The
excess energy can be sold to the power grid company in the form of clean energy grid
connection in residential areas, providing both electricity to the grid and income for
residents.

2.2 Building Energy Router Topology Analysis

2.3 Building Power Supply System Topology Based on Building Energy Router

From Fig. 2, it can be seen that the topology of the energy router is a three-level topology
structure, namely the input stage, isolation stage, and output stage. The input stage is
connected to 220 V and 380 V/220 V AC power, which can achieve bidirectional energy
flow between the energy router and the community power grid. The two ports generate
400 and 750VDCpower through single-phaseDC/AC inverters and three-phaseDC/AC
inverters, respectively, and are connected to two DC buses. The voltage on both sides
is connected and interconnected through the intermediate stage high-frequency isolated
DC/DC converter DAB. The 400 V DC bus is connected to the photovoltaic panel
and household battery on the balcony. The 750 V DC bus is connected to the rooftop
photovoltaic panels, aswell as photovoltaic panels in the common area of the community,
centralized energy storage boxes in the community, emergency power supplies, and other
energy routers.
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Fig. 2. Building power supply system topology based on energy router.

2.4 Building Energy Router Solid-State Topology

According to the description of the power supply system structure of the energy router
above, the solid-state topology of the building energy router is shown in Fig. 3.

Fig. 3. Solid-state topology of building-powered energy routers.

(1) Single-phase AC/DC converter

Here, the single-phaseAC/DC converter adopts the PFCwith totem pole structure, which
is a bidirectional AC/DC converter with high efficiency and high power density [10]. It
has the following characteristics.

Based on GaN devices; Closed loop control, when working in the forward direction,
the AC side is connected to a 220 V AC source, and the DC side is the 400 V DC bus of
the energy router, requiring constant current output from the converter; When working
in reverse, the DC side is connected to the 400 V DC bus of the energy router, and the
AC side is connected to the 220 V power grid. The effective value of the output current
of the converter is constant, and the current phase and frequency follow the input side
signal.

La is 2 Mh, Cb is 190 Uf, Lb is 1 Mh, Cc is 90 Uf.
As shown in Fig. 4, 220 VAC rectification is generally around 311 V, so a secondary

converter is required. The secondary converter used here is a buck circuit that can boost
the voltage to 400 V, which can meet the standard of 400 V DC bus voltage in the energy
router.
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Fig. 4. PFC structure of totem pole structure.

(2) Three phase DC/AC inverter.

The three-phase DC/AC inverter adopts virtual synchronous machine pre-
synchronization control technology to achieve parallel and off grid switching. This is
the focus of this article’s research, and simulation of the grid connection process is
conducted in the following text.

In order to ensure that the energy router outputs the same waveform as the large
power grid and reduce the impact losses generated during grid connection. The 750 V
DC bus of the energy router is connected to the grid using pre-synchronized VSG control
technology, which can ensure that the energy router can still achieve stable and offline
operation in the event of system load increase or decrease or fluctuations [11].

The three-phase AC grid connection port of the energy router adopts a three-phase
full bridge inverter, and the topology of the DC/AC AC port is shown in Fig. 5.

Fig. 5. Three-phase full-bridge inverter structure

As shown in Fig. 5, with the midpoint ud as the reference potential, this topology can
be seen as a combination of three single-phase half bridge inverters. The upper and lower
switch tubes of the same bridge arm complement each other in making and breaking.
When the upper tube VT1 of the A-phase bridge arm is connected, the lower tube VT4 is
cut off;When VT4 is on, VT1 is off.When VT1 (D1) is conducting, node A is connected
to the positive end of the DC power supply, mia = md/2; ; When T4 (D4) is conducting,
node A is connected to the negative terminal of the DC power supply, mia = −ud/2.
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Similarly, points B and C also determine their potentials based on the conduction of the
upper and lower tubes. The driving method for each bridge arm is 180° conductivity and
120° phase difference.

Among them, VT is IGBT, uix, iix(x = a, b, c) represents the output voltage and cur-
rent of the inverter port; Lfx,Cfx(x = a, b, c) represents the system’s filtering inductance
and filtering capacitor, which are used to reduce the impact of various harmonics; 380
V represents the load connected to the grid or system.

3 Energy Router DC Bus Connected VSG Control Method

3.1 Virtual Synchronous Generator Modeling

The establishment of a virtual synchronous generator model involves knowledge points
from three disciplines: power electronics technology, electrical engineering, and cir-
cuits [12]. This study combines traditional virtual synchronous generators. Generators
generally have a multi order model. In order to simplify control and make it more
practical, a second-order virtual synchronous generator model is established here. The
virtual synchronous generator simulates the function of traditional synchronous gener-
ators achieving the same frequency on both sides of the grid during grid connection,
which can achieve stable grid voltage during grid connection and reduce the impact of
energy routers on grid stability during grid connection. The control block diagram of
the virtual synchronous generator is shown in Fig. 6.

Fig. 6. Control block diagram of virtual synchronous machine
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3.2 Virtual Stator Voltage Model

The reference source for the control principle of virtual synchronous generators is the
ideal working principle of traditional synchronous generators, which have uniform air
gaps and hidden pole machines, without distinguishing between direct axis and quadra-
ture axis reactances. The stator voltage equation of an ideal synchronous generator is as
follows:

U̇ = Ė0 − jİaXS (1)

Among them, there is a voltage drop in the excitation electromotive force and port
voltage, which is generated by the armature resistance and synchronous reactance, and
the resulting voltage drop is represented by jİaXS. The excitation electromotive force is
represented by Ė0, and the port voltage is represented by U̇ express.

T The stator voltage control block diagram can be obtained from the stator voltage
equation, and it can be seen from Fig. 7 that the stator voltage link can receive the
signal output by the rotor mechanical link and the virtual excitation link, and generate
a reference voltage input to the PWM signal generator. The simulation diagram of the
stator voltage link is shown in Fig. 12.

3.3 Virtual Rotor Mechanical Model

The rotor model of an ideal synchronous generator is shown in Fig. 7.

Fig. 7. Synchronous generator rotor model

Here, we need to analyze the force acting on the rotor during rotation, which is
affected by the mechanical torque of the prime mover and the electromagnetic torque
generated by the rotor itself due to the influence of stator current. The rotor equation is
as follows:

Mi − Mo = J
dωm

d t
+ D

ωm

(
ωm − ωg

)
(2)

The physicalmeaning of the formula is that themechanical torque of the primemover
minus the electromagnetic torque is equal to the moment of inertia multiplied by angular
acceleration plus the damping primemover mechanical torque, which is expressed inMi,
and the electromagnetic torque of the rotor is expressed in Mo. The moment of inertia
is represented by J, the damping coefficient is represented by D, and the grid angular
frequency is represented by ω0 represents.
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The corresponding rotor mechanical equation can be obtained by converting the
torque success rate, as shown in the following formula.

Pm − Pe = Jω
dω

d t
+ D

(
ω − ωg

)
(3)

According to the rotor mechanical equation, the rotor control block diagram can
be obtained, from Fig. 7, the rotor mechanical link generates the output frequency and
initial phase through the control of active-frequency, the output frequency generated by
the rotor mechanical link is multiplied by the excitation electromotive force amplitude
generated by the phase angle and stator voltage link to obtain a reference wave, and then
the command value of the inverter output port PCC is generated through the stator voltage
link, and then the correspondingpulse is generated through the voltage and current double
closed-loop SPWM, which is output to the inverter to produce a waveform similar to the
characteristics of the power grid [13].

3.4 Virtual Excitation Link Model

The control block diagram of the virtual excitation link is shown in Fig. 8.

Fig. 8. Control block diagram of virtual excitation link

It can be seen from the control block diagram that the virtual excitation link generates
the excitation electromotive force through reactive-voltage control. The input to the
virtual stage is the difference between the reactive power reference value minus the
reactive feedback value plus the voltage droop control coefficient multiplied by the
voltage reference value and the voltage feedback value.

The amplitude generated by the virtual excitation link and the frequency and initial
phase generated by the rotor mechanical link synthesize the reference wave, and then
through the stator voltage link, the command value at the output port of the inverter is
obtained, and then the pulse input to the inverter is generated by the voltage and current
double closed loop below, and finally the characteristics of the inverter are the demand
characteristics.
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3.5 Voltage and Current Dual Closed-Loop Control

Figure 9 shows the voltage and current dual closed-loop control block diagram.

Fig. 9. Voltage and current dual closed loop control block diagram

Where u(aref,bref,cref) represents the three-phase reference voltage, ω is the output
angular frequency of the inverter, derived from the virtual generator algorithm equation.
iq and id are the dq components of the inverter output current, uq and ud are the dq com-
ponents of the inverter output current, ud* and uq* represent the dq components of the
generated voltagemodulation signal, L andC represent the filtering inductance and filter-
ing capacitance. The voltage and current dual closed-loop circuit generates modulation
waves and sends them to the inverter to ultimately generate an ideal waveform.

3.6 Inverter Grid Connection Circuit Structure

The DC bus voltage is converted into AC voltage through an inverter controlled by
SPWM, and then integrated into the power grid after LC filtering. The circuit structure
is shown in Fig. 10.

Fig. 10. Main circuit diagram
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The apparent power ofVSG is represented byS, the voltage of the inverter output port,
i.e. the grid voltage, is represented by UL, and the current of each phase is represented
by ia, ib, ic = I represents, and the expressions for P, Q, and I are shown in Fig. 10.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

P = E0Ui

Z
cos(α − θ0) − U 2

i

Z
cosα

Q = E0Ui

Z
sin(α − θ0) − U 2

i

Z
sin α

Z =
√

(ωLt)2 + (Rt)2

α = arctan

(
ωLt
Rt

)

(4)

ia, ib, ic Corresponding line current I = E0 � θ0 − Ui � 0◦

Rt + jωLt
(5)

Among them, the circuit properties are expressed by Z, and E0 and θ0 can be deter-
mined by giving PQ, so that the power transmitted by the inverter and the power of
the grid can be matched, and finally the controllable and low-loss VSG-controlled DC
inverter can be stably connected to the grid.

4 Simulation Analysis of Grid-Connected Pre-synchronous VSG
Control of Energy Router

The standard formeasuring the performance of pre-synchronousVSGcontrol of building
energy routers is whether the energy output by the inverter can be integrated into the
grid to control the power disturbance to achieve safe grid connection.

4.1 Simulation Model Establishment

This article establishes a simulationmodel for the grid connection operation of an energy
router, which integrates 750 V DC power into the grid after being inverted by an inverter
controlled by the VSG algorithm.

In the simulation built, the VSG algorithm control simulation diagram is shown in
Fig. 11.

4.2 Simulation of Grid-Connected Mode Under the Control of Building Energy
Router VSG

Next, analyze the grid connection simulation under normal conditions, and the main
simulation parameters of the inverter are shown in Table 1.

The grid-connected signal generated after automatic pre-synchronization judgment
conditions. After VSG pre-synchronization, it will automatically connect to the grid at
about 0.29 S. Figure 12 shows the voltage amplitude pre-synchronization process, which
reaches the grid-connected condition in about 0.29 s, and then automatically connects
to the grid.
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Fig. 11. VSG algorithm control simulation diagram

Table 1. Simulation parameters of three-phase bidirectional DC/AC converter.

Parameter Numerical value

Rated power P(W) 25

The inverter measures the filter inductor Lm/Mh 7

Load measurement filter inductor Lg/Mh 1.9

Filter capacitors Ct/F 24e-6

Damping resistance Ro/� 4e-3

AC output line voltage (V) 220

Valid values Uabc (V) 220

Output frequency f(Hz) 50

Factor 0.8

Switching frequency f(Hz) 4000

Damping factor D 50

Inertia J(kg m/s2) 0.15

Stator armature resistance Ro/m� 12

Stator armature inductor L/Mh 0.06

Figure 13 is the system grid-connected frequency waveform diagram, the premise
that the energy router and the large power grid can run smoothly is that the waveforms
of the two should be consistent, as can be seen from the figure, the system starts to
connect and close the grid in 0.29 s, and after the VSG control pre-synchronization, it is
officially connected to the grid in about 0.3 s. At this time, the output frequency of the
system and the frequency of the power grid have basically been consistent, which meets
the requirements of the power grid for the power quality output of the inverter, and it can
be seen from the simulation waveform that the frequency after the completion of grid
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Fig. 12. Voltage amplitude pre-synchronization process

connection has been stable at 50 ± 0.05 Hz, which greatly improves the stability of the
DC bus connection of the energy router.

Fig. 13. Grid-connected frequency waveform

Figure 14 represents the three-phase voltage waveform output by the inverter, and
it can be seen from the simulation results that the voltage fluctuation is stable, which is
about 12% lower than the voltage fluctuation of the traditional grid-connected method.

Figure 15 represents the waveform of the three-phase current output by the inverter.
From the simulation results, it can be seen that the current overshoot under VSG

control is small, the adjustment time is relatively short, and the virtual synchronous
generator has the functions of primary frequency regulation and active power following.
It can maintain the stability of the grid-connected system.

Figure 16 represents the active and reactive waveform output by the inverter.
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Fig. 14. Grid-connected voltage simulation diagram

Fig. 15. Grid-connected current simulation.

From the simulation results, it can be seen that the active power rises to 5000 W
during the grid connection process, and the reactive power can always be maintained at
0 W, ensuring the stability of the system.

4.3 Sag Control Simulation Comparative Analysis

The inertia and damping of the power system largely determine its stability, although
the traditional droop control can make the microgrid automatically adjust the power
distribution and find a stable operation point whether it is connected to the grid or when
the island is running, but the simple sag characteristics ignore the inertia and damping
of the system, which reduces the stability of the system to a certain extent [14].

In this paper, the grid connection under droop control is also simulated and compared
withVSG control. Figure 17 shows thewaveform of a phase current output by the system
under droop control.
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Fig. 16. The active-dead waveform output by the inverter

Fig. 17. A phase current waveform output by the system

In order to more, here the system output of a certain phase current waveform for
analysis, Figure 15 is the grid-connected current simulation waveform under droop
control, from the figure it can be seen that 0.2 gives the grid-connected control signal,
directly connected to the grid, and does not go through the pre-synchronization link, at
0.2 S caused the current waveform offset, and the current overshoot compared to the
current overshoot under VSG control increased, causing a certain degree of impact on
the large power grid, obviously VSG control is more stable than the droop control when
connected to the grid.

Figure 18 shows the active reactive waveform after grid connection under droop
control.

It can be seen from the simulation results that the droop control reactive power is
still about 700 W, compared with the reactive power waveform under VSG control, it
is obvious that the use of VSG control can make the system more stable. It can be seen
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Fig. 18. Active and reactive waveform

that compared with the sag control, VSG control has less impact on the large power grid
when connected to the grid, and can maintain the stable operation of the power grid after
grid connection.

5 Conclusion

In this paper, a building energy router topology and DC bus grid-connected pre-
synchronous VSG control method are designed, which are summarized as follows:

1. Around the building energy router, its application scenarios and topology are
expounded, which ensures the rationality and practicality of the energy router
topology.

2. Aiming at the stability of DC bus connection of building energy routers, a pre-
synchronousVSGcontrolmethod is designed to reduce the voltage and current impact
of common coupling points when connected to the grid.

3. The simulation model of energy router grid connection under pre-synchronous VSG
control established byMATLAB/simulink, and comparative analysis with droop con-
trol, verify the correctness of the proposed energy router topology and grid connection
mode.
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Abstract. Extreme weather, such as cold waves and frosts, can significantly
impact the output of wind farms. To address this issue, this paper proposes a
short-term power prediction and correction method suitable for wind farms dur-
ing extreme weather, based on the K-nearest neighbor algorithm and multiple
linear regression model. By verifying that wind power output is affected by wind
speed, temperature, humidity,windpower kurtosis, andother factors, theK-nearest
neighbor algorithm is used to obtain the sample set of similar days on the day to
be measured. The regression model of influencing factors and output errors is
established to improve the power prediction accuracy. A wind farm in northwest
China is used as a test example to verify the effectiveness of the output correction
method.

Keywords: Extreme weather · Wind power prediction · K-nearest neighbour
algorithm

1 Introduction

Under the goals of carbon peaking and carbon neutrality, the key task is to construct a
power system dominated by new energy. Photovoltaic and wind power are two rapidly
developing representations of newenergyover the last decade, and are expected to replace
conventional energy sources [1]. However, the randomness and fluctuating nature of new
energy not only results in substantial defects in the reliability and stability of the power
system but also diminishes the accommodation of new energy. Therefore, reserving
capacity based on new energy power prediction at different time scales is an effective
measure to solve this problem. In recent years, extreme weather events such as cold
waves, frosts, and freezing rain have occurred frequently in China, greatly reducing the
accuracy of new energy power prediction. With the significant expansion of wind farms,
the impact of extreme weather will be further exacerbated [2]. It is urgent to analyze
the factors that limit wind power output and take countermeasures in advance to address
these problems.
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In extreme weather conditions, such as cold waves, the ice load can cause changes to
the geometrical shape of wind turbine blades, ultimately leading to a reduction in lift and
drag. This decrease in aerodynamic performance results in a reduced wind utilization
coefficient and ultimately affects the output of wind turbines [3, 4]. Sensors are funda-
mental to detecting changes in wind power output. Jin S has introduced the development
and application of several types of electric weather sensing and proposed an application
framework for sensing monitoring [5]. By analyzing meteorological factors, utilizing
fuzzy recognition of data as input for a neural network can accurately predict meteo-
rological conditions [6]. To predict new energy power output during extreme weather,
the distance analysis method can be used to effectively identify the correlation between
meteorological factors and wind power output. By combining this approach with SOM
clustering to categorize sample types, a prediction model based on weather-type clus-
tering recognition can be established [7]. In Ref. [8], the relationship between average
output under different weather conditions is mapped to a weather type index, which
serves as the input for a neural network to obtain an accurate correlation between mete-
orological factors and wind power output. Additionally, an extraction model for holiday
power load characteristics is proposed based on historical load and meteorological data
[9]. Currently, predicting wind power output during extreme weather conditions has
become a key area of focus. However, traditional algorithms are not effective in correct-
ing power prediction error during extreme weather. Therefore, there is a need to improve
the accuracy of power prediction in extreme weather conditions.

This paper presents a novel approach for correcting short-term power prediction
error in wind farms in extreme weather conditions. The proposed method is based on
the K-nearest neighbor algorithm and multiple linear regression model. By analyzing
the correlation factors of power prediction error, a regression model and a sample set
of similar days were established. Additionally, the least square method was utilized to
estimate the regression model parameters and modify the power prediction.

2 Methodology

Wind power prediction error refers to the difference between predicted and measured
wind power during a specific period [10]. The proposed method for correcting these
errors and related parameters using the K-nearest neighbor algorithm is outlined as
follows:

(1) Obtain historical data related to extremeweather, including historicalmeteorological
forecast data, historical power prediction data, and historical measured power data.

(2) Utilize the Pearson correlation coefficient method to analyze the correlation factors
of power prediction error in extreme weather conditions.

(3) Utilize the K-nearest neighbor algorithm to select historical data strongly corre-
lated with the prediction days. Additionally, establish a regression model for power
prediction error and correlation factors using the multiple linear regression method.

(4) Calculate the multiple linear regression parameters and obtain the power prediction
error for the prediction days based on their meteorological data.
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3 Influencing Factors and Correction Models

3.1 Analysis of Influencing Factors

Extreme weather conditions can have a significant impact on wind power output. To
illustrate this, this paper examines a wind farm located in northwest China, and ana-
lyzes the effects of meteorological factors such as wind speed, temperature, humidity,
and power fluctuation on power prediction error. Specifically, the study focuses on the
scenarios of gale, icing, and low temperature during cold wave weather.

The correlation between impact factors and prediction errors can be described using
the Pearson correlation coefficient, as follows:

r =

n∑

i=1
(xi − x)(yi − y)

√
√
√
√

n∑

i=1
(xi − x)2

√
n∑

i=1
(yi − y)2

(1)

3.1.1 The Influence of Wind Speed Cubic on Prediction Error

Wind poweris determined by wind speed v, wind utilization coefficient Cp and other
factors, which is related to the cubic of wind speed [11].

P = 0.5ρACp(λ, β)v3 (2)

By analyzing historical data from the wind farm, the study examined the impact
of wind speed on prediction errors in extreme weather conditions. Figure 1 depicts the
relationship between power prediction error and the cubic of wind speed. The correlation
coefficient of 0.7107 indicates a strong correlation between the cubic of wind speed and
power prediction error.
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3.1.2 The Effect of Temperature on Prediction Error

Cold waves, frost and so on which are forms of extreme weather, are often accompa-
nied by drops in temperature. During such conditions, wind turbine blades and sensing
equipment, such as engine room anemometers, are prone to large-scale icing. However,
the accumulation of ice on blades can lead to unbalanced blade loads or changes in aero-
dynamic characteristics. Additionally, ice accumulation on anemometers in the engine
room can cause the detected wind speed to be lower than the actual wind speed, resulting
in unit shutdowns [12]. Temperature also has a significant impact on prediction errors.
Figure 2 illustrates the relationship between wind power prediction error and tempera-
ture, with a correlation coefficient of 0.45589, indicating amoderate correlation between
wind power prediction error and temperature.
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Fig. 2. The relation curve between wind power prediction error and temperature

3.1.3 Influence of Relative Humidity on Prediction Error

Extreme weather conditions such as cold waves and frost can cause ice cover on wind
turbines, often requiring a combination of high humidity environments. Consequently,
in extreme weather conditions such as cold waves and frost, relative humidity has a
significant impact on wind power prediction error. Figure 3 displays the relationship
betweenwind power prediction error and relative humidity, with a correlation coefficient
of 0.6054, indicating a strong correlation between wind power prediction error and
relative humidity.

3.1.4 The Influence of Power Fluctuation on Prediction Errors

Kurtosis, also referred to as the peak coefficient, is a statistical measure that represents
the degree of peakedness of a curve at its average value. It reflects the sharpness of the
peak [13] and can be defined as follows:

K =
∑n

i=1 (Xi − X )4

(n − 1)s4
(3)
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where Xi is the sample, X is the sample mean, and s is the standard deviation. Figure 4
displays the relationship between wind power prediction error and wind power kurtosis,
with a correlation coefficient of 0.3093, indicating a moderate correlation between wind
power prediction error and wind power kurtosis.
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3.2 K-Nearest Neighbor Optimization Algorithm

This article filters similar days based on curve features to find power curves that are
similar to the target power curve features. Initially, various indexes were defined to
describe the curve characteristics, and the K-nearest neighbor algorithm was utilized to
calculate the feature distance. The similarity between the predicted and historical daily
power curves was judged by comparing the feature distance. The comprehensive feature
vector F = [Pmax, Pmax, hour, Pavg, Q] is defined to describe a daily power curve. Pmax is
the maximum daily fluctuation; Pmax, hour is the maximum intra-day hourly fluctuation;
Pavg is the daily average fluctuation; Q is daily power generation.
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Daily maximum fluctuation Pmax refers to the maximum peak valley difference of
power within 24 h; �Pmax, hour is the maximum hourly fluctuation within a day, the
frequency of power data is 5 min.

The static coupling model of electric refrigeration is shown in Eq. (4).

�Pmax,hour = max{max[p(i)] − min[p(i)]}
i = n, 2n...., 12n; n ∈ (1, 24) (4)

where p(i) is the ith time series power point on the daily power curve.
Daily average fluctuation�Pavg is average value of the peak-valley power difference

in an hour of the daily power.

�Pavg = avg{max[p(i)] − min[p(i)]}
i = n, 2n...., 12n; n ∈ (1, 24) (5)

Normalizing the feature vector, F1 and F2 are the daily predicted and historical
curves respectively, and the characteristic distance L12 is the Euclidean distance of the
comprehensive feature vector are defined as:

L12 = [(P1,max − P2,max)
2 + (�P1,max,hour − �P2,max,hour)

2

+ (�P1,avg − �P2,avg)
2 + (Q1 - Q2)

2] (6)

The feature vector that is most similar to the target feature vector can be selected by
sorting the feature distance from small to large.

3.3 Multiple Linear Regression Error Correction Model

Multiple linear regression method is used to establish the prediction error estimation
model. It is to establish the corresponding relationship between prediction error and
influencing factors based on historical data, and calculate the parameters to predict
future error values. Based on the above research, wind power prediction influencing
factors during extremeweather includewind speed cubic, temperature, relative humidity,
and wind power kurtosis. In multiple linear regression analysis, the recorded variable
(prediction error) is Y, and the set of influencing factors is X = {x1, x2,…, xp}. Where
p is the number of influencing factors, n is the sample size, the matrix is defined as:

x =

⎡

⎢
⎢
⎣

x11 x12 ... x1p
x21 x21 ... x2p
... ... ... ...

xn1 xn2 ... xp

⎤

⎥
⎥
⎦

n×p

y =

⎡

⎢
⎢
⎣

y1
y2
...

yn

⎤

⎥
⎥
⎦

1×n

(7)

The multiple linear regression model can be expressed as:

Y = XB (8)

SelectKnearest neighbor algorithm to obtainmultiple datas in historical datas similar
to prediction datas during extreme weather, and the prediction error E, wind speed cubic
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V, wind power kurtosis k, temperature T and relative humidity H in each period are
calculated respectively. Then Y = E, X = [V, k, T, H], B is calculated according to the
equation. Finally, according to the weather forecast and power prediction, the prediction
error E is solved to correct the power prediction.

4 Case Analysis

This paper takes the extreme weather datas of a wind farm in northwest China in 2018–
2022 as a sample. The wind farm capacity was 200 MW, with a time interval of 5
min. Firstly, identify and process the wind farm’s abnormal data. Secondly, confirm
the extreme weather type of prediction day and obtain similar daily data by K near-
est neighbor optimization algorithm. Finally, curve fitting each parameter respectively,
and combined with meteorological data and conventional power prediction results, the
prediction error was obtained, then correct the prediction results (Table 1).

Table 1. Statistical table of extreme weather in 2018–2022 for a wind farm in Northwest China

Date of occurrence End date Extreme weather type

2018/1/9 2018/1/10 Frost

2018/1/21 2018/1/23 Cold wave

… … …

2022/6/28 2022/6/28 Frost

… … …

2022/11/29 2022/12/1 Cold wave

Taking December 28, 2020 as the prediction day, Fig. 5 shows the comparison
between the wind power prediction value before and after correction and the measured
power.

Table 2 shows the statistical results of the wind power prediction before and after
correction. The root mean square error RMSE is calculated as follows:

RMSE =
√
√
√
√1

n

n∑

k=1

(
Pm,k − Pp,k

Ck

)2

(9)

where Pm, k is the actual average power during period k; Pp, k is the predicted average
power during period k;Ck is the total boot capacity during period k; n is the total number
of periods in the statistics time range.

Figure 5 andTable 2 demonstrate that the proposedmethod formodifyingwindpower
predictions based on the K-nearest neighbor algorithm andmultiple linear regression has
significantly improved prediction accuracy. The modified power curve is consistent with
the measured power curve, and the root mean square error (RMSE) has been reduced by
3.5%.
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Table 2. Root mean square error and correlation coefficient of predicted power before and after
correction

RMSE Correlation coefficient r

Before correction 0.089 0.402

After correction 0.054 0.814

5 Conclusion

This paper proposes a novel approach for correcting short-term power predictions for
wind farms in extremeweather conditions. Themethod leverages the K-nearest neighbor
algorithm and multiple linear regression model, and identifies key factors such as wind
speed, temperature, humidity, and wind power kurtosis that affect wind power output
during cold waves. Specifically, the K-nearest neighbor algorithm is utilized to identify
a sample set of similar days on the day of measurement, and a regression model is
established to examine the relationship between the influencing factors and output errors.
This approach has been demonstrated to improve the accuracy of power predictions and
has practical implications for optimizing the performance and reliability of wind power
systems in extreme weather conditions.The conclusions are as follows:

(1) Based on a large amount of measured datas fromwind farms in the northwest region,
the prediction error of wind power in extreme weather conditions such as cold waves
and frost to be influenced by factors such aswind speed cubic, temperature, humidity,
and wind power kurtosis is analyzed;

(2) The power prediction error model and influencing factor model are established by
using multiple linear regression method,. The K-nearest neighbor algorithm was
applied to obtain a sample set of similar days on the test day, solve the parameters,
and correct the predicted results.
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(3) The prediction error correction model was verified using actual data, resulting in
a 3.5% reduction in root mean square error (RMSE) compared to the uncorrected
predictions.

In general, the wind power prediction error model based on the K-nearest neighbor
algorithm effectively improves prediction accuracy, which is significant in ensuring the
reliability and stability of power systems and facilitating the integration of new energy
sources.
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Abstract. At present, China’s offshore wind power generation technology has
a lot of room for development. As the offshore distance of offshore wind farms
grows, the traditional AC integration approach has gradually been replaced by the
flexible DC transmission integration approach. The difference from the traditional
AC integration approach is that there are a multitude of power electronic devices
in the VSC-HVDC system, which makes the fault characteristics of the system
greatly changed. This paper mainly studies the fault properties of doubly-fed
induction generator (DFIG) with flexible DC integration. Firstly, the topology and
control strategy of DFIG Wind Farm with flexible DC integration are analyzed,
and a mathematical model of the system control part is established. Secondly, the
DFIG short-circuit current is calculated, and the factors affecting the size of the
short-circuit current are found through analysis. Finally, the fault characteristics
are analyzed by building a DFIG Wind Farm model with flexible DC integration
on the PSCAD/EMTDC simulation platform.

Keywords: Flexible DC transmission technology · Doubly-fed induction
generator (DFIG) · Fault characteristics · Electromagnetic transient simulation

1 Introduction

With the worsening of environmental degradation and energy scarcity, carbon neutrality
and carbon peak were written into the government’s report, building a model of power
system with abundant sustainable energy is one of the key measures to attain the goal of
shifting to a clean and low-carbon electricity. One of the most established and promising
technological methods of producing new energy power among them is wind power
generation [1–3]. Offshore wind energy is rich in resources, and offshore wind power
generation still has great potential for development [4, 5].

Offshore wind farms are usually far from land. At this time, the power losses caused
by long-distance and large-capacity transmission must be considered. As the scale of
wind farm projects and offshore distances continue to rise, the prevailing trend for the
future development of grid-connected wind farms is the utilization of flexible DC trans-
mission technique, i.e. the voltage-sourced converter based HVDC (VSC-HVDC) [6,
7]. Compared to high-voltage AC transmission technology, flexible DC transmission
technology has the advantages of long transmission distance, low power loss, and low
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communication interference. However, there are plenty of highly nonlinear power elec-
tronic devices in the flexible and straight system, and the control strategies of the system
are diverse, which leads to greater changes in the fault characteristics of the system
than that of traditional AC systems [8–10]. Therefore, study of the fault characteris-
tics of double-fed wind farms under flexible DC grid-connected mode holds practical
significance.

In [11], the influence of flexible DC converters of different structures on the fault
voltage and current output of wind farms and flexible DC converters is summarized
through simulation analysis. In [12], the AC-side fault characteristics of the flexible
DC system of different types of wind turbines are studied through simulation models
and a current transfer strategy for offshore wind farms is proposed. However, this type
of method lacks theoretical analysis and it is difficult to accurately characterize the
fault characteristics. However, the above-mentioned research is mainly aimed at the
fault analysis of inverter power supplies, and it is rare to investigate the various fault
properties of the system, especially the fault characteristics of the AC side.

In this paper, the topology and control strategy of DFIG wind farm with flexible
DC integration are firstly analyzed. Furthermore, a mathematical model is established
for the system control segment. Subsequently, the DFIG short-circuit current is derived,
with an emphasis on determining factors affecting the magnitude of the short-circuit
current through analysis. Finally, the model of DFIG with flexible DC integration is
developed on the PSCAD/EMTDC simulation platform to analyze t wind farm side
fault characteristics of DFIG with flexible DC integration.

2 Topology and Control Strategy of DFIG with Flexible DC
Integration

2.1 Topology of DFIG with Flexible DC Integration

Presently, the development of offshore wind power resources has taken the lead as the
future development path for wind power generation in our country due to the utilization
of offshore wind power resources is reaching saturation. With the growth of offshore
distance, the loss and construction costs caused by the use of AC submarine cables are
getting continuously rising,while the construction cost of the use ofDC submarine cables
is relatively low, and the grid-connected through flexible direct current transmission
technology has the advantages of low communication interference and asynchronous
networking. Therefore, when using far-sea wind power resources, the use of flexible DC
grid-connected has more advantages. Through the collation and analysis of the structure
of the offshore flexible DC wind farm that has been built in China, the topology of the
DFIG with flexible DC integration is illustrated in Fig. 1.

The wind turbine’s output voltage, which measures at 0.69 kV, is tied into the 35 kV
bus bar via the fan box variable boost. By means of the step-up transformer installed in
the offshore substation, the voltage of the 35 kV-bus is elevated to 220 kV, a connection is
established to the offshore converter station, which is then linked to the onshore converter
through DC submarine cable. Finally, the onshore converter station is connected to the
power grid. In Fig. 1, the onshore converter station is integrated to power grid, which is
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Fig. 1. Topology of DFIG with flexible DC integration

typically achieved with constant DC voltage/constant reactive power (Vdc/Q), and the
offshore converter station is connected to wind generation, which is generally controlled
by constant AC voltage/frequency (Vac/f ).

2.2 Topology and Control Strategy of DFIG

The DFIG consists of a fan blade, a gearbox, a double-fed induction motor, a rotor/grid-
side converter (RSC/GSC). The DIFG is one type of the winding rotor induction gen-
erator, and its rotor circuit is connected to the power grid through a converter attached
to the rotor slip ring. In contrast, the stator of DFIG is directly connected to the power
grid. The topology of the DFIG is shown in Fig. 2.

Rotor- side converter
(RSC)

Grid- side converter
(GSC)

Grid

AC

DC

DC

AC

Gearbox

AC transformer

Fan blade

DFIG

Fig. 2. Topology of DFIG

The active power output of the DFIG to the power grid consists of two parts, namely
the active power output from the RSC and GSC. For wind turbines, the decoupling
control strategies of the RSC and GSC are often considered to model them [13, 14].

(1) Rotor-side converter control strategy

The stator voltage vector direction Us serves as a reference for the orientation of the
d-axis, and the control methods of feedforward compensation and PI adjustment are
adopted at the same time. The expression of the rotor voltage control equation for DFIG
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is as follows:
⎧
⎪⎨

⎪⎩

urd = (
kriP + kriI

/
s
)(
i∗rd − ird

) + ω2

(
LmUs

ω1Ls
− σLrirq

)

urq = (
kriP + kriI

/
s
)(
i∗rq − irq

) + ω2σLrird

(1)

where the rotor voltage’s components are broken down into urd /urq along the d/q-axis,
while the rotor current’s components are similarly divided into ird /irq along the d/q-axis;
kriP/kriI are the proportional/integral adjustment coefficient of the inner loop of the rotor
current; The d/q-axis parts of the rotor current’s command values are represented by i*rd
and i*rq, respectively; ω1/ω2 = ω1-ωr are the synchronous angular frequency/angular
frequency of deviation.

In addition, the active/reactive power output of the DFIG stator can be approximately
decoupled and adjusted by the d/q-axis components of the rotor current, respectively.
Therefore, the RSC control schematic diagram based on the outer power/inner rotor
current loop is shown in Fig. 3 can be obtained.

Fig. 3. Rotor side converter control schematic

(2) Grid-side converter control strategy

The stator voltage vector direction Us serves as a reference for the orientation of the d-
axis, and the control method of feedforward compensation and PI adjustment is adopted.
The current inner loop controller of GSC can be expressed as:

{
ugcd = (

kgiP + kgiI
/
s
)(
i∗gcd − igcd

) + Rigcd + ω1Lgigcq + Us

ugcq = (
kgiP + kgiI

/
s
)(
i∗gcq − igcq

) + Rigcq − ω1Lgigcd
(2)

where ugcd /ugcq are the d/q-axis components of the output voltage on the GSC AC-
side; igcd /igcq are the d /q-axis components of the output current on the GSC AC-side;
Lg /Rg are the connection inductance/resistance; kgiP/kgiI are the proportional/integral
adjustment coefficients of the current inner loop of GSC; i*gcd /i*gcq are the command
values of the Grid-side current d/q-axis components.

The control goal of GSC is to ensure the stability of the DC voltage. Therefore, the
control block diagram of the GSC composed of the dual-loop is demonstrated in Fig. 4.
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Fig. 4. Grid side converter control schematic

3 Transient Characteristics of DFIG with Flexible DC Integration

3.1 Transient Characteristics of DFIG

When a wind turbine is used as a power supply, it is very different from the traditional
synchronous generator power supply. When considering the fault characteristics of the
system, it is imperative to first explore the factors that affect the fault characteristics of
the wind farm [15–17]. Taking the voltage drop at the stator terminal as an example, the
fault current characteristics of DFIG are analyzed, and the stator voltage/magnetic chain
equation of DFIG can be derived by contacting them.

{
pψsd = usd + Rs

Lmird−ψsd
Ls

+ ω1ψsq

pψsq = usq + Rs
Lmirq−ψsq

Ls
− ω1ψsd

(3)

Assuming that the stator winding voltage Uf = (1 − λ)Usn after the voltage drops,
and considering usd = Uf and usq = 0, the Laplace transform and the inverse Laplace
transform can be solved by applying the Laplace transform.

⎧
⎪⎪⎨

⎪⎪⎩

ψsd (t) = −Usn − Uf

ω1
e−Rst/Ls sinω1t

ψsq(t) = −Uf

ω1
− Usn − Uf

ω1
e−Rst/Ls cosω1t

(4)

During the fault transient process, pψ sd �= 0, pψ sq �= 0. At the same time, the outer
loop of the power is locked, and the given rotor current reference values i*rd and i*rq
remain unchanged. The stator magnetic chain d/q-axis fault components can be obtained
by the derivation of the closed-loop transfer function:

⎧
⎪⎪⎨

⎪⎪⎩

�ψsd = ψsd (t) − ψsd0 = −Usn − Uf

ω1
e−Rst/Ls sinω1t

�ψsq = ψsq(t) − ψsq0 = Usn − Uf

ω1
(1 − e−Rst/Ls cosω1t)

(5)
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The difference ed /eq of the closed-loop transfer function are:

⎧
⎪⎨

⎪⎩

�ird ≈ ed
kriP

�irq ≈ eq
kriP

(6)

Applying the above formula to the DFIG stator magnetic chain equation:
{

�ψsd = −Ls�isd + Lmed/krip
�ψsq = −Ls�isq + Lmeq/krip

(7)

⎧
⎪⎪⎨

⎪⎪⎩

�ψsd = −Ls�isd − ωrL2mp�ψsd

ω1LskriP

�ψsq = −Ls�isq − ωrL2mp�ψsq

ω1LskriP

(8)

where k1 = ωrLm/(ω1LsKriP), which can be obtained by simplifying the above formula:

{
�Isd (s) = �Us(s)

−(sLmk1+1)sLs
(sLs+Rs)2+(Lsω1)2

�Isq(s) = �Us(s)
(sLmk1+1)[sLsRs+R2s+(Lsω1)

2]
[(sLs+Rs)2+(Lsω1)2]Lsω1

(9)

The Laplace inverse change is made to the above formula, and the following is the
time-domain expression for the d/q-axis fault components of the stator winding current:

{
�isd (t) = D sin(ω1t + ϕ)e−Rst/Ls

�isq(t) = −λUsn
ω1Ls

+ D cos(ω1t + ϕ)e−Rst/Ls (10)

where, ϕ = arctan(ω1LmK1). Therefore, after the voltage drops, the stator winding
current d and q axis fault current are: isd0 + �isd(t) and isq0 + �isq(t).

Under the failure of the power grid, since the stator magnetic chain cannot undergo
sudden changes, the transient DC component attenuated by the time constant determined
by the stator resistance and inductance is generated, and finally attenuated to zero. This
component will sense the back electromotive force of the rotor in the rotor, affecting the
rotor transient characteristics.

Considering the transient process of the controlled motor/rotor short-circuit current,
it can be divided into three parts, which are the periodic components determined by the
rotor current reference; the rotor current response to the back electromotive force, the
size of which is determined by the value of the back electromotive force, that is, affected
by the degree of voltage drop; the rotor current natural component is associated to the
control parameters.

Expressing the short-circuit current component of the DFIG stator requires consid-
eration of both the stator magnetic chain and the rotor current. Among them, the periodic
component corresponds to the stator magnetic chain periodic component and has noth-
ing to do with the initial state of the DFIG. It is just related to the stator voltage and the
stator inductance after the fault is generated; the DC transient component corresponds to
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the DC transient component of the stator magnetic chain, which is affected by the initial
operating conditions of DFIG and power grid failure time, the more serious the stator
voltage drop under DFIG failure, the greater the DC transient component initial value;
the current transient characteristics are controlled by the rotor side converter Impact, if
the control bandwidth of the RSC is sufficient, the excitation voltage provided by the
rotor-side converter can follow the command value well. When the response time of the
converter is fast enough, the rotor current periodic component can be approximated as
a reference value.

3.2 Transient Characteristics of Flexible DC Transmission

Ignoring factors such as signal sampling and filtering delay, converter switching delay,
etc., after decoupling, the converter control closed-loop transfer function’s d-axis current
can be expressed as:

G(s) = id
i∗d

= kPs + kI
Ls2 + (R + kP)s + kI

(11)

Select kP/kI = L/R, and the current control’s closed-loop transfer function can be
expressed as follows:

G(s) = kP
kP + Ls

= 1

1 + s
ωc

(12)

where, ωc is the angular frequency, ωc = kP/L.
At this time, the inner loop of the current is a first-order inertial link. So that the active

power command before the fault is i*d0, i*d1 is the active current command after the
voltage drops, and the output converter d-axis fault component current can be obtained:

�idf (s) = G(s)i∗d1(s) − G(s)i∗d0(s)

= 1

1 + s
ωc

i∗d1 − i∗d0
s

= (
i∗d1 − i∗d0

)
(
1

s
− 1

s + ωc

)

(13)

Through the Laplace transform, the fault current component’s time domain expres-
sion can be obtained as:

�idf (t) = (
i∗d1 − i∗d0

)(
1 − e−ωct

)
(14)

Neglecting the transient process is advisable when the switching frequency is large
and the current inner loop with speedy response time. At this time, the fault current of
the d/q axis is:

{
idf (t) = i∗d1
iqf (t) = i∗q1

(15)
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Before the failure, the inverter station operates in a unit power factor state, and the
converter output three-phase current can be obtained as:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ia0(t) = i∗d0 cos(ωt + θ1)

ib0(t) = i∗d0 cos
(

ωt + θ1 − 2π

3

)

ic0(t) = i∗d0 cos
(

ωt + θ1 + 2π

3

)
(16)

where, θ1 denotes the a-phase current initial phase angle.
Since the converter station’s inertial time constant is so small, its transient output

component is expected to be disregarded, and according to the constrained converter
overcurrent capacity, the current reference limit is generally set in the inner loop of
the current. When the current exceeds the limit ilim, the active/reactive reference of the
current will be limited. The short-circuit current amplitude of the flexible DC wind farm
is lower than that of the AC wind farm under the converter current-limiting control.
When the converter current limiting control conditions are reached, the converter output
short-circuit current is expressed as:

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

ia1(t) = ilim cos(ωt + θ1 + ϕ)

ib1(t) = ilim cos

(

ωt + θ1 − 2π

3
+ ϕ

)

ic1(t) = ilim cos

(

ωt + θ1 + 2π

3
+ ϕ

)
(17)

where, ϕ = arctan(i*q1/i*d1). The above equation indicates that the active/reactive cur-
rent reference i*d1/i*q1 determine the converter short-circuit current amplitude. The
short-circuit current amplitude is slightly greater than the steady-state operating current
amplitude when the controller current limit ilim is reached; the short-circuit current phase
angle ϕ rises with the growth of the reactive current reference iq1*.

When the wind farm adopts flexible direct current and is connected to the grid,
a failure occurs on the system side. Flexible direct current transmission technology
can reduce the harmonic component of the current in the system. For flexible direct
current transmission systems, wind turbines have more generator characteristics; in AC
transmission systems, since the AC transmission line’s other side is connected to the
infinite system, wind farms have more load characteristics. Therefore, the short-circuit
current supplied by the system side varies under the two grid-connected modes after
a short-circuit failure. The short-circuit current provided by the VSC-HVDC system
is lower than that of the AC system in the event of a system fault. In the event of a
fault on the system, because of the influence of the current inner loop limiting link, the
short-circuit current supplied by the VSC-HVDC system is less than that under a failure
occurs on the wind farm side.
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4 Simulation Analysis

4.1 Simulation System

The VSC-HVDC system with DFIG integration is illustrated in Fig. 5, where f 1 is the
system-side failure point, and f 2 is the wind farm-side failure point.
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Fig. 5. The simulation of VSC-HVDC system with DFIG integration

Through the equivalent calculation of the wind farm internal collector circuit param-
eters and the equivalent wind farm module inside the PSCAD, the wind farm can be
equivalent to a single wind turbine connected to the power grid through the equiva-
lent wind farm module. The parameters of the flexible DC grid-connected wind farm
simulation system are shown in Table 1.

4.2 Simulation of Fault at System Side ( f 1)

In Fig. 5, point f 1 has aAB interphase short circuit fault at 10 s, and the short-circuit point
is a 220 kV bus bar. Figure 6a–c show the instantaneous fault voltage, the instantaneous
fault current supplied by the power grid, and the instantaneous fault current supplied by
wind turbines.

It can be noted from Fig. 6a that the fault phase voltage (AB phase) instantaneous
value is equal after the fault occurs. The fault phase voltage (AB phase) peak value
drops from 202.11 to 96.77 kV within 10 ms after the fault occurs, and the non-fault
phase voltage (C phase) peak value rises from 203.21 to 215.80 kV within 10 ms after
the fault occurs. Due to the failure to remove the fault in time, the three-phase voltage
began to oscillate in a period of 0.1s after the fault occurred. Figure 6b shows that the
fault phase peak current provided by the grid system rises from 1.93 to 6.37 kA (3.32
times the rated value) within 10 ms, and the phase difference of the waveform of the
fault phase (AB phase) is 180º, and the non-fault phase current rises to 2.50 kA, the
increase is much lower than that of the fault phase. Figure 6c shows that the peak fault
phase current provided by wind turbines rises from 2.06 to 10.44 kA (5.07 times the
rated value) within 10 ms.

In summary, when a two-phase interphase (AB phase) short-circuit fault occurs at
point f 1, the fault phase peak voltage is lower than the steady-state value, and the non-
fault phase peak voltage is slightly higher than the steady-state value. Under normal
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Table 1. Parameters of flexible DC grid-connected wind farm simulation system

System parameters Value

Rated capacity of grid SN /MVA 1100

Rated voltage of grid UN /kV 525

Grid equivalent resistance RS /
 1.3779

Grid equivalent inductance LS /mH 24.9

Transformer ratio of onshore converter station /(kV/kV) 525/416.41

Converter station capacity SC /MVA 1100

Rated AC voltage of converter station UAC /kV 416.41

Rated DC voltage of converter station UDC /kV 800

DC submarine cable resistance between stations RDC /
 1.404

DC submarine cable inductance between stations LDC /mH 100

Transformer ratio of offshore converter station /(kV/kV) 416.41/230

AC submarine cable resistance R1/
 0.558

AC submarine cable inductance L1/mH 4.3417

Split transformer 1/2 variable ratio /(kV/kV/kV) 230/35/35

Fan box type transformer variable ratio /(kV/kV) 35/0.69

Fan rated capacity SG/MVA 4.25

Fan rated voltage UG/kV 0.69

Fan converter DC voltage Udc/kV 1.2

circumstances, the short-circuit current supplied by the power grid is 10–15 times the
rated value, while the short-circuit current supplied by the VSC-HVDC system is 3.32
times the rated value, which is less than that of the power grid.

4.3 Simulation of Fault at Wind Farm Side ( f 2)

In Fig. 5, point f 2 has a AB interphase short circuit fault at 10s, and the short-circuit point
is a 35 kV bus bar. Figure 7a–c show the instantaneous fault voltage/current supplied by
the power grid, and the instantaneous fault current supplied by wind turbines.

It can be noted from Fig. 7a that the fault phase voltage (AB phase) instantaneous
value is equal after the fault occurs. Its peak value is reduced from 32.41 to 13.12 kV
within 10 ms of the fault, and the non-fault phase voltage (C phase) is reduced from
32.32 to 31.53 kVwithin 10ms of the fault. Due to the failure to remove the fault in time,
the three-phase voltage began to oscillate in a period of 0.1s after the fault occurred.
As shown in the graphical representation in Fig. 7b, the peak current of the fault phase
provided by the grid system rises from 3.03 to 32.2 kA (10.63 times the rated value)
within 10 ms, and the phase difference of the waveform of the fault phase (AB phase)
is 180º, and the non-fault phase current increases to 3.44 kA, the increase is lower than
that of the fault phase. As shown in the graphical representation in Fig. 7c, the peak
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Fig. 6. Fault characteristics of AB interphase short circuit at point f 1

three-phase current provided by wind turbines rises from 2.96 to 5.06 kA (1.71 times
the rated value) within 10 ms.

In summary, a conclusion similar to Sect. 4.2 can be obtained.
When a fault arises at point f 1, the grid system will generate a fault current 3.32

times the rated value; when a fault happens at point f 2, the current will surge to 10.63
times the rated value. The short-circuit current generated by the power grid of f 1 is less
than that of f 2. This is due to the fact that the control strategy adopted by the offshore
converter station is Vac/f control. When a failure occurs on the system side, the AC
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Fig. 7. Fault characteristics of AB interphase short circuit at point f 2

voltage amplitude will change and the fault phase voltage will drop. At this time, the
constant AC voltage control used by the offshore converter station will be affected.
The control system’s current inner loop regulation constrains the amplitude of the fault
current component in the d/q axis, as a result, the occurrence of such faults leads to a
decrease in the outlet current of the offshore converter, which is significantly lower than
the short-circuit current supplied by the power grid when the wind farm side fails.
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5 Conclusion

(1) In this paper, a study is conducted on the topology and control method of a flexible
DC grid-connected wind generation. The analysis delves into the structure of DFIG,
and a mathematical model of DFIG converter is subsequently established.

(2) This paper derived the formula of the short-circuit circuit of DFIG, and analyzed the
main factors that affecting the system short-circuit current. The short-circuit current
of the system is related to three parts: the periodic component determined by the
rotor current reference, the rotor current response to the back electromotive force,
and the rotor current natural component.

(3) In this paper, the short-circuit current formula of the flexible DC converter output
is derived, and the short-circuit current characteristics are analyzed. When a fault
occurs at the system side, the short-circuit current provided from the VSC-HVDC
system is less than that of the AC system. And it can be concluded that when a
system side fault occurs, due to the influence of the current inner loop limiting link,
the short-circuit current supplied by the VSC-HVDC system is less than that under
a failure occurs on the wind farm side.

(4) In this paper, a DFIG model with flexible DC integration in PSCAD/EMTDC is
constructed, and the fault characteristics of the system when the AB phase of the 35
kV bus bar and the 220 kV bus bar of the model are analyzed. To assess the impact
of such faults on both the system side and the wind farm side, a comparison is made
between the short-circuit currents supplied by the power grid. It is concluded that
the inner loop control of the current in the control system limits the amplitude of the
fault current component of the d/q axis and reduces the outlet converter short-circuit
current.
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Abstract. For the steady under voltage problem of the system, currently, mea-
sures such as switching on/off capacitors and reactors, adjusting transformer taps,
etc. are generally taken to make the voltage rise firstly. When the control measures
are insufficient, it is necessary to cut off some of the load. Considering that when
the local steady under voltage level of the system is above 0.8 p.u, the control
time requirement is not high, it is proposed to use dynamic zoning technology to
coordinate with load shedding control and improve the refinement level of load
shedding control. The impact evaluation indicators for dynamic zoning and the
comprehensive cost indicators for load shedding are defined, and the direct search
method of rotating variables is adopted to reduce the complexity of optimization
search. Firstly, a zoning scheme is determined, and based on the control sensi-
tivity index of the load, available load shedding points are selected. Furthermore,
based on the evaluation results of load shedding priority, load shedding points
are selected sequentially, and the minimum comprehensive control cost under this
zoning scheme is calculated. Finally, by rotating the zoning points sequentially
and iterating continuously, the optimal comprehensive control strategy is obtained.
The effectiveness of this method in reducing load shedding and comprehensive
control costs has been verified based on actual power grid examples.

Keywords: Dynamic zoning · Load shedding · Direct search method · Power
grid · Sensitivity index

1 Introduction

Building a new type of power system with new energy as the main body is an important
way to help achieve the “dual carbon” goal. With the doubling of the scale and scope
of the interconnected power grid and the rapid increase in the proportion of new energy,
the characteristics of the power grid have undergone fundamental changes [1]. The
electricity market has led to diverse changes in operating modes, greatly increasing the
probability of power grid loss of safety and stability due to successive events. Load
shedding control is an important means to cope with severe power grid failures and
emergencies, prevent the collapse of the power system, and thus prevent the occurrence
of large-scale power outages [2]. The implementation of load shedding control mainly
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includes the second and third lines of defense of the power system, namely the safety
and stability control system, under frequency and under voltage load shedding devices,
load control systems, etc. [3]. However, according to Order No. 599 of the State Council
“Ordinances of Electrical Security Accident Emergency Disposal and Investigation”, an
excessively high proportion of regional load shedding can lead to serious power grid
safety accidents and subsequent accountability. Therefore, in order to reduce the losses
caused by severe faults to the system, it is necessary to take all available measures to
reduce the risk of power safety accidents.

Layering and zoning operation is a trend in the development of power grids., The
“Guidelines for Security and Stability of Power Systems” clearly stipulate that, the power
grid structure should adhere to the basic principle of layering and zoning operation.
Zoning is the division of the entire power grid into several sub regions, characterized
by strong relationships between internal nodes and weak relationships between nodes in
different sub regions [4, 5]. At present, most transmission network zoning is based on
voltage level, while distribution network zoning is mostly based on electrical distance.
The domestic provincial power grid has realized zoning operation basically, and there are
somebackup communication channels between adjacent districts for post-incident power
grid support [6]. Dynamic zoning is a special operationmode adjustment that changes the
distribution of systempower flowby switching on or off backup communication channels
and changing the network topology. The dynamic zoning adjustment is usually realized
by switching operation, and has a certain time-delay. According to on-site experience,
the operation time of a single line is mostly within the range of 1–5 min.

Due to the fact that reactive power compensation devices in the system are also con-
figured according to the principles of layering and zoning operation and local balancing,
dynamic zoning is usually closely related to the demand for reactive power control.
Reference [7] proposes a dynamic zoning method for distribution networks based on
the dynamic reactive power regulation characteristics of renewable distributed power
sources such as wind power and photovoltaic. Firstly, the optimal zoning scheme that
can meet dynamic reactive power regulation is formed, and then real-time reactive volt-
age regulation of the zoning is executed. In addition, dynamic zoning can also achieve
the redistribution of active power flow in the power grid [8, 9]. Reference [10] addresses
the transmission congestion problem that may exist in the backup scheduling process
of power systems containing wind power. Based on the probability distribution charac-
teristics of system power flow, the blocking risk index of the line is calculated, and a
dynamic zoning backup configuration method is proposed to improve the backup sched-
ule ability effectively. Reference [11] proposes a dynamic zoning technology to reduce
the risk of power safety accidents by considering the coordination and cooperation of
dynamic zoning technology and emergency load shedding measures in response to the
risk of local line overload after a fault. Reference [12] suggests that the emergency load
shedding strategy should also consider the changes in the system network topology and
the mutual influence of frequency and voltage stability to achieve dynamic adaptability
of load shedding. However, there is no quantitative analysis of the impact of changes in
network topology on the emergency load shedding strategy.
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This article focuses on the problem of slow decrease or long-term suspension of
voltage in local power grids under large disturbance faults. Considering the time require-
ments of steady-state voltage control and the operational delay of dynamic zoning, it is
proposed to utilize the dynamic zoning capability of the power grid fully, and achieve
rapid voltage recovery while avoiding load shedding and triggering under voltage load
shedding actions as much as possible. The index system for dynamic zoning and load
evaluation index for load shedding are defined, and the direct search method of variable
rotation is used to provide the optimal dynamic zoning and load shedding strategies.
This ensures that the voltage is restored to a safe range while minimizing the control
cost of the system.

2 Evaluation Indexes for Dynamic Zoning and Load Shedding

The “Guidelines for Security and Stability of Power Systems” clearly stipulate that,
during the transient process of power systemdisturbance, the load bus voltage can recover
to 0.80 p.u. within 10 s, whichmeans that the voltage allowed by the user should be above
0.8 p.u; During the medium to long term process of power system disturbance, the load
bus voltage can be maintained or restored above 0.90 p.u. The “Technical Regulations
for Automatic Under Voltage Load Shedding in Power Systems” stipulate that after
disturbances occur in the system or during the continuous increase of load, automatic
under voltage load shedding measures are configured to cut off a portion of the load
automatically before the voltage of certain bus in the power grid drops to an unacceptable
level, ensuring that voltage collapse does not occur, thereby ensuring the safe and stable
operation of the system and uninterrupted power supply to important users. Considering
extremely serious faults in the power grid, the operating voltage setting of the under
voltage load shedding device configured in the power grid is generally lower than 0.8
p.u.When the systemvoltage drops to between 0.8 and 0.9 standard unit values, the under
voltage load shedding device does not operate generally. At this time, the system can
still operate for a long time, but its ability to resist disturbances is weakened. Generally,
measures such as switching on or off capacitors and reactors, adjusting transformer taps,
etc. can be taken to make the voltage rise. When control measures are insufficient, cut
off part of the load urgently.

Due to the fact that this scenario allows for a longer continuous running time, dynamic
zoning can be considered as a solution. However, it can generally solve the problem of
under voltage of backup channels or stations near the loop breaking point. For the under
voltage of the entire zone, the control effect may be limited, and coordination with
load shedding is necessary. Compared to cutting off the load directly, adopting dynamic
zoning can reduce the impact on power supply safety and reduce the economic cost.
However, it is necessary to consider the impact of dynamic zoning operation on system
security and stability, as well as the reliability of the operation. For example, the dynamic
zoning of power network may also affect the short-circuit current of the system because
it involves the open-close loop of the electromagnetic ring network. A proper dynamic
zoning scheme will reduce or avoid the use of load shedding measures by alleviating the
extent of equipment overload, voltage overshoot, frequency offset, etc.
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In order to evaluate the advantages and disadvantages of different dynamic zoning
schemes fully, it is necessary to establish the evaluation indexes covering the economy,
security and reliability of the power grid (Table 1).

Table 1. Index system of dynamic zoning

Index category Evaluation indicators

Economy Network loss

Number of operations

Security Short circuit current

Safety margin

Reliability Capacity-to-load ratio

The specific meaning of the indicator is as follows:

Network loss: due to the change of power flow distribution.
Number of operations: reflect the cost of performing dynamic zoning.
Short circuit current: check the impact of power grid topology changes.
Safety margin: reflect the degree of emergency resolution.
Capacity-to-load ratio: reflect the load rate of each partition after dynamic zoning.

Usually, relyingondynamic zoning solelymaynot avoid cuttingoff loads completely.
Therefore, taking into account the performance ratio of dynamic zoning operations, it
is necessary to determine the cutting priority of each load point under different zoning
schemes further. Propose to consider four dimensions of attributes: interruption loss,
electricity department, operational performance, and electrical distance, as evaluation
indicators for each switchable load. By assigning a weight to each evaluation indicator
and multiplying the score of each evaluation indicator of the load by its weight, the
weighted comprehensive score of each load is obtained. The evaluation indicators are
shown in Table 2.

Table 2. Load evaluation index

Evaluation indicator Specific meanings

Interruption loss Reflect the cost of electricity loss

Electricity department Reflect the power usage condition of the users

Operational performance Reflect the physical performance of the device

Electrical distance Reflect the geographical location of load points
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3 Coordinated Control of Load Shedding and Dynamic Zoning

3.1 Optimization Objectives

The dynamic zoning problem is an optimization problem aimed at finding a set of
parameter values to achieve optimal system performance actually. The formulation of
the objective function mainly considers minimizing the control cost of the system while
ensuring that the voltage is restored to a safe range. The control cost includes two parts
mainly. One part is the operational cost of dynamic zoning, which is reflected by the
economic losses corresponding to zoning operations in the dynamic zoning evaluation
indicators.

C=
N∑

i=1

Di (1)

In the formula, Di is the economic cost calculated from the loss caused by a single
operation, and N is the total number of zoning operations.

The other part is the economic cost of load loss caused by load shedding, including
the cost of power outage loss and the cost of power safety accident liability, which can
be represented by the following equation [11].

F = F1 + βF2 (2)

In the formula, F1 is the economic cost of power outage loss due to load shedding.β
is the weight coefficient of the responsibility cost F2.

Taking into account the costs of both types of control, the comprehensive control
cost is defined as follows.

C = ωC + αF (3)

In the formula, ω and α are the weight coefficients of the dynamic zoning operation
cost and load shedding cost, respectively.

In theory, the optimal scheme of dynamic zoning and load shedding should sat-
isfy min(C), that is, load shedding measures should minimize the control cost after
considering both dynamic zoning and load shedding.

Among them, the optimal control needs to meet both the safety and reliability
constraints of the system, and the optimization problem can be expressed as follows.

Objective function:

min(C) (4)

Constraint condition:

I. Power flow constraints of the line:

ηL,i = 1 − IL,i

IL,i,lim
> 0 (5)
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II. Capacity constraints of transformers:

ηT ,i = 1 − ST ,i

ST ,i,lim
> 0 (6)

III. Short circuit current constraint:

ηk,j = 1 − Ik,j
Ik,j,lim

> 0 (7)

In the formula: IL,i represents the current value of the line; IL,i,lim is the thermal
stability limit of the line; ST ,i is the apparent power of the transformer; ST ,i,lim is the
rated capacity of the transformer; IK,j is the maximum short-circuit current of the bus;
Ik,j,lim is the breaking current limit of the bus.

IV. Voltage safety margin constraints

ηV ,j = min

(
Tcr − Tb,j,Vmin,j − Vcr + kt

(
Tcr − Tb,jVcr

VR,j

))
> 0 (8)

In the formula, Vcr , Tcr is the voltage setting value and the maximum acceptable
duration below the corresponding setting value; Vmin is the transient minimum voltage
of the central bus after fault clearing; VR is the steady-state recovery voltage after a
fault; Tb is the longest duration during which the bus voltage is lower than Vcr in actual
faults; kt is the critical voltage offset time factor. If Tb,i > Tcr , then ηV ,j < 0, it is
judged as instability directly; If Tb,i ≤ Tcr , then stability is characterized by two parts
of information weighting: firstly, the difference between the minimum transient voltage
and the set voltage; The second is the difference between the time below the critical
voltage and the set time after calibrating the steady-state recovery voltage after a fault.

3.2 Coordinated Control Method

It can be seen that the variables of the objective function are nonlinear and discrete
for dynamic zoning operations. Therefore, this problem is an optimization problem of
discrete variables with nonlinear constraints. Due to the complexity of power system
problems, which result in huge computational complexity and poor real-time perfor-
mance, this article considers using the direct search method to solve the problem. The
direct search method is to use a numerical solution to generate a feasible sequence
of problems through a series of iterations, and gradually achieve the optimal solution.
Among them, the variable rotation method is the most effective direct search method
for solving dynamic zoning optimization problems. The basic idea is: to change one
variable at a time while keeping the other variables unchanged, that is, to seek the best
along the coordinate axis of this variable, and rotate each variable until the best is found.

For this problem, since the operation of dynamic zoning is discrete and the number
of operations should not be too many, it is possible to determine the dynamic zoning
operation first, and only operate one zoning point at a time, while keeping the other
zoning points unchanged. Furthermore, transform multidimensional search into a one-
dimensional search problem for each partition.
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Fig. 1. Coordinate control method flow

Check the performance of the integrated control under the constraint of themaximum
operand to see if it can solve the under voltage under the expected fault after the execution
of the dynamic zoning operation. If it can solve the problem, then the optimal dynamic
zoning operation combination scheme is selected according to the direct search method.
If it cannot be solved, then the dynamic zoning operation combination with the best load
shedding scheme is chosen, on this basis of control sensitivity of each alternative load
shedding point is calculated. Remove the load with the highest weighted comprehensive
score iteratively until the under voltage problem under the expected fault is resolved.

The specific method flow is as follows (Fig. 1):

Step 1: Simulate and calculate the voltage response trajectory of the power grid after the
expected fault occurs. According to Eq. (8), calculate the voltage safety margin of key
bus nodes in the system. If there are buses with a safety margin less than zero, proceed
to step 2. Otherwise, end this method.
Step 2: Determine the zone of the bus with a voltage safety margin less than zero, and
based on the network topology between adjacent zones, determine themaximumnumber
of operations K for dynamic zoning operations, with a value of K not exceeding 3.
Step 3: Determine the available dynamic zone operating space based on the operation
of backup channels and switching points between different zones in the power grid. If
there is no available operating space, proceed to step 6; otherwise, proceed to step 4.
Step 4: For different dynamic zoning schemes, simulate and calculate the response
curve, and calculate the safety margin of the system using dynamic zoning only based
on Eq. (5)–(8).
Step 5: If the safety margin is greater than zero, calculate the operation cost C of the
dynamic zoning directly, select the dynamic zoning scheme with the lowest operation
cost as the final control, and end this method; Otherwise, proceed to step 6.
Step 6: Using the parameter perturbation method, calculate the improvement of voltage
safety margin of bus nodes with the margin less than zero for each alternative load



Coordination and Optimization Control 133

shedding point, and generate a sensitivity matrix.

M =
⎡

⎢⎣

�η1
�P1

...
�ηn
�P1

... ... ...
�η1
�Pm

...
�ηn
�Pm

⎤

⎥⎦ (9)

where, �Pm is the power perturbation of load point m, and �ηn is the increase in
voltage safety margin of the nth bus after load shedding operation.

Determine whether there are elements in each row of the matrix with values greater
than the sensitivity threshold: if so, use the corresponding load point in that row as a
means of load shedding. All available load shedding points constitute the set of available
load shedding points for this fault.

Step 7: Calculate the evaluation indicators for each available load point, and obtain the
weighted comprehensive score for each load based on the weight of each evaluation
indicator. The calculation formula for the weighted comprehensive score is

Xn =
4∑

i=1

RiXin (10)

In the formula, Xn is the comprehensive score of the nth load; Ri is the weight of the
ith evaluation indicator; Xin is the score of the ith indicator of the nth load. The shedding
priority evaluation result of each load is the weighted comprehensive score.

Step 8: Based on the evaluation results of the shedding priority, search in order of priority
from high to low until the under voltage state is resolved. Provide control measures for
the expected fault under different zoning schemes, calculate the comprehensive control
cost, and end this method.

On the basis of considering dynamic zoning, this method improves the refine-
ment level of load control further, reduces the impact and economic losses on normal
production and life, and has significant economic and social benefits.

4 Example Analysis

The effectiveness of the proposed method in ensuring system safety and stability and
reducing load shedding after accident is verified by an actual UHVDC power grid, the
power grid is shown in Fig. 2.

The region is independently powered by three zones: WZ, TZN, and TZN. NS, SM,
YH, YQ, and CN are the main generator set connected to the 500 kV bus directly. The
thick and solid lines are 500 kV voltage level lines, and the dashed lines T1, T2, and T3
are three backup channels.

When a short circuit grounding fault occurs on the 500 kV line between Bus F and
Bus I and is cut off, a large amount of power flow shifts to the line between Bus I and
Bus G, resulting in the long-term suspension of bus voltage in the WZ area between 0.8
and 0.9 p.u, posing a risk of triggering under voltage load shedding actions. At the same
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Fig. 2. Wiring diagram of a local power grid

time, it has led to insufficient transient support capacity of YQ units for TZN area. Due
to the lack of support from main units, there is also a problem of slow voltage recovery
in TZN area. After the fault, the voltage curve of some bus is shown in Fig. 3.

Fig. 3. The bus voltage curve after fault

If only load shedding measures are adopted, first select the load points that can be cut
off based on the sensitivity matrix, and determine the final control strategy by calculating
the cutting priority evaluation results of these load points. The total comprehensive
control cost is shown in the Table 3.

Table 3. The cost of load shedding scheme

Zone The amount of load
shedding/MW

The ratio of load
shedding/%

Comprehensive control cost

TZB 0 0 0.85

TZN 589 15.1

WZ 1890 48.6
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To reduce the cost of system load shedding, considering that the system voltage is
above 0.8 pu and the system can withstand a time of more than 10 min, dynamic zoning
and load shedding coordination can be considered. Through iterative calculation, it is
finally determined that emergency standby channels T1 and T2 have the best effect on
system voltage recovery control, but some loads still need to be cut off. Similarly, the
final load shedding amount and control cost can be obtained as shown in the Table 4.

Table 4. The comprehensive cost of load shedding scheme with dynamic zoning

Zone The amount of load
shedding/MW

The ratio of load
shedding/%

Comprehensive control cost

MD 0 0 0.43

CF 245 6.3

WJ 782 20.1

It can be seen that considering the coordinated control of dynamic zoning and
load shedding, the load shedding of the power grid is reduced significantly, and the
comprehensive control cost is also reduced significantly.

5 Conclusion

In this paper, the application of dynamic zoning steady-state control of power grid
is studied in order to reduce load loss, and the following results and conclusions are
obtained:

When the steady-state under voltage level of the system is above 0.8 p.u, the under
voltage load shedding device usually does not operate, and the system can still oper-
ate for a long time. Only when the voltage of certain buses in the power grid drops to
an unacceptable level or cannot be restored for a long time, will a part of the load be
cut off automatically to ensure the safe and stable operation of the system and uninter-
rupted power supply to important users. Therefore, dynamic zoning operations can be
considered in this situation to reduce load shedding.

This article proposes a method for coordinating and optimizing dynamic zoning and
load sheddingmeasures based on direct searchmethod. Firstly, the zoning strategy of the
system is determined. Then, by defining the control sensitivity index and comprehensive
weighting index of the load, the refinement level of load control is further improved,
reducing the impact and economic losses on normal production and life, and has sig-
nificant economic and social benefits. The effectiveness of the proposed method was
verified through simulation in actual power grids.
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Abstract. The forecasting of of pseudo-measurements play an important role in
distribution system state estimation (DSSE). This paper proposes robust DSSE
method based on forecasting-aided graphical learning method. The nodal power
consumptionmodels are first built to produce pseudo-measurements based on deep
neural network. Then, the pseudo-measurements and real-time measurements are
represented as a graph according to the topology of the distribution network,
which are further processed by a graph attention network to capture the mapping
relationship between the graphical measurements and the state variables based on
the error modeling of pseudo-measurements. The robustness against anomalous
measurements is achieved through the embedding of structural information of DN.
The modeling of pseudo-measurements further enhance its robustness by guiding
the formulation of edge weights of the graph neural network. Comparative tests
are carried out on a IEEE 119-node system to demonstrate the effectiveness and
robustness of the proposed method.

Keywords: Forecasting-aided state estimation · Graph neural network ·
Distribution network

1 Introduction

The penetration of distributed renewable energy sources are continuously increasing
in recent years, which causes huge challenges for the stable and secure operation of
the distribution networks (DN). State estimation can provide reliable data supporting
real-time monitoring analysis, voltage control, and economic dispatching of distribution
system [1–3]. However, the distribution system state estimation (DSSE) faces huge
challenges owing to the limited real-time measurements, imprecise physical parameters,
and variablility of renewable energy sources [4].
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Various methods have been porposed in literature. Among them, weighted least
squares (WLS) is the one of the most studied DSSE method. A WLS-based DSSE
method is proposed for a three-phase network [5]. Reference [6] proposed a DSSE
method based on WLS and the developed three-phase model. It also introduced the
concept of stochastic results and conducted analysis in detail. A DSSE method that can
deal with complex variables was proposed in [7] based on Wirtinger calculus and WLS
method.

When the errors of allmeasurements obey theGaussian distribution, theWLSmethod
is equivalent to maximum likelihood estimation. However, the WLS-based methods are
not suitable for unobservable distribution system since large estimation error may per-
sist when there is a small model fitting error [8]. This bring huge challenges for the
implementation of WLS method in practice. To enhance the observability of the dis-
tribution system, various forecasting methods have been proposed to produce pseudo-
measurements, which fall into the category of forecasting-aided DSSE method. Refer-
ence [9] proposed a WLS-based DSSE method that employed an deep neural network
for pseudo-measurement modeling. Simulation results demonstrated that the generated
pseudo-measurements allow the WLS method to achieve better quality estiamtes. The
exact line parameters and network topology are typically assumed to be perfectly known
for the WLS method. But, such a fact does not hold for DN owing to the scarcity of
measurements and the aging of the network [10].

Another way to deal with DSSE is to employ discriminative learning to capture
the regression rule from the measurements to state variables [11]. The learning-based
methods can exploit valuable information from the abundant historical data, thus holding
the promise to enhance performance of DSSE. Reference [8] proposed a Bayesian state
estimation method for unobservable distribution system based on deep learning method.
A deep neural network is employed to directly learn the mapping relationship between
measurements and state variables in [12, 13].

The learning-based methods can exhibit satisfactory performance when sufficient
historical data are available. However, typical learning-based methods treat the mea-
surements as a vector that ignores the structural correlation between different mea-
surements [14–16]. In addition, they employ black-blox network to capture the map-
ping relationship between measurements and state variables from data, resulting in
poor generalizability and interpretability of DSSE model. This decrease their robust-
ness to anomalous situations such as missed measurements due to the cyber-attacks or
sensor malfunctions. Additionally, most forecasting-aided DSSE methods utilized vari-
ous pseudo-measurement modeling methods to enhance estimate accuracy of iteration-
basedWLSmethod, the impact of the quality of generated pseudo-measurements on the
performance of learning-based methods has been seldom studied.

To this end, this paper propose a forecasting-aided graphical learning for robust state
estimation of unobservable DN where the measurements may be missing, noisy, and
unreliable. The main contributions are

• The proposed DSSE method is robust to noisy and unreliable measurements. This
is achieved by representing the measurements as a graph and employing a graph
attention network (GAT) to capture the regression rule between measurements and
state variables. The embedding of topology information enable the proposed method
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to restore the missed or noisy measurements utilizing information of its neighbouring
nodes.

• The forecasting of pseudo-measurements enhance the quality of estimates, as well as
its robustness to anomalous events. The modeling of pseudo-measurements induce
the formulation of edge weight and allow the GAT to pay attention to nodes with low
forecasting error. This allow the proposed method to better exploit the value of the
pseudo-measurements to deal with the data acquisition errors.

2 Problem Formulation and Proposed Method

2.1 Neural Network-Based Load Forecasting Model

Consider a distribution system with N + 1 buses that are collected in N := {1, ...,N },
where the substateion is at the bus indexed by n = 0. Collect all the lines into L :={
(n, n′)

} ⊆ N ×N . Let pcn+ jqcn represents the active and reactive power of load demand
at bus n; and xn = vn � θn denotes the state of bus n, where vn and θn represent its voltage
magnitude and angle, respectively.

The nodal active/reactive power injection can be denoted as a time series {pcn,t, qcn,t},
where pcn,t represent the active power of load demand of bus n at time-step t. Histori-
cal consumption data and other variables such as time index and node index are used
as the input features that are denoted as an,t . The aim of the forecasting of pseudo-
measurements is to look for a function fn(·) that maps from the input features an,t to pcn,t
that is formulated as

p̂cn,t = fn(an,t), n ∈ N (1)

where p̂cn,t represents the predicated power of bus n by the forecasting model at time-step
t. We employ deep neural network-based learning method to capture the regression rule
from an,t to p̂cn,t . Then, the mapping relationship between them is denoted as

p̂cn,t = zl[...z1(an,t)] (2)

zi = g(Wi ∗ oi−1 + bi), i = 2, 3, ..., l (3)

where zi denotes the mapping relation of the ith layer of NN; oi−1 is the output of (i-1)th
layer of the NN; Wi and bi denote the weights and bias of ith layer, respectively; g is
the activation function; l represents the number of layer of the forecasting model. The
variables of the model θn are optimized according to the following loss based on the
gradient rule:

Loss(θn) =
B∑

i=1

|p̂cn,i − pcn,i|, (4)

θ ′
n ← θn − ηn∇θnJ (θn) (5)

where B is the number of batch size; and ηn denotes the learning rate for the forecasting
model of bus n.
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2.2 GAT-Based State Estimator

Traditionally, learning-based methods just stack the measurements of DN and treat them
as a vector, which ignores the structural correlations between the measurements. To
exploit the valuable structural information of the real-time and pseudo-measurements,
we represent them as a graph-stuctured data and embed the topology knowledge in the
GAT-based estimator.

Specifically, the input features of the GAT is denoted as X = (M ,A), where M ∈
Rk×n represents the nodal feature matrix, and A ∈ Rn×n is the adjacency matrix. Instead
of predetermining the weights of adjacent nodes, the GAT learns to attend to the specific
nodes that contributes most to the enhancement of estimate quality by introducing the
attention model into the graph network. The hidden state of node i is calculated as

hatt,i = σGAT

⎛

⎝
∑

j∈N (i)

αijgj(mj)

⎞

⎠, (6)

where hatt,i denotes the output representation of node i by theGAT layer; σGAT represents
the activation function of the GAT layer; gj(·) denotes the embedding function, which is
a multi-layer perception; αij is the attention score that represents the correlation between
node i and j. It can be derived according to

eij = σLR(wT (gi(mi)||gi(mi))), (7)

αij = exp(eij)
∑

k∈N (i) exp(eik)
, (8)

where σLR represents the leaky rectified linear function; || denotes the concatenation
operation. To stabilize the training process of the GAT-based state estimator, mulit-ahead
attention model is adopted in the proposed method. There are L independent attention
models that are utilized to obtain the hidden features, which are concatenated for further
processing. Then, (6) is revised to

hatt,i = L||
l=1

σGAT

⎛

⎝
∑

j∈N (i)

αl
ijgj(mj)

⎞

⎠, (9)

where αl
ij denotes the attention score calculated by the lth attention model.

To extract common features of the whole system, a convolution neural network
(CNN) is employed after the GAT layer, the output of which are further processed by
a fully-connected neural network (FCN) to embed features. The GAT layer, CNN, and
FCN layer together comprise the first graph module. Then, the output representations
are processed by the two graph modules that share the same architecture with the first
module. The two graph modules are task-specific that corresponds to the estimation of
voltage magnitude and angel, respectively. After that, we concatenate the embedding of
two task-specific modules and fed them into a CNN and FCN for estimation of state
variables.
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Remark: Note that the pseudo-measurements are generated according to the mean
percentage error of nodal forecasting models during the training process. The graph-
structured input data and the GAT method allow the structural information to be embed-
ded in the neural network, the aid of forecasting model further enable it to assign proper
weights to discriminate the importance of each neighbor. The embedding of physical
knowledge and the aid of forecasting allow it to achieve better robustness than traditional
learning-based methods.

2.3 Training of the Load Forecasting Model and GAT-Based State Estimator

The training of the proposed method can be divided into two steps: the training of the
nodal load forecasting model based on historical data and the learning of GAT-based
state estimator according to the forecasting errors of pseudo-measurements. The detailed
training procedure are listed in Algorithm 1.

Algorithm 1 Training of the proposed method

1: Randomly initialize the variables of the load forecasting model and the state estimation
model

for epoch e = 1, 2, …N
2: sample a batch of data from the training set
3: calculate the loss value according to (4)
4: update the variables of forecasting model according to (5)
End for

5: Calculate the forecasting errors of each node on test set

for epoch e = 1: M

6: randomly sample a batch B from the training data, obtain a sample of the
pseudo-measurement according to the error distribution of each node and concatenate them
with the real-time measurement

7: calculate the loss value and optimize the parameters based on the gradient rule

End for

3 Numerical Results

3.1 Experimental Setting

The diagram of the test sytem [17] is shown in Fig. 1. The realistic power consumption
data published by Irish Commission for Energy Regulation Smart Metering Project [18]
are used in this test. 536 days of smart meter measurements of 4095 customers are uti-
lized. The interval of the measurements is 30 min. We aggragate the power consumption
data from 35 customers as the load demand of one node. The nodal load demand data
are first normalized to preserve the randomness of the power consumption behavior of
customers. Then, they are multiplied with the base value of each node to match the
scale of IEEE 119-node system. A constant power factor is assumed. In the test system,
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Fig. 1. The diagram of the IEEE 119-node system.

we have six PV units that are located at node 26, 27, 76, 77, 98, and 99, respectively.
The active power capacity of the PV units is set to 1.8 MW. The field PV generation
data from a pilot project in southwest China is utilized to reflect the variance. The real
measurements include the active/reactive power flow in 25% lines of the system. The
error distributions of the real-time measurements are assumed to be Gaussian with 0
mean and 1% of the measurements as the deviation. The pseudo-measurements include
the active/reactive power consumptions of all the nodes. The measurement errors are
modeled based on the load forecasting models.

For the training of the load forecasting model, 4000 instances of samples are used.
The input of the forecasting model of node i include {pci,t−336}i∈N , pci,t−672, p

c
i,t−1344,

pci,t−2688, and the one-hot encoding of time index and node index. The output is pci,t .
800 instances of samples are utilized as the test set to model the forecasting error of
each node. Then, the 800 instances of samples are used by the GAT model, where 600
instances are used for training and the rest for performance evaluation.

The neuron numbers of the hidden layers of the load forecasting model are set to
400, 200, and 200, respectively. The batch size and learning rate are set to 32 and 1e-4,
respectively. For the attention model in the GAT module, 8 attention heads are used.
Both the kernel size and stride length of the CNN in the GATmodule are set to 1. For the
CNN in prediction module, they are set to 3 and 1, respectively. The AdamW optimizer
is selected for the optimization of the state estimator.
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3.2 Evaluation of the Load Forecasting Model

Fig. 2. MAPE of the forecasting models on different nodes.

The performance of the load foreasting model on different nodes are shown in Fig. 2.
The mean absolute percentage error (MAPE) is selected as the evaluation index. That
the largest forecasting error is 18.1% of node 44, and the lowest error is 11.5% of
node 20. The average MAPE of all the nodes is 13.9%. That the difference of nodal
forecasting error motivate the design of the forecasting-aided DSSEmethod by inducing
the formulation of edge weights of GAT to better incorporate the uncertainties of the
forecasting error of nodal injection.

3.3 Evaluation of the Robustness of the Proposed DSSE Method

To evaluate the accuracy of and robustness of the proposed forecasting-aided GAT
method, we compare it with several benchmark DSSEmethods: (1)WLSmethod, where
accurate physical parameters of DN are assumed to be known. The forecasting values of
nodal load consumption are used as the pseudo-measurements; (2) the back-proppagation
neural network method (BP), where a deep neural network is utilized as the state estima-
tor that is trained according to the forecasting error of each node; (3) the GAT method,
where GAT is employed to learn the repression rule from the measurements to the state
variables. The error of the pseudo-measurements is set to 50%, as is often the case.

Two experiments are designed to investigate the robustness of the proposed method
to typical data acquisition errors. The first experiment is implemented to evaluate the
robustness to noisy observations. 5 cases where different proportions of real-time mea-
surements are randomly selected and added with 20% uniform noise are considered
in this test. The performance of different DSSE methods under various noise level are
shown in Table 1. The best performance of each case is shown in a bold color. As
is shown in the table, the accuracy of different methods are relatively high under the
normal condition. The proposed method outperforms other benchmarking methods in
both voltage magnitude and angle. When random noises are added to the 10% randomly
selected real-time measurements, the estimation accuracy of all DSSEmethod decrease.
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When we continuous to increase the proportion of noisy measurements, more obvious
performance degradation can be observed. The performance drag of the iteration-based
WLS method is the most apparent. The MAE of voltage magnitude and angle decrease
93.1% and 257.7% when compared with the normal condition. This implies that the
WLS method is sensitive to the data acquisition error. By contrast, the learning-based
methods are more robust to the noisy observations. The advantage of learning-based
methods in dealing with measurement misalignment is observed here. Compared with
the GAT method, the proposed forecasting-aided GAT method can learn discriminative
weights to attentive to credible nodal injection values through the guidance of node-
specific forecasting error. Therefore, it can maintain its accuracy even when half of the
real-time measurements are corrupted. The results imply the advantage of the proposed
method in dealing with the data acquisition errors.

Table 1. MAE for different DSSE methods when different proporations of real-time measure-
ments are noised.

Method 0 10% 20% 50%

Mag Ang Mag Ang Mag Ang Mag Ang

WLS 5.09 10.4 6.60 18.7 7.31 25.9 9.83 37.2

BP 4.59 5.9 4.69 6.26 4.94 7.14 5.15 7.05

GAT 6.19 5.62 6.37 6.48 6.44 6.73 6.68 8.59

Pro 4.48 4.95 4.59 5.46 4.65 5.53 4.93 7.05

The second test is carried out to investigate the robustness of various DSSE methods
to missing observations and noisy measurements. Four cases are considered: (1) Case 1,
where the real-time measurements located at branch 4–28 are lost; (2) Case 2, where the
real-time measurements located at branches 4–5 and 65–66 are lost; (3) Case 3, where
the real-time measurements located at branches 2–10, 4–28, and 100–101 are lost; (4)
Case 4, where the real-time measurements located at branch 2–4, 30–31, 4–28, 69–70,
100–101 are lost. For the four cases, 20% uniform noise is added to 50% randomly
selected nodes to simulate measurement misalignment.

The performances for different DSSE methods on test data are shown in Table 2.
That significant performance degradation of BP method can be observed when some
real-time measurements are lost. Its accuracy decrease 628.6 and 589.8% for voltage
magnitude and angle under Case 4, respectively. The negative impact of missing mea-
surements on the learning-based method is observed here. Since the GATmethod embed
the topology information of DN in the neural network, it can fill in the missing values
using the information of neighboring nodes. Therefore, it outperforms the BP method
in both voltage magnitude and angle under the four cases. This illustreates the advan-
tages of physics-informed neural network in dealing with the anomalous measurements.
The proposed method incorporate the forecasting errors of nodal power consumpiton,
which allow it to better exploit the values of pseudo-measurements. Therefore, it out-
performs BP and GAT methods under four cases. Although the WLS method achieve
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better performance than the proposed method in voltage magnitude under Case 3 and
4, its performances on voltage angle are much worse than the proposed method under
all cases. In addition, it rely on the accurate physical line parameters that are difficult to
obtain in practice, while the proposed method can learn from historical data and reduce
reliance on physical circuit parameters.

Table 2. MAE for different DSSE methods when some real-time measurements are lost.

Method Case 1 Case 2 Case 3 Case 4

Mag Ang Mag Ang Mag Ang Mag Ang

WLS 10.2 39.7 10.5 42.3 10.6 42.2 10.8 44.4

BP 11.3 16.1 13.0 12.5 25.5 27.9 33.9 40.7

GAT 9.19 9.78 10.1 10.1 16.2 15.1 29.8 31.6

Pro 6.70 7.82 7.90 8.50 13.2 12.0 23.1 26.2

The voltage profiles of a time-slot on test data for various DSSE methods under
normal conditions are plotted in Fig. 3. That all the DSSE methods can provide accurate
state estimation results when there are no data acquisition errors. This is consistent with
the result in Table 1.

The voltage profiles obtained by different methods under Case 2 are shown in Fig. 4.
That the estimate accuracies of all DSSE methods have different degree drop when
compared with that in Fig. 3. The data acquisition errors significantly decrease the
accuracy of WLS-based method. It struggles to provide accurate estimation of voltage
angle under this condition, see node 68–99 in Fig. 4b for example. The BP method also
suffers from obvious performance degradation when some real-time measurements are
lost, see node 70–77 and 90–99 in Fig. 4a. The disadvantage of ignoring the physical
knowledge is observed here. By contrast, the GAT and proposed method embed the
structural information in the neural network, which enable them to restore the missing
or noisy values utilizing the information of adjacent nodes. Thus, they outperform the
WLS and BP methods. The incorporation of uncertainties of noal power consumption
further enable the proposed method to pay attention to pseudo-measurements with low
forecasting errors, which allow the proposed method to better deal with data acquisi-
tion errors by rationally exploiting the value of pseudo-measurements. The comparative
results illustrate the benefits of embedding the topology information and forecasting
errors of pseudo-measurements.
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(a)

(b)

Fig. 3. Voltage profiles for different DSSEmethods under normal condition: a voltagemagnitude;
b voltage angle.

4 Conclusions

This paper proposes a forecasting-aided robustDSSEmethod based on physics-informed
GNN. The nodal power consumption forecasting is first built to capture the uncertainties
of pseudo-measurements, followed by aGAT-based state estimator that is trained accord-
ing to the forecasting errors. Comparative tests on IEEE 119-node system demonstrate
that: (1) the embedding of structural information enable the proposed method to achieve
better robustness to missing measurements than typical learning-based methods; (2) the
aid of the forecasting models of pseudo-measurements further enhance the robustness
of the proposed DSSE method in deal with data acquisition errors.
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(a)

(b)

Fig. 4. Voltage profiles for different DSSEmethods under Case 2: a voltage magnitude; b voltage
angle.
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Abstract. Life prediction of energy storage battery is very important for new
energy station. With the increase of using times, energy storage lithium-ion bat-
tery will gradually age. Aging of energy storage lithium-ion battery is a long-term
nonlinear process. In order to improve the prediction of SOH of energy stor-
age lithium-ion battery, a prediction model combining chameleon optimization
and bidirectional Long Short-TermMemory neural network (CSA-BiLSTM) was
proposed in this paper. The maximum discharge capacity of the battery was used
to define the battery SOH. The chameleon optimization algorithm was introduced
into the architecture of the bidirectional short-short memory network to opti-
mize the network. The percentages of MAE and RMSE were 2.501 and 2.511%
before optimization, and 1.292 and 1.420% after optimization, respectively. The
optimized model has high prediction accuracy.

Keywords: Energy storage battery · State of health · Bidirectional long
short-term memory neural network · Chameleon Swarm Algorithm

1 Introduction

In recent years, along with the proposal of “double carbon” goal, reducing the proportion
of fossil energy has become a hot topic under the background of “double carbon”. In the
near future, new energy storage stations will make great achievements. As the “heart” of
new energy storage stations, it is particularly important to accurately estimate the health
of energy storage batteries.

Lithium-ion battery is the heart of energy storage power stationwith its advantages of
high energy density, low self-discharge rate, good cycling performance and no memory
effect [1]. State of health (SOH) indicates the extent to which a battery’s performance
and capacity change over time and over time. When the SOH of the battery drops to
about 70%, it is necessary to replace the battery in time to ensure the safe and stable
operation of the electrical equipment. Therefore, accurate SOH estimation is of great
significance for the safe and stable operation of lithium-ion batteries.

Nowadays, SOH acquisition methods for lithium-ion batteries are mainly divided
into three categories, namely direct measurement method [2–4], model-based method
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[5–8] and data-driven method [9–12]. Literature [13] use artificial neural network to
characterize the nonlinear relationship between battery terminal voltage and SOH, but
it is easy to fall into local minimum. Literature [14] use support vector machine (SVM)
to predict SOH, and uses PSO to optimize the kernel function, but the SVM method is
time-consuming and difficult to determine the kernel function.

At present, the common definition method is to take the internal resistance and
capacity of lithium-ion battery as the definition index. In practice, since the capacity of
lithium-ion batteries is difficult to be directly measured, this paper defines the battery
SOH from the perspective of capacity, and uses the maximum discharge capacity of the
battery instead of the capacity to define the battery SOH as:

SOH=Qmax

Cr
(1)

where, Qmax represents the current maximum discharge capacity of the battery, and
Cr represents the capacity of the lithium-ion battery when it leaves the factory. The
definition is more consistent with the use of energy storage devices.

2 Introduction to Prediction Model

2.1 BiLSTM Neural Network

Bidirectional Long Short-TermMemory neural network is a variant of Recurrent Neural
Network (RNN),Bi stands for bidirectional. LSTMstands forLongShort-TermMemory.
In traditional RNN, information flows in only one direction, front to back or back to front.
But in BiLSTM, uses past and future contextual information to predict the current output
by processing the input sequence in both directions simultaneously. It consists of two
LSTM layers, a forward (front to back) and a reverse (back to front), whose outputs are
spliced or merged at each time step to form the final output.

LSTM LSTM LSTM

LSTM LSTM LSTM

Splicing capacity

1tX

,B th

1tX tX 1tX

tX

, 1B th

, 1B th

, 1F th

,F th , 1F th

1tX

All-
connected 

layer

Fig. 1. BiLSTM Network structure diagram

The output of the two layers is spliced to form a new output, and the splicing formula
is:

h = {
hF,t, hB,t

}
(2)
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where, hF,t are time t the time series is input forward; hB,t are time t the time series is
input backward. In the Fig. 1, LSTM consists of a forgetting gate, an input gate and an
output gate:

ft = σ(Wf [ht−1, xt] + bf )π

it = σ(Wi[ht−1, xt] + bi)

Ct = tanh(Wc[ht−1, xi] + bc)

Ct = ft � Ct−1 + it � Ct

Ot = σ(Wo[ht−1, xt] + bo)

ht = Ot � tanh(Ct) (3)

where Ct is the state of the memory unit, ft , it and Ot are the forgetting gate, input gate
and output gate respectively, bf , bi and bo are the corresponding bias of each gated unit,
bc is the input state bias, Wf , Wi and Wo are the corresponding weight of each gated
unit. Wc for input state Heavy, σ(·) as the sigmoid function.

2.2 Chameleon Swarm Algorithm

Chameleon Swarm Algorithm (CSA) is an optimization algorithm which simulates the
dynamic behavior of chameleonwhen it comes to finding food. Chameleon SwarmAlgo-
rithm is an optimization algorithm with excellent performance. It simulates the behav-
ior characteristics of chameleon to optimize the problem. The algorithm has excellent
performance in optimization ability, convergence speed and accuracy, and is suitable
for solving various optimization problems. The algorithm principle is divided into the
following four steps:

(1) Initialization: randomly initialize within the search range.
(2) Searching for prey: The chameleon’s way of searching for prey can be expressed as

follows:

yi,jt+1 =
⎧
⎨

⎩

yit,i+p1(P
i,j
t − Gj

t)r2 + p2(G
j
t − yi,jt )r1, ri ≥ Pp

yit + μ
(
(uj − lj)r3 + ljb

)
sgn(rand − 0.5), ri < Pp

(4)

where:, yit,i, y
i,j
t+1 represents the position of chameleon i at the t and t + 1 iterations in J-

dimensional space; Gj
t represents the position of the optimal individual in the t iteration

of the chameleon in the J-dimensional space; Pi,j
t represents the position of the best

individual of chameleon i in J-dimensional space so far; uj and lj represent the upper
and lower limits of the spatial dimension of chameleon hunting prey. sgn(rand − 0.5)
indicates the direction of rotation of the chameleon; r is the random number of [0,1]; p1
and p2 represent the parameters of the chameleon’s ability to find prey, and Pp represents
the probability of the chameleon’s perception of prey. When ri ≥ Pp is present, the
chameleon will change its position in space to better find prey. When ri ≤ Pp, the
chameleon changes direction to search for prey.
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(3) eye rotation of chameleon: position update when simulating the eye rotation of
chameleon to locate prey:

yit+1 = yrit + yij (5)

where y is the average position coordinates of the chameleon eyes before rotation,
and yt+1 is the coordinates after rotation.

(4) Capture prey: the speed of the chameleon tongue capturing prey is defined as:

vi,jt+1 = wvi,jt + c1(G
j
t − yi,jt )r1 + c2(P

i,j
t − yi,jt )r2 (6)

where c1 and c2 control G and P to influence the tongue-snapping speed of
chameleon, generally taking the empirical value c1 = c2 = 1.75.

2.3 CSA-BiLSTM Optimization Prediction Model

In this paper, a CSA-BiLSTM optimization prediction model is proposed. By combining
chameleon optimization algorithm with BiLSTM neural network algorithm, a better
prediction effect can be obtained. The flow of this model is shown in the Fig. 2.
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Fig. 2. Flow chart of the CSA-BiLSTM model
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In summary, the proposed CSA-BiLSTM optimization prediction model combines
chameleon optimization algorithm with BiLSTM neural network algorithm to achieve
more accurate and rapid prediction effect. This model has potential application value
in prediction problems and provides new ideas and methods for the research of related
fields.

3 Method Verification

In this paper the proposed method for the effectiveness of the method for estimating
the battery SOH, this section USES the Oxford battery aging data set [15] (Oxford
Battery Degradation Dataset) results show, the data set used batteries for lithium-ion
batteries, battery rated capacity of 740 mA·h. The constant current discharge is repeated
on the lithium-ion battery, and the battery is charged again after complete discharge. The
complete process is one cycle. After 100 cycles, a capacity calibration was carried out
and its current capacity was measured by ampere-hour integration method. The purpose
of battery aging is achieved through multiple cycles of charging and discharging. When
the battery capacity reaches about 70%, the cycle test is stopped.

It is worth noting that the voltage, temperature, and capacity curves recorded during
each cycle correspond to a SOH. As the constant current charging mode is adopted,
it is not suitable for current to be used as input parameters. The average voltage and
average temperature at the time of charging are selected as input characteristics, and the
maximum discharge capacity of the battery is selected as output characteristics. Some
of the data are shown in the Table 1.

Table 1. Part of the experimental data

SOH% Amount of charge/mA·h Discharging current/A Temperature/°C

99.88 739.11 0.74 40.93

93.28 690.36 0.74 40.91

85.37 631.74 0.74 40.86

78.05 577.59 0.74 41.43

75.76 560.65 0.74 41.37

Thenetwork construction anddata processing tools all adoptmatlab2021a. Parameter
settings of neural network model are shown in Table 2.

3.1 Evaluation Criteria

In order to reflect the superiority of the proposed algorithm, the reference value of
battery SOH is compared with the predicted values of CSA-BiLSTM, BiLSTM and
other algorithms, and the comparison results are shown in Fig. 3.
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Table 2. Neural network model parameters

Parameter name Parameter value

BiLSTM layer Unit = 128

Dropout Node loss probability is 0.2

Epochs 200

Batchsize 568

Options Adam

Learning rate 0.0002

CSA algorithm population number 5

CSA algorithm evolution number 5
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Fig. 3. Comparison of SOH predicted values and measured values of different algorithms

In order to compare the predictive effect of battery SOH before and after the opti-
mization model, mean absolute error (MAE) and root mean squared error (RMSE) were
used for evaluation. MAE and RMSE formulas are as follows:

MAE = 1

n

n∑

i=1

∣∣(yi − ŷi)
∣∣ (7)

RMSE =
√√√√1

n

n∑

i

(yi − ŷi)2 (8)

where yi is the i predictedmaximum discharge quantity, and that ŷi is the i truemaximum
discharge quantity.
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Firstly, the relative error curve before and after optimization is calculated, and the
calculation result is as shown in the Fig. 4.
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Fig. 4. Comparison of SOH relative error curves of different algorithms

Aswe can see in the Fig. 4, the relative error before optimization ismainly distributed
in [−2.5, 2%]. After optimization, the relative error is mainly distributed in [−1, 1%].
The relative error of BP neural network prediction value is mainly distributed in [−1,
4%]. The relative error of ELM neural network prediction value is mainly distributed in
[−1, 3%]. The relative error after optimization is relatively small.

According to the definition of SOH in this paper, MAE and RMSE of different
algorithms can be calculated. The calculation results are shown in Table 3.

Table 3. Error results of different algorithms

Algorithm type MAE RMSE

BiLSTM 2.501 2.551

CSA-BiLSTM 1.292 1.420

BP 2.537 2.624

ELM 2.521 2.596

The calculation results show that the prediction error of the proposed algorithm is
obviously reduced.
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4 Conclusion

In this paper, a bidirectional Long Short-TermMemory neural network is proposed, and
the CSA-BiLSTM prediction model optimized by chameleon optimization algorithm
is used to predict the SOH of energy storage lithium-ion batteries. By comparing the
errors before and after optimization, it is found that the optimized prediction results have
high accuracy and robustness. In this study, Oxford battery aging data set is used for
verification, which is off-line aging data. In the next step, the SOH prediction of energy
storage batteries in actual use can be further studied.
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Abstract. The long-term evolution of coal power installed capacity in the physi-
cal dimension is affected by social factors such as coal-related policy mechanisms
(carbon pricing and capacity electricity prices) and the decommissioning decision
of existing coal power. Under the guidance of the Cyber-Physical-Social system
in Energy (CPSSE), a hybrid simulation model covering coal power policy, exist-
ing coal power decommissioning decision, and long-term evolution of coal power
installed capacity is established. The evolution process of the long-term finan-
cial condition and decommissioning time of each coal power plant with different
carbon emission costs and capacity price revenue are obtained by the simulation
model. And impact of coal power plant decommissioning on the long-term power
generation balance of the whole system are analyzed. The results show that high
carbon emission costs may have a fatal impact to the financial condition of coal
power plants, and the resulting large-scale decommissioning in advance of coal
power plants can cause long-term power generation balance risks of the whole
system, and a reasonable capacity price can help to address the above risks.

Keywords: CPSSE · Energy transition · Hybrid simulation · Carbon emission
cost · Capacity price · Coal power plant decommissioning · Long-term power
generation balance

1 Introduction

Influenced by factors such as resource endowment and development history, China’s
power structure has been long dominated by coal power. With the advancement of the
energy revolution and the “dual carbon” target, new energy sources such as wind and
photovoltaic have become themain drivers of power generation growth, but coal power is
still the largest power source inChina, and the proportion of coal power installed capacity
and power generation is still about 50% and 60% respectively. Since the average service
life of coal power units in China is relatively short [1], coal power will still be the most
major power source for a long time in the future if it servers as its design life. More
importantly, the support of flexible and controllable coal power is inseparable for the
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construction of new-type power system with new energy as the main sources. Therefore,
the relevant power and climate policy mechanisms must be able to ensure the healthy
development of coal power.

As one of the largest sources of carbon emissions, coal power has already been cov-
ered in China’s carbon emissionmarket and began to afford the cost of carbon emissions.
Studies on carbon markets has received widespread attention. Studies on the short-term
scales mainly involves the total carbon emission setting and carbon quota allocation
methods, as well as the market fairness, market efficiency, market game behavior, mar-
ket efficiency, and the interaction between the carbon market and other policies and
mechanisms under different methods [2]. Studies on the long-term scale mainly focuses
on the lowest carbon price required by a country or a region to achieve emission reduction
targets, and the qualitative principle for the decline of carbon quota benchmark value
[5].

On the other hand, because the value of coal power in ensuring the flexible adjustment
ability of the new-type power system cannot be fully reflected by relying on power
generation revenue solely, the establishment of capacity compensation mechanism or
capacity market for coal power has been paid more and more attention. At present, the
UK, the US PJM, Sweden, Denmark, Norway, Finland, and other electricity markets are
running capacity markets [7]. At the beginning of 2022, the government of China issued
a guidance which proposed to explore capacity compensation mechanisms, capacity
markets, scarcity electricity prices and other ways to ensure the recovery of power
capacity investment and long-term power supply security [8].

However, there are few quantitative research addressing the impact of carbon emis-
sion cost and capacity price benefit of coal power long-term power generation balance
for the carbon emission cost and capacity price revenue of coal power, and the related
important issues have not been paid enough attention. For example, what impact will
the growing cost of carbon emissions have on the long-term financial condition of the
existing coal power plants? Will the decision makers decommission coal power plants
in advance due to the deterioration of financial condition caused by high carbon emis-
sion costs? If the coal power plants are decommissioned in advance, how will it affect
the long-term power supply security of the whole system? How will different level of
capacity price compensation offset the adverse impact of carbon emission cost increase
on power supply security?

The above problems not only involve the long-term evolution of power generation
installed capacity, carbon emission of power system and other physical dimension fac-
tors, but also have a close interactionwith social dimension factors such as electric power
economy, coal power policy mechanism and decision-making behaviors of coal power
operators. It is necessary to integrate policy mechanism and participant behavior into
the overall research of electric power technology, economy, and emissions [9]. The con-
cept of CPSSE (Cyber-Physical-Social System in Energy) proposed in [10] provides a
research framework for cross-domain dual carbon revolution issues that integrate infor-
mation, physical, and social elements. The sand-table deduction based on the hybrid
simulation of technology, economy, emission, and participant behavior is an effective
means to study the above complex problems [11].
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Based on the CPSSE framework, this paper establishes a hybrid simulation model
covering the policy mechanism of coal power, the retirement decision-making behavior
of stock coal power, and the long-term evolution of coal power installed capacity. Based
on the sand-table deduction, the effects of different coal power policy mechanisms
(carbon pricing reflecting the negative externalities of coal power environment, capacity
price reflecting the flexible adjustment value of coal power) on the long-term economic
operation index of coal power plants, the retirement time of coal power plants, and the
power balance of the whole system are analyzed.

2 Model and Method

2.1 The Interaction of Policy, Company Decision-Making and Long-Term Power
Generation Balance

Government affects the game behavior of companies in various markets by formulating
economic society, setting “dual carbon” and energy development plans, adjusting various
policies, regulation, and market mechanisms. Generation companies (GENCOs) game
in energy, electricity, capacity, carbon emissions and capital markets, and determine the
construction and decommission of installed power capacity, thus affecting the available
power generation capacity and long-term power generation balance of the whole system
in the physical dimension (Fig. 1).

Fig. 1. Technical-economic-emission model of power system

The facility-level simulation model of coal power generation and non-coal power
generation is established with year as the simulation step size. It can simulate the invest-
ment, construction, operation and decommission stages of power facilities, calculating
the dynamic evolution process of installed capacity, power generation, coal consump-
tion, carbon emission, carbon emission quota, power generation cost (fuel, emission,
operation and maintenance, finance, etc.), power generation revenue (electricity, capac-
ity), power generation profit and other characteristic quantities of each facility. Only



Quantitative Analysis on the Impact of Coal Power Carbon 161

the annual power generation balance is considered in the model, and the power bal-
ance and grid security and stability constraints are ignored. Detailed introduction for the
simulation model, please refer to References [13].

2.2 Model of Policies

The policies in this study are exogenously given in the form of scenario parameters,
including: ➀ The development target and pathway planning value of non-fossil power
generation in the whole system; ➁ The electricity price of various types of power gener-
ation and the capacity price of coal power; ➂ The carbon pricing scenario of each year
describes by “carbon quota benchmark value & carbon emission price”.

2.3 Model of New Installation and Decommission Behavior of GENCOs

The new installation and decommission of power plants are affected by a large number
of factors, including but not limited to: environment (i.e. emission pollution), technical
performance (i.e. energy consumption), economy (i.e. profitability) and other factors.
However, it is impossible to consider all the factor in models. In this study, simplified
behavioral models are constructed for coal power and non-fossil energy.

Coal power

1. New installation: It is assumed that no new coal power will be installed in the research
period.

2. Decommission: A simplified model of coal power decommissioning in advance due
to poor financial condition is constructed.

• For each coal power plant, after the end of each simulation year t, it is calculated and
determined whether its service year reaches the designed life.

• For coal power plants that have not reached the designed life, it is calculated and
determined whether the following inequalities are satisfied.

pt/ct < αt (1)

Or nt < βt (2)

• Among them, pt means power generation profit, ct means power generation cost, and
nt means net assets. αt and βt can be set as specific values according to research
objectives. The smaller αt and βt is, the less likely it is for the coal power plant to be
decommissioned in advance.

• If the condition for decommissioning in advance of any coal power plant is met,
the agent of that coal power plant will be removed from the simulation for the next
simulation year.

Non-Fossil energy

1. New installation: New power capacity of each year is installed according to the
non-fossil energy power generation targets and paths set by the government.

2. Decommission: All the non-fossil energy power facilities serve as designed life.
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3 Simulation Scenarios and Parameter Settings

To focus on the interaction between coal-related policies, decision-making behavior of
coal power companies and long-term power generation balance of the whole system, this
paper uses a simplified hypothetical system for simulation and analysis. The simulation
process is as follows Fig. 2.

Fig. 2. The process of the dynamic simulation

The key scenarios and parameter settings are as follows:

1. Research period: from 2018 to 2035 (hereinafter referred to as “transition period”),
with year as the simulation step.

2. Type of power generation: only coal power and non-fossil energy power generation
are considered (non-fossil energy power generation is not subdivided temporarily).

3. Installed power generation capacity of the whole system in the initial year: the
installed years of power generation capacity are distributed from 2001 to 2017;
all coal power plants installed in the same year are clustered into one coal power
object(i.e. Coal_01 represents all the coal power installed in 2001), the capacity and
coal consumption rate of each coal power object can be seen in Table 1; all non-fossil
energy power sources installed in the same year are clustered into one object as well.
It should be noted that this clustering method is a simplified processing to accelerate
the simulation speed, and each power generation object does not represent the actual
coal power plants or non-fossil energy power sources.

4. Lifespan of generators: 30 years for coal power, 20 years for non-fossil energy.
5. Annual utilization hours of power generation: 1800 h for non-fossil energy power

generation; the principle of non-fossil energy priority is adopted in the simulation;
the remaining power generation demand of the whole system is supplied by the
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Table 1. Main parameters of power generator objects

Year of
installation

Coal power Non-fossil energy power

Serial number Capacity
(MW)

Coal
consumption
rate (g/kWh)

Serial number Capacity
(MW)

2001 Coal_01 2000 320.0 / /

2002 Coal_02 3000 317.8 / /

2003 Coal_03 4800 315.6 / /

2004 Coal_04 4800 313.4 / /

2005 Coal_05 4800 311.3 Non-fossil_01 300

2006 Coal_06 4800 309.1 Non-fossil_02 500

2007 Coal_07 8000 306.9 Non-fossil_03 800

2008 Coal_08 8000 304.7 Non-fossil_04 1600

2009 Coal_09 8000 302.5 Non-fossil_05 3200

2010 Coal_10 8000 300.3 Non-fossil_06 4000

2011 Coal_11 9600 298.1 Non-fossil_07 4800

2012 Coal_12 9600 295.9 Non-fossil_08 5600

2013 Coal_13 9600 293.8 Non-fossil_09 6400

2014 Coal_14 9600 291.6 Non-fossil_10 7200

2015 Coal_15 8000 289.4 Non-fossil_11 8000

2016 Coal_16 8000 287.2 Non-fossil_12 8800

2017 Coal_17 4800 285.0 Non-fossil_13 9600

coal power, and the power generation is distributed by proportional according to the
installed capacity of each coal power plant, the maximum value of annual utilization
hours of coal power plant is set as 6000 h.

6. In 2018, the total power generation of the system was 640 billion kWh, and the
electricity consumption of the whole system respectively increased by 4.5%, 4.0%,
3.5% and 3.0% in 2019–2020, 2021–2025, 2026–2030 and 2031–2035.

7. The proportion of non-fossil energy power generation in thewhole system: increases
linearly from 20% in 2018 to 60% in 2035.

8. Carbon emission factor of coal: 2.8 tons of CO2 per ton of standard coal.
9. Costs of coal power: including financial, depreciation, operation and maintenance,

fuel, and carbon emissions costs.
10. Coal power price: The electricity price was set at 355 CNY/MWh during the study

period. Referring to the current situation that China does not implement two-part
electricity price for coal power, the capacity price is set as 0 in the basic scenario,
and the effects of different capacity prices on improving the economic benefits of
coal power and supporting the long-term power balance of the system are analyzed.

11. Coal price: set at 800 CNY/ton during the research period.
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12. Long-term loan interest rate: 4.9%.
13. Repayment and depreciation: The loan repayment period of each power plant is

15 years, and the depreciation period is 18 years.
14. Benchmark value of power supply carbon emission quota: Three quotas scenarios are

set, named High Quota, Mid Quota, and Low Quota; Referring to China’s national
carbon market launched in 2021, this study assumes that coal power plants start to
participate carbon market from 2021, benchmark values of power supply carbon
emission quota of the three scenarios are all set as 0.877 t/MWh in 2021 [14], and
will respectively be reduced to 0 by 2040, 2045 and 2050 (linear decline among
the middle year) in High Quota, Mid Quota, and Low Quota scenarios, and the
benchmark values of 2035 are 0.454, 0.365 and 0.231 t/MWh respectively.

15. Carbon emission price: Three carbon emission price scenarios are set, named High
Price, Mid Price and Low Price; the carbon emission price in 2021 is set as 60
CNY/ton; the price will increase by 30 CNY/ton, 20 CNY/ton and 10 CNY/ton per
year in High Price, Mid Price and Low Price scenarios, and the carbon price will
rise to 480,340 and 200 CNY/ton by 2035 respectively.

4 Analysis of Simulation Results

4.1 Impact of Carbon Emission Costs

Analysis of Mid Quota & Low Price Scenario

This section analyzes the scenario in which the carbon quota takes the median value and
the carbon price takes the low value (recorded as “Mid Quota & Low Price”).

The total installed power capacity of the whole system during the transition period
is shown in Fig. 3. The installed capacity of non-fossil energy power generation will
increase significantly to 390 million kW by 2035; Coal_01 to Coal_05 will reach their
design life and will be decommissioned one by one after 2031, and the total installed
capacity of coal power will decrease to 96 million kW by 2035.

Fig. 3. Installed power generation capacity (2020–2035)

Figure 4 shows the relationship between the total carbon emissions and the total
carbon emission quotas of all coal power plants from 2021 to 2035. The actual carbon
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emissions in 2021 and 2022 are lower than the allocated carbon emission quotas, with a
small surplus. In 2023, there will be a gap in carbon emission quotas, and the gap will
increase to 217 million tons by 2035.

Fig. 4. Total actual CO2 emissions and quotas for all coal power plants (2021–2035)

In terms of the total carbon emission cost of all the coal power plants, due to the
surplus of 25.3 and 5.2 million tons carbon emission quotas in 2021 and 2022, and the
emission cost will be−15 and−400 million CNY respectively. Then, the emission costs
will be positive value and rise to 43.5 billion CNY by 2035.

The power generation profit (see Fig. 5) and carbon emission cost of all coal power
plants in the whole system show the opposite trend. Without considering the cost of
carbon emissions (carbon price is 0), as the depreciation cost and financial cost of coal
power decrease year by year, the power generation profit of coal power increases to
13.9 billion CNY by 2035. In the scenario of “Mid quota & Low price”, due to the
rapid growth of total emission costs, the growth trend of power generation profits will
be reversed after 2023, declining to −29.6 billion CNY by 2035.

Fig. 5. Generation profit of all the coal power plants (2018–2035)

Due to the difference in coal consumption rate of each power plant, the carbon
emissions per unit power supply and carbon emission cost of different coal power plants
are different. Figure 6 shows the emission cost of Coal_01, Coal_07 and Coal_17.
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Fig. 6. CO2 emissions costs of Coal_01, Coal_07 and Coal_17 (2018–2035)

In 2021, the benchmark value of power supply carbon emission is 877g/kwh.Theunit
power supply carbon emission ofCoal_01 is 896g/kwh, and the unit power supply carbon
emissions of Coal_07 and Coal_17 coal power are 859 and 798 g/kwh, respectively.
Therefore, Coal_01 will have a carbon quota gap in 2021, and the carbon emission cost
is 0.05 billion CNY. Coal_07 andCoal_17 coal power have carbon quota surplus in 2021,
and the carbon emission costs are -60 and -120 million CNY respectively. Subsequently,
the carbon emission cost of them increases year by year, and the carbon emission cost of
Coal_01 rises to 0.47 billion CNY by 2030. Coal_07 has carbon quota gaps since 2022,
and the carbon emission cost will rise to 3.84 billion CNY by 2035. Coal_17 has carbon
quota gaps since 2025, and the carbon emission cost will rise to 2.02 billion CNY by
2035.

Due to the combined effect of power generation, depreciation cost, carbon emission
cost and other factors, the generation profit of each coal power shows different dynamic
evolution characteristics during the transition period. It will not be detailed here.

Analysis of multiple carbon market scenarios

Carbon emission costs will have a negative impact on power generation profits. The
decline rate of the benchmark value of power supply carbon emission quota and carbon
emission price are important factors affecting the financial conditions of coal power
plants. This section analyzes nine carbon market scenarios composed of three carbon
quota scenarios and three carbon emission price scenarios (see Sect. 3).

Scenarios without decommissioning in advance of coal power plant

Figure 7 shows the power generation cost of Coal_17 in different scenarios. In general,
for the nine carbonmarket scenarios, except for a small amount of carbon emission quota
surplus in the early years, the total power generation cost increase to varying degrees
due to the additional increased carbon emission cost.

In the scenario of “LowQuota&HighPrice”, coal power plant will afford the highest
carbon emission cost, the power generation cost of Coal_17 will rise to 13.7 billion CNY
by 2035. In the scenario of “High Quota & Low Price”, coal power plant will afford
the lowest carbon emission cost, the power generation cost of Coal_17 will rise to 8.9
billion CNY by 2035. In the above two scenarios, the power generation cost of Coal_17
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Fig. 7. Generation costs of Coal_17 in different scenarios

is 6.4 billion CNY and 1.6 billion CNY higher than that in scenario of “Zero Carbon
Price” respectively.

Figure 8 shows the net assets of Coal_17 in different scenarios. The net assets of
Coal_17 in 2035 are positive only in the two modest scenarios “High Quota & Low
Price” and “Mid Quota & Low Price”, which are 3 billion CNY and 0.7 billion CNY
respectively. The net assets of Coal_17 in 2035 for the remaining scenarios are negative.
In the scenario of “Low Quota & High Price”, Coal_17 will afford the highest carbon
emission cost, and its net assets will decline to -22.5 billion CNY by 2035.

Fig. 8. Net assets of Coal_17 in different scenarios

Scenarios with decommissioning in advance of coal power plant

This section analyzes the impact of different carbon market scenarios if coal power
plants decommissioning in advance due to poor financial condition. In the simulation
case, the αt and βt in formula (1) are set as −25% and 0 respectively, and both remain
unchanged during the research period.

Figure 9 shows the situation of decommissioning in advance of coal power and power
shortage of the whole system in nine carbon market scenarios. There is no decommis-
sioning in advance of coal power only in two modest scenarios of “High Quota & Low
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Price” and “Mid Quota & Low Price”. For the other seven scenarios, there are decom-
missioning in advance of coal power, and different amount of power shortage occurs
except for the scenario of “High Quota & Mid Price”.

Fig. 9. Decommissioning in advance of coal power and power shortage in different scenarios

There are great differences in the decommissioning situation of coal power plants
between 9 scenarios. In the scenario of “Low Quota & High Price” with the highest
carbon emission cost, onlyCoal_01will decommission in 2031when it reaches its design
life, the other coal power will all decommission in 2033 due to the serious deterioration
of financial condition (that is, the ratio of power generation profit to power generation
cost is less than -25%, or the net assets declines to negative).

Figure 10 shows the average service duration of all the coal power plants by 2035 in
9 scenarios. For the two most modest scenarios of “High Quota & Low Price” and “Mid
Quota & Low Price” without decommissioning in advance of coal power, the average
service duration of coal power is 26.1 years, the same as that of “Zero Carbon Price”
scenario. And for the other seven scenarios, the average service duration of coal power
decline to 22.0 years −25.8 years.

Fig. 10. Average service duration of coal power in different scenarios

Figure 11 shows the power shortage of 6 scenarios with decommissioning in advance
of coal power. In the scenario of “Low Quota & High Price” with the highest carbon
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emission cost, power shortages will occur in 2030 and continue to 2035. The power
shortage in the “Low Quota & Low Price” scenario is relatively light, with a power
shortage of 74.7 billion kW in 2035.

Fig. 11. Power shortage of 6 scenarios with decommissioning in advance of coal power

It should be pointed out that, coal power plants need to meet many other constrains
(such as government approve) for decommissioning in advance due to poor financial con-
dition. Therefore, it is impossible to decommission such a large proportion of coal power
capacity within a few years. However, based on simulation deduction, the evolution of
financial indicators of coal power plants in different scenarios can be quantitatively ana-
lyzed (i.e. insolvency or serious losses), which provides decision support for optimizing
other policies and scheme that can reflect the value of coal power (i.e. improving financial
indicators of coal power through capacity price).

4.2 The Combined Effect of Carbon Emission Cost and Capacity Price Revenue

This section takes the scenario of “Mid Quota & Mid Price” as an example to analyze
the combined impact of carbon emission cost and capacity price revenue. The capacity
price of each year during the transition period is set as follows: from 2018 to 2020, the
price is set as 0; from 2021 to 2035, the price increase linearly to P_CAP (the higher
the value of P_CAP is, the higher revenue for the coal power).

The capacity revenue can improve the financial condition of coal power, thus allevi-
ating the trend of decommissioning in advance of coal power. Figure 12 shows the coal
power installed capacity of the whole system in different capacity price scenarios. When
the capacity price is 0, all the coal power will decommission in advance by 2033 due
to the poor financial condition. When P_CAP rises to 105 thousand CNY/MW·Year,
the total amount of decommissioning capacity of coal power has been greatly reduced,
75 million kW of coal power will be in service by 2035, but it is still lower than the
installed capacity of coal power required to ensure power generation balance (78 mil-
lion kW). When P_CAP rises to 110 thousand CNY/MW·Year, 88 million kW of coal
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power will be in service by 2035, but the annual power generation utilization hours of
coal power will reach to 5322 h, therefore, the power supply pressure is still relatively
tight. When P_CAP rises to 125 thousand CNY/MW·Year, no any decommissioning in
advance will occur during the transition period, 75 million kW of coal power will be in
service by 2035, and the annual power generation utilization hour of coal power will be
reduced to 4878 h.

Fig. 12. Installed coal power capacity in different capacity price scenarios

The total capacity price revenue and carbon emission cost of all coal power plants in
different capacity price scenarios are shown inTable 2. There is not any decommissioning
in advance in above scenarios, and the cumulative carbon emission cost during the tran-
sition period is 418 billion CNY. When P_CAP rises to 545 thousand CNY/MW·Year,
the cumulative capacity price revenue reaches to 421 billion CNY, which can fully cover
the carbon emission cost.

Table 2. Capacity revenues and carbon costs in different capacity price scenarios

Cumulative Capacity Price Revenue in different capacity price scenarios
(Billion CNY)

Cumulative
carbon emission
cost (Billion
CNY)

P_CAP = 150
thousand
CNY/MW·Year

P_CAP = 450
thousand
CNY/MW·Year

P_CAP = 540
thousand
CNY/MW·Year

P_CAP = 545
thousand
CNY/MW·Year

116 347 417 421 418

5 Conclusion

The evolution process of the long-term financial condition and decommissioning time
of each coal power plant, and the impact of coal power plant decommissioning on the
long-term power generation balance of thewhole system are analyzed in different carbon
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cost scenarios. On this basis, the effects of different capacity price levels on improving
the finiancal condition of coal power plants and the long-term power generation balance
of the whole system under the background of low-carbon transition are preliminarily
analyzed. The following conclusions are obtained:

1. With the decline of benchmark value of carbon emission quotas and the rising carbon
emission price, carbon emission cost will become one of the important factors affect-
ing the financial indicators of coal power plants, such as generation cost, generation
profit and net assets.

2. If the benchmark value of carbon emission quota declines too fast and the carbon
emission price rises too fast, it may lead to extreme deterioration of the finiancal
condition of coal power plants, such as serious losses and insolvency. If the coal
power plants decommission in advance without other new installed power supply
sources, it will seriously endanger the long-term power generaiton balance.

3. Reasonable capacity price can improve the finiancal indicators, and avoide extensive
decommissioning in advance of coal power plants, ensuring power generation balance
of the whole system is within a safe margin range.

4. In the future research, it is necessary to consider the influence of coal power installed
capacity requirement for power balance and peak regulation balance, and deepen the
research on the interaction between benchmark value regulation of carbon emssion
quota, coal power capacity price scheme and new energy policies.
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1 Introduction

The 14th National People’s Congress (NPC) emphasized the need for China to focus on
the promotion of energy conservation and carbon reduction, coordinate energy security
by ensuring supply stability and the development of green low-carbon energy sources,
examining how to best promote carbon peaking and carbon neutrality. The country’s
energy development over the next 5 years and beyond must pay more attention to pro-
moting green transformation [1].Orderly promoting the carbon neutralitywork of carbon
peaking, implementing the action plan of carbon peaking, and studying a safe, stable
and efficient new power market are important ways to promote the construction of new
power systems. At present, the design of market mechanism in the relevant research on
the power market is still one of the concerns [2].

There is a high correlation between the electricity market, carbon market, green
certificate market, and green electricity market in terms of construction purpose, trans-
action type, transaction subject and transaction object. Against the backdrop of vigorous
reforms in the electricity market, an increasing proportion of renewable energy entities
are participating in the market and a decline in renewable energy subsidies [3]. Studying
the coupling mechanism of diversified markets can provide a coordinated and closely
connected trading environment for the diversified market-oriented trading system of
entities, enhance the power grid’s ability to absorb renewable energy generation, and
form a joint force to solve the problem of “difficult to enter the market” when partici-
pating in the market due to the intermittency and instability of some renewable energy
sources.

With the access of more and more new energy sources, the demand for power qual-
ity is gradually increasing. As a part of the power market, the ancillary services market
mainly ensures the safe operation of the grid through frequency modulation, peak shav-
ing, standby and other measures, which not only has the particularity of specific power
functions, but also has the commonalities that ultimately affect market prices and power
generation costs. Therefore, explore the ancillary services market and the carbon market
the coupling relationship between the green certificate market and the green electricity
market provides new ideas for the coordinated operation of various trading mechanisms
in the new power system.

2 The Current State of the Energy-Related Market in the Domestic
and Foreign Markets

Amongmaturemarkets abroad, there aremore applications and data that can be discussed
and analyzed for reference, whereas in China, there is more development and theoretical
research on the current situation.

2.1 CouplingRelationshipBetween theCurrentOperation Status of theEuropean
Carbon Market and the Electricity Market

The European Union Emission Trading System (EU ETS) is the world’s earliest legally
binding carbon market established for enterprises, it is the main tool used by the EU to
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control Green House Gas emissions (GHG) such as carbon dioxide [4]. The system is
closely related to the European electricity market as the power generation industry is
the main beneficiary and polluter of the system. EU ETS encourages emission reduction
and the development and use of innovative technologies by setting prices for GHG such
as carbon dioxide and encourages market participants to invest in low-carbon technolo-
gies. The European electricity market is a trading platform for electricity production
and consumption among European countries. The EU ETS is coupled with the Euro-
pean electricity market, allowing power companies to be influenced by emission trading
systems in decision-making, investment, and electricity production.

The EU ETS dictates the production cost of power generation enterprises shall not
exceed 2% of the enterprise’s production cost; Therefore, the cost of carbon emissions
can lead to higher production costs for coal-fired power generation companies versus
those of gas power generation companies. When the European Union Allowance (EUA)
price is high enough, power generation companies may change their fuel types, switch
from coal-fired power generation to gas power generation and save costs by changing
the original clearing order; After conducting carbon trading, the electricity prices of the
20 member states of the European Union will increase by an average of 10–13 euros per
megawatt hour, an increase of 12–27% [5].

The EU green certificate trading mechanism is a product of the liberalization of
the electricity market, mainly to ensure that renewable energy power producers obtain
additional benefits. The competition mechanism of this mechanism has attracted many
EU countries to participate. Taking the Netherlands as an example, the local green
certificate market follows the principle of voluntary demand, which comes in part from
collective power producers who promise to supply green electricity, The other part is
the end users who have reduced taxes due to the use of green electricity [6].

2.2 Coupling Relationship Between the Current Operation Status of the US
Carbon Market and the Electricity Market

Similar to the carbon market in the European Union, the carbon market in the United
States is closely coupled with the electricity market. Each state promotes emissions
reduction through the implementation of carbon trading, with the most representative
being California’s carbon trading market and regional GHG reduction plans (RGGI) [7].

The California carbon market has set limits on total emissions, allowing emission
entities such as power plants to choose between emission reduction and trading. The
initial goal of construction was to reduce carbon emissions to 1990 levels by 2020. For
the majority of carbon quotas allocated to the power sector, the government first issued
free quotas to enterprises and requires them to submit them. Then, the submitted quotas
are auctioned off, and the auction revenue is returned to the enterprises. It is stipulated
that there will be no increase in user costs and prices will not be transmitted to consumers
[8].

The RGGI regional carbon market also adopts the method of entrusted auction, but
the RGGI carbon emission quota is divided into two levels. The first level is to allocate
the quota of the entire region to each state, and the second level is to allocate the quota
of each state to each power plant; It affects the spot market trading of electricity and
the medium to long-term investment of power producers, thereby changing the power
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structure of the electricity market. It also changes the electricity market trading between
RGGI regions and non RGGI regions, and there is a possibility of carbon leakage to non
RGGI regions; The establishment of the RGGI carbon market has led member states
to achieve over 40% reduction in carbon emissions from the power industry, despite
achieving 8% GDP growth [9].

The green certificate system in theUnited States implements state levelmanagement.
The federal government has not implemented a nationwide green certificate policy, and
most states that implement carbon quota systems have established renewable energy
certificate (REC) trading systems, which include green certificate certification, trading,
and regulatory agencies. Renewable energy electricity produced by power producers can
be traded through renewable energy certificates, and the trading scope can be conducted
across the state [10]. The green certificate standards vary among different states, but
there is some flexibility, and some states can also allow green certificate transactions to
take place across states.

2.3 Current Situation of Energy-Related Markets in China

Facing the goal of “dual carbon”, under a unified governance framework system, China
is also coordinating the correlation between various markets (e.g. the carbon market,
electricity market, and green certificate market) to effectively connecting them at the
marketmechanism level;At present,China hasmadeprogress through academic research
on the relevant electricity market, implementing key measures such as multi market
collaborative operation,medium to long-term and spot trading linkage, auxiliary services
market construction, and high demand response mechanism construction.

Development status of auxiliary services market. In the process of transitioning
from planned to market-oriented and from free to paid, China’s power auxiliary services
market has gradually opened up various competitive businesses, improving the ability
of unit regulation and the quality of auxiliary services. The development and status
experience of China’s auxiliary services market is shown in Fig. 1 [11]; By the end
of 2022, China’s power auxiliary services had achieved full coverage of power grids
in 6 major regions and 33 provinces, and the basics of a unified auxiliary services
rule system have been established. In 2022, through the market-oriented mechanism of
auxiliary services, a total of over 90 million kW of regulation capacity will be excavated
throughout the country, promoting an annual increase in clean energy generation of
over 100 billion kW h; Coal power enterprises have received compensation benefits of
approximately 32 billion yuan due to auxiliary services [12].

“Through the creation of auxiliary services markets, the construction and develop-
ment of renewable energy plants is encouraged, which results in more stable and reliable
renewable energy generation “The development of the auxiliary services market further
enhances the scale and types of auxiliary services, thereby better ensuring the reliability
and stability of renewable energy generation in the electricity market, reducing opera-
tional risks, volatility, and uncertainty. The marginal cost of renewable energy power
generation enterprises is almost zero. In the carbon market, through trading carbon quo-
tas and policy measures, renewable energy revenue is promoted. The profit space of
new energy installation is increased.” Due to the market-oriented resource allocation
attribute, investment in and construction of renewable energy facilities increases.” The
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Fig. 1. The development experience of China’s auxiliary services market

market-oriented resource allocation attribute makes the investment and construction of
renewable energy related power generation installations increase, and the demand for
auxiliary services market also increases, as shown in Fig. 2.

$

Electricity market

Auxiliary service market

Carbon emission trading market

Electricity trading affects new energy 
installed capacity

Fig. 2. The mechanism of auxiliary services in power systems

2.4 Current Development Status of Carbon Trading Market

Carbon emissions trading market. The carbon market can be achieved by limiting the
total amount and issuing or auctioning carbon emission permits. Carbon quotas are
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issued by the government, and the market entities are mainly key emission units. The
key emission units in the national carbon market refer to large enterprises in industries
such as chemicalmanufacturing, constructionmaterials, steel, and electricity production,
whose annual emissions reach or exceed 26,000 tons, or whose total energy consumption
reaches or exceeds 5000 tons of standard coal, the value was 10,000 tons from 2019 to
2020.

“The original plan, developed, was for the original eight pilot markets (i.e., Beijing,
Shanghai, Guangzhou, state all 8 cities) would gradually transition to an online national
carbon market. However, the “Interim Regulations on theManagement of Carbon Emis-
sion Trading (Revised Draft),” released in March 2021, stated that no local pilot markets
were being constructed. InMarch 2023, theMinistry of Ecology and Environment issued
the “Implementation Plan for Setting andDistributing the Total Amount of National Car-
bon Emission Trading Quotas for 2021 and 2022 (Power Generation Industry)”, which
clarified the total amount and allocation plan of carbon emission trading quotas; The plan
points out that in 2021, the total quota of the power generation industry in the national
carbon emission trading market will be 560 million tons of carbon dioxide, including
386 million tons of coal power and 174 million tons of gas power [13].

At present, the original 8 pilot markets in Beijing, Shanghai, Guangzhou and other
places will gradually transition to the online national carbon market, and inMarch 2021,
the “Interim Regulations on the Management of Carbon Emission Trading (Revised
Draft)” stated that no local pilot markets are being constructed [14]. Currently, the 8 pilot
markets still exist. At present, carbon quotas are only carried out through spot trading,
without introducing financial trading products such as carbon futures and options. Only
when the future carbon emission trading market enters a certain mature stage and the
economic attributes of carbon emission trading are clearer, will we consider providing
market entities with corresponding financial risk management tools to avoid spot risks
in the carbon emission trading market.

As of February 2023, the trading volume of carbon emission quotas in the national
carbon emission trading market was 1.8543 million tons, with a total trading volume
of 104 million yuan and an average trading price of 55.87 yuan/ton. Among them,
the trading volume of listed agreements was 2,54,300 tons, with a trading volume of
14.2958 million yuan, with a maximum trading price of 57.50 yuan/ton and a minimum
trading price of 55.00 yuan/ton; The bulk agreement transaction volume is 1.6 mil-
lion tons, with a transaction amount of 89.3 million yuan. The highest transaction price
is 57.50 yuan/ton, and the lowest transaction price is 55.00 yuan/ton [15].

CCER. China Certified Emission Reduction (CCER) is another trading entity in
China’s carbon market that is beyond carbon quotas. It refers to the carbon emissions
reduced through projects such as clean energy, energy conservation and emission reduc-
tion, and forest carbon sinks. These reductions can be traded in the carbon tradingmarket
or used to offset corresponding carbon quotas [16]. Its low price can meet the carbon
emission reduction needs of different types of enterprises and institutions, promoting
low-carbon development throughout the entire society (Fig. 3).

As of February 2023, the cumulative trading volume of CCER in the domestic carbon
market was 317900 tons, with only Tianjin, Sichuan, Shanghai, and Shenzhen having
transactions, with Tianjin being more active with a transaction volume of 1,99,300
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Fig. 3. Actual total emissions of carbon market emission control enterprises

tons. As of February 28, 2023, the cumulative trading volume of CCER in the domestic
regional carbonmarket is 452million tons;Among them, TianjinCCERhas a cumulative
trading volume of 66.67 million tons, ranking third in China [15].

Current development status of green certificate market. Green certificates are
the confirmation and attribute proof of renewable energy generation capacity, as well
as the only proof of consumption of green electricity. Based on market subscription
conditions, renewable energy power quota assessment and mandatory trading of green
electricity certificates will be launched in a timely manner starting from 2018 [17]. Due
to the dual value of electricity and the environment in renewable energy generation,
its abstract environmental value can be specifically characterized by green certificates.
Green certificates are the monetization of the environmental value of renewable energy,
they are marketable securities that can be transferred and traded with the production of
renewable energy [18].

As of April 2023, the cumulative issuance volume of wind power on the green power
trading platform was 45,548,841 cases, of which only 8,684,227 cases were listed, with
a listing rate of only about 19.1%. Similarly the cumulative issuance of photovoltaic
energy or capacity was 30,492,495 cases, of which only 4,908,710 cases or 16.1% were
listed. This issue is mirrored in the trading volume of green certificates is 7,579,298
cases, accounting for only 16.6% of the listed volume, while the trading volume of
photovoltaic green certificates is 11,913,954,with a trading rate of about 30.1%.This lack
of participation might in part be due to current issues in, China’s green certificate market
including high prices, poor tracking mechanisms, and the lack of an open secondary
market for green certificates, which allows for only single direction green certificate
transfer. Although some enterprises have a green consumption awareness, energy costs
are still the main consideration factor under industry competition pressure. Voluntary
purchase of green certificates in the market requires stronger awareness and higher
costs [19].Moreover, there is no corresponding punishment mechanism for green energy
consumption, and there is no clear punishment measure for entities that do not meet the
responsibility weight for renewable energy consumption.
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Current development status of Green electricity market. Green electricity oper-
ates within the framework of medium to long term electricity. It does not involve curve
decomposition issues and prioritize clearing and settlement in the spot market. Green
electricity is a physical commodity with electrical energy attributes, and also it has
the corresponding environmental value of being environmentally friendly. Therefore,
in the green electricity market, it achieves both the utility value of electricity and the
simultaneous delivery of environmental value of green electricity.

The green electricity market differs from the green certificate market due to two
main factors, Firstly the green electricity market distinguishes the environmental value
of green electricity from its inherent electricity commodity value, creating a clearer
boundary between the two values, Secondly, the green electricity market addresses the
limitations of green certificate trading. When subscribing to green certificates, one only
has the right to declare the corresponding quantity of green electricity, meaning that
claiming to have used green electricity does not mean that the enterprise has consumed
the corresponding green electricity. This is not conducive to tracking and recording the
consumption situation of the enterprise. In green electricity trading, green electricity
consumption vouchers are directly issued to end users, achieving the unity of green
electricity consumption and green certificates; At the same time, the green electricity
market can serve as a support for the development of new power systems, building
a bridge for direct trading between renewable energy generation enterprises and end
users, expanding trading channels, and promoting the development of the new electricity
market; The establishment of a national green electricity trading market can provide
more convenient channels for the consumption of renewable energy electricity, while
also alleviating the market situation of oversupply of green electricity and effectively
promoting the consumption of renewable energy [20].

As of November 2022, the trading volume of green electricity has exceeded
20 billion kW h, with over 50 million green certificates issued, equivalent to over
50 billion kW h of electricity.

3 Analysis of the Impact Mechanism Between the Auxiliary
Services Market and Various Markets

3.1 The Interactive Impact of Auxiliary Services Market and Carbon Market

There are differences in the trading mechanisms between the auxiliary services market
and the carbon market. The former is a market driven by demand for auxiliary services,
while the latter policy required mandatory or non-mandatory performance market with
carbon emission quotas as the trading subject. However, there may be overlap among
market participants, as power generation companies involved in the auxiliary services
market are likely to beparticipants in the carbonmarket.Additionally, as the proportionof
new energy access market increases, the demand for auxiliary services market increases,
further raising the possibility of overlapping market participants in both markets. There
is mutual influence between the auxiliary services market and the carbon market, but it
is not singular or direct.

An increasing proportion of renewable energy is being integrated into the market,
leading to a rise in the demand for auxiliary services due to the quality requirements
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of new energy power generation. Changes in supply and demand result in higher prices
for auxiliary services, and as a consequence electricity costs. This, in turn, leads to
an overall increase in electricity prices. The shifting supply and demand relationship
within the electricity market subsequently causes a decrease in electricity supply, which
in turn reduces the demand for carbon quotas in the carbon market ultimately affecting
carbon prices. The reduction of carbon prices, especially the reduction of electricity
costs for power generation enterprises that are required to control emissions, leads to
dynamic changes in electricity costs. Since carbon costs are relatively higher than auxil-
iary services costs, electricity prices experience a greater decrease than increase, thereby
stimulating electricity supply in the market. The increase in electricity supply further
stimulates demand in the auxiliary services market, thus creating dynamic cycle in the
market. Auxiliary services prices, carbon prices, and electricity prices achieve a a rea-
sonable price range in the market through dynamic market-oriented allocation, resulting
in a dynamic balance, as shown in Fig. 4.

Auxiliary service market

Electricity market

Carbon market

High proportion 
of new energy 

access1

Power quality 
requirements2

Auxiliary service 
requirements3,13

Auxiliary 
Service Price4

11Electricity 
price6

12power supply7

Carbon demand8Carbon price9

Fig. 4. The impact of auxiliary services prices on carbon prices

Currently, the impact of carbonprices on electricity costs is generallymore significant
due to the inclusion of emission costs associated with electricity production. Carbon
prices are implemented to incentivize electricity producers to adopt environmentally
friendly power generation technologies and reduce carbon emissions. When carbon
prices increase, power producers are required to pay higher fees for emitting the same
amount of carbon dioxide, thereby increasing the production cost of electricity.

Simultaneously, with the continuous development andmaturity of clean energy tech-
nology, power generation companies can also reduce carbon dioxide emissions by imple-
mentingmore environmentally friendly technologies thereby reducing the impact of car-
bon prices on costs. At the same time, government management is actively promoting
various policies and different types of green trading markets, such as green electricity,
green certificates, and other trading markets, but they are still in the pilot or early stage
of development in China. The price of auxiliary services is mainly set up to ensure the
stability and reliability of the power system. Although the price of auxiliary services
also affects the production cost of electricity, its impact is usually much smaller than the
carbon price.
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3.2 The Interactive Impact of Auxiliary Services Market and Green Certificate
Market

In the electricity market, renewable energy power generation enterprises can use the
green certificate market to obtain profits, and the price of green certificates will directly
affect the investment returns of renewable energy power generation enterprises. At the
same time, renewable energy power generation enterprises can also earn profits by pro-
viding auxiliary services, and the price and demand of auxiliary services will also affect
the operating costs and profits of the enterprise. Therefore, although the auxiliary services
market and green certificate market are two different markets, their mutual influence is
becoming increasingly close in the context of green energy transformation, which plays
an important role in promoting the stable operation of the electricity market and the
development of the renewable energy industry.

The installed capacity andoutput of renewable green energy electricity are key factors
affecting the supply of green certificate markets. If the production of green electricity is
large, it may lead to oversupply in the green certificate market and a decrease in prices,
and vice versa. The price and load fluctuations in the electricity market affect the supply
and demand relationship between the auxiliary services market and the green certificate
market. When the price and load fluctuations in the electricity market are significant, the
demand in the auxiliary services market increases, and changes in the generation cost
side affect the demand in the green certificate market, thereby affecting the supply of
the green certificate market.

The policy environment has a certain impact on the development of the auxiliary
services market and the green certificate market. The non mandatory nature of China’s
current green certificate market is one of the reasons why enterprises have low enthu-
siasm. If a developed green certificate market can drive enterprises to profit from it,
power generation enterprises will prioritize clearing the green electricity portion when
choosing auxiliary services or providing auxiliary services to obtain green certificates.
This can promote green transformation and strengthen the coupling between the services
market, electricity market, and green certificate market.

3.3 Interactive Impact of Auxiliary Services Market and Green Electricity
Market

In order to meet the demand for renewable energy consumption, green power enter-
prises need to purchase auxiliary services to ensure the safe and stable operation of the
power grid. Therefore, with the continuous development of the green power market, the
demand for auxiliary services in the market will correspondingly increase. This reflects
the necessity of coupling the two from a macro perspective of development. At the same
time, the income from providing auxiliary services is one of the important sources of
income for green power enterprises. The income from auxiliary services can be used to
compensate for the profits of green power enterprises and promote their development.

For the development of both markets, relevant policies are also one of the important
factors. Encouraging green power enterprises to participate in the auxiliary services
market throughpolicies, such as obtaining priority clearance in power dispatch, including
in the auxiliary services market. The formulation of green certificate prices and the order
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of green power clearance will affect the development of the green power market, thereby
affecting the auxiliary services market.

4 Suggestions on the Coupling Mechanism Between the Auxiliary
Service Market and Various Markets

The green certificate market and green electricity market promote the substitution of
green energy for fossil energy through load side consumption of green electricity to
achieve ‘carbon control’; the ‘carbonmarket’ promotes the low-carbon transformation of
fossil energy by increasing the production costs of carbon emitting enterprises to achieve
‘carbon control’. The construction of auxiliary services markets aims to achieve ‘carbon
control’ by replacing fossil energymorewith green energy and promoting the low-carbon
transformation of fossil energy ‘Carbon control’ provides a supporting role, utilizing the
‘regulator’ function of the auxiliary services market to effectively promote the optimal
allocation of power resources and the large-scale development of renewable energy.
Therefore, how to effectively connect various market mechanisms and policy tools,
fully leverage the comprehensive regulatory and mutually supportive role of auxiliary
services, carbon, green certificates, and other markets in a good institutional mechanism
environment, leverage their respective advantages, overcome their own shortcomings,
achieve the connection and integration between different markets, and assist China’s
energy transformation is the focus and difficulty of future research.

4.1 Coupling of Auxiliary Services Market and Carbon Market

The coupling mechanism design between the auxiliary services market and the car-
bon market can mainly encourage the production and use of low-carbon electricity
through the transmission of carbonprices, and improve the economic benefits of auxiliary
services. The following are the key points to pay attention to:

Determine the carbon price level. The coupling mechanism between the auxiliary
services market and the carbon market should determine an appropriate and reasonable
carbon price level to encourage the production and use of low-carbon electricity and
improve the economic benefits of auxiliary services.

Pay attention to the carbon emissions of auxiliary services themselves.When design-
ing a coupling mechanism, consideration should be given to the carbon emissions of
auxiliary services, and carbon quotas and offset mechanisms should be introduced into
the auxiliary services market to ensure that low-carbon auxiliary services receive more
returns.

Clarify the interaction between the carbon market and the auxiliary services market.
The price of the carbon market can be used as a price guide for auxiliary services,
and carbon trading and carbon performance can be introduced in the auxiliary services
market to enhance the price correlation between the two markets, which can achieve
better coupling between the markets.

Distinguish between market participants and market behavior. When designing a
coupling mechanism, it is necessary to identify the roles of market participants and
make different incentive measures based on their functions and roles in the market, such



184 J. Wang et al.

as electricity production, electricitymarket, auxiliary services supply, and carbonmarket
operation.

Specify policy objectives. When designing a coupling mechanism, policy objectives
should be clearly defined, such as reducing carbon emissions, improving energy effi-
ciency, encouraging the development of renewable energy, and ensuring that the coupling
mechanism complies with policy guidelines.

4.2 Coupling of Auxiliary Services Market and Green Certificate Market

There is a mutual influence relationship between the auxiliary services market and the
green certificatemarket, and there is an increasing possibility of coupling betweenmarket
entities and situations. The following are the key points that can be paid attention towhen
coupling the auxiliary services market and the green certificate market:

Mobilize green electricity to interact and provide new auxiliary services. Research
the parts of auxiliary services that can be provided by green electricity, and compare
these auxiliary services with traditional auxiliary services to form a stable new type of
green electricity auxiliary services for the market. At the same time, clarify the source
of green electricity and the way to convert green certificates, and complete the coupling
between the auxiliary services market and the green certificate market through green
electricity.

Develop new trading rules and policy environment. Mainly targeting the relatively
slow developing green certificate market, the policy environment will directly affect the
supply and demand relationship and price level of the auxiliary servicesmarket and green
certificate market. One important reason is that the green certificate market is already
driven by policies at the current stage. At present, the green certificate market in China
is not fully active, and the investment decision-making enthusiasm of renewable energy
power generation enterprises is not high;However, from the perspective of the interactive
relationship between the auxiliary services market and the green certificate market, it is
necessary to develop the green certificate market in the context of the decline of national
subsidies and the green transformation of energy. Therefore, there is a need for research
on the coupling between the auxiliary services market and the green certificate market.
How to enhance the enthusiasm of the main participants in the green certificate market,
including enhancing international recognition of green certificates, solving the problem
of double counting with the carbon market, and accelerating the development of the
green certificate market, requires new trading rules and policies to provide a prerequisite
for the coupling of auxiliary services and the green certificate market.

The design of a coupling mechanism between the auxiliary services market and the
green certificatemarket also requires consideration ofmarket regulation and compliance,
regular evaluation of market development, in order to make necessary adjustments and
improvements.
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4.3 Coupling of Auxiliary Services Market and Green Electricity Market

To design a coupling mechanism between the auxiliary service market and the green
power market, it is necessary to clarify how green power generation enterprises partici-
pate in the auxiliary services market, as well as the threshold and standards for partici-
pation. At the same time, clarify the service content and requirements provided by green
power enterprises to participate in the auxiliary servicemarket, ensuring fair competition
and product quality in the market. Consider the benefits that green power enterprises
can obtain after participating in the auxiliary service market and develop corresponding
revenue mechanisms; This can be achieved by introducing policy subsidies or incentive
mechanisms to encourage more green power enterprises to participate in the market.
Establish a forecasting system for load and price, with reliable green power certification
and generation data provided by green power enterprises. Fully consider the advantages
and disadvantages of green power to make optimal clearance decisions, ensuring the
quality and revenue of auxiliary services. Due to the significant overlap between the
green certificate market and the green electricity market, it is possible to fully integrate
the characteristics of the synergistic mechanism between the green certificate market
and the auxiliary services market for multi market collaborative operation.

5 Summary

Since the proposal of China’s electricity market reform in 2015, the electricity market
has provided a more relaxed market environment for the integration of renewable energy
into the power system. The 2020 “dual carbon” goal has also provided the “fuel” for
the rapid development of the new electricity market. In March 2023, Premier Li Qiang
emphasized that China should promote the green transformation of energy and take the
“reassurance” for the rapidly developing and increasingly high proportion of renewable
energy integration in the new electricity market.

In order to accelerate the integration of renewable energy into the power system,
the carbon market, green certificate market, and green electricity market are receiving
increasing attention. The carbonmarket achieves emission reduction goals by increasing
the cost of corporate carbon emissions and transmitting prices to the user side. The green
certificate market and green electricity market promote low-carbon transformation by
actively consuming green electricity on the load side and reflecting environmental pre-
miums. In the new electricity market dominated by wind and solar power generation,
the issues of volatility and randomness urgently need to be addressed. At this time, the
auxiliary services market, as an important part of the electricity market, provides assis-
tance for the safe and stable operation of microgrids through peak shaving, frequency
regulation, backup, and other services.

Combining the functions of auxiliary services in the power market, effectively con-
necting and comprehensively regulating the auxiliary services market with various mar-
ket mechanisms can promote the optimal allocation of power resources and the large-
scale development of renewable energy. Therefore, studying the coupling relationship
and synergistic effects between the auxiliary services market and the carbon market,
green certificate market, and green electricity market can effectively assist in the con-
sumption of renewable energy and the development of the market. The role of the
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auxiliary services market in the new electricity market is also becoming increasingly
evident.
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Abstract. At present, due to the characteristics of many kinds of port loads, large
scale and large differences in load timing, it makes the ship shore power with
large uncertainty. To address such problems, this paper researches the prediction
method of port load, and proposes the prediction method of ship shore power load
based on Monte Carlo simulation by analyzing the law of ship port call; and for
the problem of port system energy scheduling and optimization, it considers the
optimal scheduling of each unit within the port, and proposes the optimization
model based on demand response and internal and external cooperation with the
goal of minimizing system operation cost. The optimization model of port energy
management based on demand response and internal and external cooperation
is proposed. The proposed method is validated with the example of Taihu Port
Terminal and Tongli Lake Port Terminal in Suzhou City, Jiangsu Province, which
shows that the proposed method reduces the operating cost of the port words.

Keywords: Monte Carlo · Demand response · Energy management optimization

1 Introduction

With the popularization of port shore power technology, reasonable port energy planning
and stable energy supply have been emphasized, and port energy and load are the primary
considerations for port energy systemplanning.Comparedwith traditional port industrial
parks, port loads are characterized by many types (cold, heat, electricity, etc.), large
scale, and large differences in load timing in each port area, which put forward higher
requirements for energy planning and operation [1]. Therefore, it is important to explore
load prediction methods applicable to ports, to carry out reasonable energy planning,
and to reduce the operating costs of ports.

Scholars at home and abroad have conducted more studies on energy management
issues, and the literature [2] is to review the current energy saving technologies and
measures for port container terminals, including the optimization and upgrading of ter-
minal equipment and the application of energy management systems. The literature [3]
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takes the port of Singapore as an example and analyzes the port energy consumption
situation. In the literature [4], it is proposed that the fluctuation of renewable energy and
load can be effectively smoothed by different energy storage units, and the energy man-
agement and optimization model of the energy system is established based on this. In
the literature [5], the impact of wind-light-storage on the management and optimization
of energy local area network system was considered comprehensively, and a model for
minimizing system investment and fuel cost and maximizing renewable energy utiliza-
tion was established and solved by an improved particle swarm optimization method.
Most of the aforementioned studies have adopted individual planning, individual design
and independent operation for ports, which cannot achieve efficient supply of overall
energy from the perspective of the overall port energy system, which raises the problem
of high cost of planning and operation of port energy systems.

In this context, this paper proposes an optimization model of port energy manage-
ment based on demand response and internal and external collaboration. Firstly, the
uncertainty of port load is analyzed and the ship shore power load forecast is predicted
based on Monte Carlo simulation according to the law of ship call; secondly, the port
energy management optimization model is proposed with the objective of minimizing
the system operation cost, and the demand response mechanism is introduced in the
internal coordination of the port, and on the basis of realizing the coordination and bal-
ance of each unit inside the port, the energy supply and demand is optimized through
the interaction with external ports or The demand response mechanism is introduced in
the internal coordination of the port, and the balance of energy supply and demand is
achieved through the interaction with external ports or power grids. The feasibility and
economy of the proposed method are demonstrated by the example of the Taihu Port
Terminal and Tongli Lake Port Terminal in Suzhou City, Jiangsu Province.

2 Port System Model Construction

2.1 Wind and Light Output Forecast

(1) Wind Power Model

The output power of the wind turbine is closely related to the magnitude of the wind
speed, which is described using the Weibull two-parameter distribution curve, which
is a single-peaked curve with two parameters [6]. The wind speed probability density
function can be expressed as:

f (V ) = (
k

c
)(
V

c
)k−1 exp

[
−

(
V

c

)k
]

(1)

where, V is the wind speed at the hub of the fan impeller (m/s); k and c denote two
important parameters in the wind speed distribution, the shape parameter and the scale
parameter, respectively; the magnitude of their values can be calculated or estimated
using wind speed history data, etc.

(2) Photovoltaic Power Generation Model
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The output power of photovoltaic power generation is affected by a variety of factors,
and there are large differences in the output power under different lighting conditions.
Considering the solar radiation value and ambient temperature, the PV power plant
output can be expressed as:⎧⎨

⎩PV = LXPSTC
1 + k(Tc − Tr)

GSTC

Tc = Te + 0.0256LX

(2)

where, LX is the light intensity; PSTC is the maximum test power of the standard test;
GSTC standard test light intensity, k is the power temperature coefficient; Tc and Tr are
the operating temperature of the panel and the reference ambient temperature (25 °C);
Te is the actual ambient temperature.

2.2 Load Forecasting

Since the use of shore power by ships has a large uncertainty, Monte Carlo simulation is
used to predict the daily load of shore power use by ships. The behavior of shore power
use after port call is analyzed from three aspects: the time of port call, the length of port
call and the power of shore power use after port call, according to the law of ship port
call [7].

(1) Port of Call Time Distribution

The time of ships passing through a specific water has uncertainty, and there is a sequen-
tial order of ships’ arrival, which satisfies the condition of random arrival. Therefore,
the moments of port calls are assumed to obey normal distribution.

f (t) = 1

σt
√
2π

exp

[
− (t − μt)

2

2σ 2
t

]
(3)

where,μt and σ t are the mean and standard deviation of the moment t when shore power
starts to be used after port call, respectively.

(2) Length of Port Call Distribution

The length of port calls varies for different types of ships. Even for the same type of
ships, their docking length varies when they receive the influence of shipowner and port
docking arrangement. Assuming that the length of each type of ship calls obeys the
exponential distribution, its probability density function can be expressed as follows:

f (d) = λe−λd , d > 0 (4)

where, λ denotes the distribution parameter and its inverse is the mathematical
expectation of the ship’s port call duration d.

(3) Shore Power Size Distribution
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A normal distribution is used to model the distribution of power magnitude for different
types of ships using shore power with a probability density function of:

f (p) = 1

σp
√
2π

exp

[
− (p − μp)

2

2σ 2
p

]
(5)

where,μp and σ p are the mean and standard deviation of the shore power p, respectively.

3 Port Energy Management Optimization Model

Considering a port as an energy system, it consists of numerous directly connected and
interconnected units, which are divided into capacity, energy use, storage and intercon-
nection units according to the energy richness after multi-time node interaction, and are
responsible for energy production, call, storage and interaction respectively. The energy
production unit consists ofwind and photovoltaic generators; the energy use unit includes
critical loads, interruptible loads and transferable loads; the energy storage unit includes
storage batteries, etc. The port’s energy management is achieved through internal self-
regulating balances and through buying and selling of electricity traded through the
external grid. The internal regulation of the port considers the demand response mech-
anism and achieves supply and demand balance by regulating the production energy of
each internal controllable capacity unit, the charging/discharging status of the energy
storage unit, the power and the interruption ratio of the interruptible load.

3.1 Optimization Model

(1) Objective Function

The optimization of the port energy system is aimed at minimizing the operating cost in
time T. The cost function is the operating expense cost of each unit.

CT =
T∑
t=1

(CP(t) + CC(t) + CB(t) + CJ (t)) (6)

CP(t) =
Wn∑

Wi=1

(αWiPWi (t) + βWi ) +
Sn∑

Si=1

(αSiPSi (t) + βSi ) (7)

CC(t) = −
Cn∑

Ci=1

(PCi (t)p
r
Ci

(t)) +
In∑

Ii=1

[−PIi (t)(1 − RIi (t))p
r(t) + PIi (t)RIi (t)p

o
Ii (t)

]
(8)

CBi (T ) =
T∑
t=1

pr(t)(PC
Bi (t)−PD

Bi (t)R
D
Bi (t)) + (NC

Bi (T ) + ND
Bi (T ))RT

Bi (9)

CJ(t) =
Jn∑

Ji=1

[(
PI
Ji (t)R

I
Ji (t) − PO

Ji (t)R
O
Ji (t)

)
pr(t)

]
(10)



192 X. Duan et al.

where,CT is the total internal operating cost of the system (a negative value is considered
as a gain);CP(t),CC(t), andCB(t),CJ (t) are the operating costs of each capacity, energy-
using, storage, and interconnection unit in time period t. Wn and Sn are the number of
wind and PV capacity units; αWi , βWi and αSi , βSi are the primary and constant term
coefficients of the operating cost versus output power equation for the i-th wind capacity
unit and PV capacity unit, respectively. Cn, In are the number of critical loads and
interruptible loads; Pr(t) is the system base tariff; prCi

(t) and poIi (t) are the payable rate
for critical loads and the compensation rate for interruptible loads, respectively [8];
RD
Bi

(t) is the discharge rate; RT
Bi

is the single state transition rate; Jn is the number of

interaction ports; RI
Ji
(t), RO

Ji
(t), RI

Yi
(t), RO

Yi
(t), RI

G(t), and RO
G(t) are the corresponding

buy and sell rates in time period t, respectively [9].

(2) Binding Condition

1) Power Constraints for Each Unit

Pm
i (t) ≤ Pi(t) ≤ PM

i (t) (11)

where, Pi(t) is the actual power generated by each unit in time period t. Pm
i (t), PM

i (t)
and are the lower and upper limits of the output power of each unit in time period t,
respectively.

2) Supply and Demand Power Balance Constraint
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where, the first 3 terms on the left side of the equation are the output power of each
capacity unit, the 4th term is the discharge amount of each energy storage unit, and the
5th-7th terms are the power input from the interconnected port or grid; the first 2 terms
on the right side of the equation are the energy consumption of each energy use unit, the
3rd term is the charging amount of each energy storage unit, and the 4th-6th terms are
the power output to the interconnected port or grid.

3.2 Solution Strategy

The model is solved by a combination of Lagrange multiplier method and co-
evolutionary algorithm [10]: the former transforms the constrained optimization prob-
lem into an unconstrained optimization problem; the latter solves the transformed
unconstrained optimization problem, and the flow chart is shown in Fig. 1.
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Fig. 1. Flowchart of model solving.

4 Example Analysis

4.1 Example of Calculation

In this paper, the actual data of Dusanting Terminal and Luoxingzhou Terminal of Tongli
Lake in Suzhou City, Jiangsu Province are selected to validate the optimization model,
and the configuration parameters of each component unit of the port system [11] are
selected for the calculation cases as shown in Tables 1, 2, 3 and 4, respectively, and all
tests are considered for 24 time periods of 1 h each.

4.2 Analysis of Results

Analysis of energy output and load forecast results. The Assuming the simulated
number of ships is 1000. in calculating the time to use shore power, since it takes some
time to connect the ship to the shore power cable and to switch the ship’s electricity from
the auxiliary engine to the shore power system, it is assumed that the actual time to use
shore power is 3h less than the berthing time for each ship at each call. The predicted
values are shown in Figs. 2 and 3.
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Table 1. Productivity unit parameter configuration.

Type Serial number Coefficient Constant term Power rating

Wind power WDG1 0.35 2.5 125

WDG2 0.35 2.5 125

WDG3 0.32 4 125

WDG4 0.32 4 125

WDG5 0.30 5 125

Photovoltaic PVG1 0.55 5 × 10–4 100

PVG2 0.55 5 × 10–4 100

PVG3 0.50 1 × 10–4 100

PVG4 0.50 1 × 10–4 100

PVG5 0.50 10–3 100

Table 2. Configuration of energy-using unit parameters.

Type Expense reimbursement rate

Critical loads 1.15

Interruptible load 0.25 (high) 0.15 (medium) 0.10 (low)

Table 3. Energy storage unit parameters configuration.

Initial
capacity
(kW)

Rated
capacity
(kW)

Charge/discharge
power

Charge/discharge
efficiency (%)

Self-discharge
power (kW h)

Charge
rate

50 100 [0, 50] kW 98.5 0.001 2

Table 4. Energy storage unit parameters configuration.

Type Buy/sell electricity rates Interaction power/kW

Neighbourhood energy local area network 1.05/0.95 [−50, 50]

Utility grid 1.20/0.80 No restrictions

Analysis of port energy management results. In order to more intuitively analyze
the impact of port interconnection on system economics, this paper sets up the following
two scenarios for comparative analysis:

Scheme I: Public grid direct interconnection mode, where energy is directly
exchanged with the public grid on demand, i.e., the internal supply/demand demand
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Fig. 3. Tongli lake Luoxingzhou terminal scenic output and load demand.

of the port is met on a priority basis, and the excess or shortage is met by direct energy
exchange with the external grid.

Scheme II: Demand response mode, in the process of energy interaction within
the port, it is achieved by adjusting the energy production of each internal controllable
capacity unit, the charging/discharging state of the energy storage unit, the power and the
interruption ratio of the interruptible load, and if it cannot be balanced by self-regulation,
then interaction with the external grid is carried out.

Based on the above parameter settings, the above two scenarios are tested and the
results are shown in Fig. 4. Where the positive values are the power and cost of the port
bought from the external grid and the negative values are the power and revenue sold.
It can be seen from the figure that scheme II has significantly lower power purchase
compared to scheme I.

Table 5 shows the results of the total daily operating costs of the port system. From
the results, it can be seen that the port operating costs can be effectively reduced by using
the demand response coordination optimization model.

5 Summary

In order to realize the optimal operation of the port, the load demand of vessels is
predicted according to the uncertainty of the port, and an optimization method of port
energy management based on demand response and internal and external cooperation
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Table 5. Total system cost under different scenario architectures.

Type Cost of the Watanabe pavilion terminal Tongli lake Luoxingzhou pier cost

Scheme I 2084.74 2015.4

Scheme II 1971.96 1923.92

is proposed, and the effectiveness of the method is verified by taking the Taihu Lake
Lingang Terminal and Tongli Lake Lingang Terminal in Suzhou City, Jiangsu Province
as examples. The main conclusions are as follows:

(1) The prediction of ship shore power load is carried out by Monte Carlo method
according to the law of ship port call from three aspects of port call time, port call
duration and shore power used after port call respectively, and the accuracy of the
prediction is improved.

(2) Considering the self-regulation balance of port energy and the interaction with other
ports or power grids, and introducing the demand responsemechanism in the internal
self-regulation to realize the economic dispatch and optimal allocation of energy and
reduce the operation cost.
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Abstract. Various stability problems have arisen in the current renewable energy
generation systems based on Self-synchronous Voltage-source Inverters (SVI).
Therefore, there is an urgent requirement to analyze the impedance characteris-
tics of SVI multi-unit parallel systems. Firstly, the impedance model of a single
unit is derived based on the control strategy of SVI using the harmonic lineariza-
tion method. Then, an SVI multi-unit parallel equivalent impedance modeling
method is proposed based on the condition that the parameters are consistent.
The multi-unit system is equated to the parallel connection of SVIs with the
same parameters, so as to derive the SVI multi-unit parallel equivalent impedance
model. Meanwhile, the impedance is verified byMATLAB sweep-frequency sim-
ulation. Finally, according to the established impedance model, the effects of LC
filter parameters, parallel line impedance, and the number of parallel units on the
equivalent impedance characteristics are analyzed, which provides a reference for
the stability analysis and optimization of renewable energy generation systems.

Keywords: Renewable energy generation · Self-synchronous voltage source ·
SVI · Impedance model · Impedance characteristics

1 Introduction

As the core force of the current energy transformation, renewable energy will replace
traditional energy to gradually develop into the main support power [1]. At the same
time, energy conversion devices are to be gradually shifted from traditional synchronous
generators to grid-following inverters and other power electronic devices, and this brings
a series of stability problems in power systems [2].

The main control strategy of grid-following inverters today is virtual synchronous
generator (VSG) control [3], which can meet the grid-following conditions under a
weak grid and also actively provide voltage and frequency support. Meanwhile, the self-
synchronous voltage-source inverter (SVI) with improved VSG as the control core has
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become one of the current research hotspots [4]. Today, the main method to analyze
the stability of new energy generation systems is the impedance analysis method [5].
Therefore, based on theVSG impedancemodeling and analysis, it is necessary to perform
impedance modeling for SVI-based power generation systems. At the same time, the
influence of various factors on its impedance characteristics is analyzed to provide a
reference for stability analysis and optimization of renewable energy power generation.

There has been a large amount of literature on impedance modeling and analysis of
new energy generation systems. In the literature [6], a small-signal equivalent circuit of
grid-connected system with split channels was established based on the dq impedance
model. Then, the impedance ratio is defined based on the harmonic-impedance rela-
tionship and the dominant characteristics of harmonic oscillation are extracted based on
the equivalent second-order oscillation link. The literature [7] compared the state-space
method and impedance analysis method, and found that the impedance analysis method
can effectively simplify the system stability analysis. Secondly, the impedance models
and application characteristics of dq-axis linearization and harmonic linearization were
compared. Impedance modeling methods in dq coordinate system have many draw-
backs in practical applications. Therefore, the small-signal model of the three-phase
grid-connected inverter is processed in the literature [8] based on the abc coordinate
system using harmonic linearization to establish the positive and negative sequence
impedance model. In the literature [9], the small-signal wide-band positive and negative
sequence impedance models of isolated PWM inverters were established, and the influ-
ence of control method, load type, and load power magnitude on the stability of isolated
microgrid systems was analyzed using Nyquist stability criterion. In the literature [10],
a modified three-phase LCL-type grid-connected inverter sequential impedance model
is established and stability analysis is performed from the resonance principle and log
frequency stability perspective. Meanwhile, the impedance characteristic curve is con-
sidered for damping link parameter selection. In the literature [11], the small-signal
sequential impedance models of voltage-controlled VSG and current-controlled VSG
are established using harmonic linearizationmethod, and the sequential impedance char-
acteristics of these two different types of VSG are compared and analyzed. In the paper
[12], a VSG sequential impedance model including reactive loop is established and the
VSG sub-synchronous oscillation mechanism is analyzed based on the impedance ratio
stability criterion.

Based on the above literature analysis, this paper conducts impedance modeling
and impedance characteristics analysis for SVI multi-unit parallel system. Firstly, the
SVI single-unit impedance model is established based on the harmonic linearization
method. Then, an SVI multi-unit impedance equivalent model is proposed and verified
by sweep-frequency simulation. Finally, the effects of LC filter parameters, parallel line
impedance, and the number of parallel units on the impedance characteristics of the SVI
multi-unit parallel system are analyzed to provide a reference basis for stability analysis
and optimization of renewable energy generation systems.
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2 Topology and Control Strategy O SVI

The topology of SVI is a three-phase bridge circuit as shown in Fig. 1a. The control strat-
egy of SVI is centered on the improved VSG control [13], while the virtual impedance
part is added to optimize the current output characteristics, and the control block diagram
is shown in Fig. 1b.

Fig. 1. Topology and control strategy diagram of SVI

The SVI simulates a synchronous generator by converting the mechanical power of
the prime mover into electromagnetic power and the rotor’s rotational inertia to obtain
the active regulation part as shown below:

Pref − Pe + Dpωn(ωn − ω) ≈ Jωn
dω

dt
(1)

where Pref is the reference power command, Pe is the output electromagnetic power,Dp
is the frequency-active power sag factor, J is the rotational inertia, ω is the generated
angular frequency, and ωn is the rated angular frequency of the grid.

Simulating the excitation control equation of a synchronous generator and regulating
the excitation current in real time, the reactive power regulation part can be obtained as
shown in the following equation:

Em = [
Dq(Vn − Vo) + (Qref − Qe)

]
/(Ks) (2)



Impedance Modeling and Impedance Characteristics 201

where Em is the generated internal potential, Qref is the reactive power given; Qe is
the real-time reactive power, Dq is the voltage-reactive power sag factor, K is the reac-
tive integration factor, Vn is the rated voltage amplitude, and Vo is the output voltage
amplitude.

The virtual impedance is introduced to obtain the reference for the current inner loop
command in the abc coordinate system as shown in the following equation:

iLrefabc = (
emcbc − egabc

)
/(sLv + Rv) (3)

where iLrefabc is the current inner loop command value, emabc is the inverter three-phase
modulated wave generation internal potential; egabc is the three-phase grid voltage; Lv
and Rv are the virtual reactance and virtual resistance respectively.

The obtained current in-loop command reference is coordinate transformed with the
three-phase inductor current feedback signal obtained by sampling, and the current in-
loop controller is constructed in the dq coordinate system to achieve closed-loop control
of the inverter output inductor current, as follows:

⎧
⎨

⎩

MVd = (
idref − iLd

)(
Kp + Ki

s

)
− ωLf iLq + Ed

MVq = (
iqref − iLq

)(
Kp + Ki

s

)
+ ωLf iLd + Eq

(4)

where idqref, iLdq, Egdq and MVdq are the inductor current reference signal, inductor
current feedback signal, grid voltage and current inner loop output signal, respectively,
and Kp and K i are the proportionality and integration coefficients of the current inner
loop regulator, respectively.

3 Impedance Modeling and Verification of SVI Multi-unit Parallel
System

3.1 Impedance Modeling of SVI Multi-unit Parallel System

According to the harmonic linearization method, a three-phase balanced positive and
negative sequence disturbance voltage is injected at the common point, and then the
impedance is derived based on the SVI impedance modeling process shown in Fig. 2.

Fig. 2. Process of SVI impedance modeling
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The time domain expressions for the voltage and current of phase A after voltage
disturbance injection are shown below:

{
va(t) = V1 cos(2π f1t) + Vp cos(2π fpt + ϕvp) + Vn cos(2π fnt + ϕvn)

ia(t) = I1 cos(2π f1t + ϕi1) + Ip cos(2π fpt + ϕip) + In cos(2π fnt + ϕin)
(5)

where V1, I1 and f 1 denote the fundamental voltage amplitude, current amplitude and
frequency, respectively, and ϕi1 denotes the power factor angle; Vp, Ip, f p, ϕvp and
ϕip denote the positive sequence disturbance voltage amplitude, current amplitude, fre-
quency, voltage initial phase angle and current initial phase angle, respectively; Vn,
In, f n, ϕvn and ϕin denote the negative sequence disturbance voltage amplitude, cur-
rent amplitude, frequency, voltage initial phase angle and current initial phase angle,
respectively.

By transforming the phase A voltage and current in the time domain-frequency
domain, the expressions are obtained as follows:

Va[f ] =

⎧
⎪⎨

⎪⎩

V1 , f = ±f1
Vp , f = ±fp
Vn , f = ±fn

, Ia[f ] =

⎧
⎪⎨

⎪⎩

I1 , f = ±f1
Ip , f = ±fp
In , f = ±fn

(6)

where V1, Vp and Vn are the frequency domain expressions for the fundamental,
positive sequence and negative sequence voltages, respectively; I1, Ip and In are the
frequency domain expressions for the fundamental, positive sequence and negative
sequence currents, respectively.

According to the active power-frequency characteristics of SVI, the expression for
the phase angle of the potential within SVI can be obtained as:

θm[f ] =

⎧
⎪⎨

⎪⎩

M (s)[ωnDp + Pref/ωn − 3(V1I∗1 + V∗
1I1)/ωn], dc

−3M (s)(V∗
1Ip + VpI∗1)/ωn, f = ±(fp − f1)

−3M (s)(V1In + VnI1)/ωn, f = ±(fn + f1)

(7)

where M (s) = 1/(Js2 + Dps).
According to the reactive power-voltage characteristics of SVI, the expression for

the potential amplitude within SVI can be obtained as:

Em[f ] =

⎧
⎪⎨

⎪⎩

Nv(s)[Dqv(
√
2Vn − V1) + Qref − 3j(−V1I∗1 + V∗

1I1)], dc
Nv(s)[−DqvVp ∓ 3j(V∗

1Ip − VpI∗1)], f = ±(fp − f1)

Nv(s)[−DqvVp ± 3j(V1In − VnI1)], f = ±(fn − f1)

(8)

where Nv(s) = 1/Kvs.
When small signal perturbations are injected, the A-phase modulated signal of SVI

can be expressed as:

ema = (Em1 + �Em) cos(θm1 + �θm) (9)
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Neglecting the small signal component of the phase angle, the corresponding
expression is obtained as:

cos(θm1 + �θm) ≈ cos θm1 − �θm sin θm1 (10)

This yields the small signal component of the modulated signal as:

�ema = �Em cos θm1 − Em1�θm sin θm1 (11)

Bringing Eqs. (7) and (8) into Eq. (11), the positive sequence component of the
A-phase modulated signal can be obtained as:

Ema[±fp] = −3

4
jejθm1 [Em1

M (s ∓ jω1)

ωn

+ Nv(s ∓ jω1)]V1 · Ip + {−3

4
jejθm1 [Em1

M (s ∓ jω1)

ωn

− Nv(s ∓ jω1)]I1e−jϕi1 − 1

2
ejθm1DqvNv(s ∓ jω1)} · Vp (12)

According to the virtual impedance characteristics of SVI, the expression of the
current inner loop reference in positive sequence is obtained as:

Iaref[±fp] = (Ema[±fp] − Vp)/(s/Lv + Rv) (13)

According to the current inner loop characteristic of SVI, the expression of the
modulated signal in positive sequence is obtained as:

Mv[±fp] = {(Ema[±fp] − Vp)Tv − Ip}GPI(s ∓ jω1) (14)

where Tv = 1/(s/Lv + Rv), GPI(s) is the current inner loop PI transfer function.
In general, the modulation link transfer function can be expressed as:

Kpwm(s) = KmVdcGd(s) (15)

where Gd(s) = e−Tss, T s is the sampling period and Km is the PWM gain.
The KVL equation of the main circuit in positive sequence can be given as:

Kpwm(s) · Mv[±fp] − Vp = (sLf + Rf)Ip (16)

Bringing Eqs. (14) and (15) into Eq. (16), the SVI positive sequence impedance can
be obtained. Similarly, the negative sequence impedance can be obtained. Therefore, the
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positive and negative sequence impedance of SVI is:

Zp
′(s) = −Vp/Ip

=
⎧
⎨

⎩
(sLf + Rf) − {−3

4
jejθm1 [Em1

M (s − jω1)

ωn

+Nv(s − jω1)]V1Tv − 1}GPI(s − jω1)Kpwm(s)

⎫
⎬

⎭

/

⎧
⎪⎪⎨

⎪⎪⎩

1 − {{−3

4
jejθm1 [Em1

M (s − jω1)

ωn
− Nv(s − jω1)]I1e−jϕi1

−1

2
ejθm1DqvNv(s − jω1)} − 1}TvGPI(s − jω1)Kpwm(s)

⎫
⎪⎪⎬

⎪⎪⎭

(17)

Zn
′(s) = −Vn/In

=
⎧
⎨

⎩
(sLf + Rf) − {3

4
je−jθm1 [Em1

M (s + jω1)

ωn

+Nv(s + jω1)]V1Tv − 1}GPI(s + jω1)Kpwm(s)

⎫
⎬

⎭

/

⎧
⎪⎪⎨

⎪⎪⎩

1 − {{3
4
je−jθm1 [Em1

M (s + jω1)

ωn
− Nv(s + jω1)]I1ejϕi1

−1

2
e−jθm1DqvNv(s + jω1)} − 1}TvGPI(s + jω1)Kpwm(s)

⎫
⎪⎪⎬

⎪⎪⎭

(18)

In addition, considering the effect of filtering capacitor filtering, the complete SVI
positive and negative sequence impedance expression is:

{
Zp(s) = Zp

′(s)‖[1/(sCf) + Rd]
Zn(s) = Zn

′(s)‖[1/(sCf) + Rd] (19)

In the renewable energy grid-following scenario, the parameters between multi-unit
parallel units are usually kept consistent to facilitate unified management and control.
Therefore, based on the condition that the parameters between SVI multiple parallel
units are consistent, an SVI multiple parallel equivalent impedance modeling method is
proposed. According to the SVI parallel impedance modeling method, the SVI parallel
impedance model is constructed as shown in Fig. 3.

Based on the consistency of parameters between multiple units of SVI, it is obtained
that:

{
ZSVI1 = ZSVIi = ZSVIn

ZLine1 = ZLinei = ZLinen
(20)

At the same time, let ZM = ZSVI + ZLine, we can obtain the equivalent impedance
Zmul of multiple units in parallel as follows:

Zmul = ZM1‖ZM2‖ · · · ‖ZMn = ZM1

N
(21)
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Fig. 3. Equivalent impedance model of SVI multi-unit parallel system

Table 1. Simulation main parameters table.

Parameter Value Parameter Value

Udc/V 700 J 0.3

Vn/V 180 Dp 250

f 0/Hz 50 Kv 300

Lf/uH 150 Dq 20000

Cf/uF 600 Lv/uH 150

Lg/uH 100 Rv/m� 1.5

3.2 Sweep-Frequency Verification of Multi-unit Parallel Impedance Model

To verify the accuracy of the established SVI multi-unit parallel impedance model, the
simulation was built in MATLAB/Simulink for sweep-frequency verification. The main
parameters of the simulation are shown in Table 1.

According to the above parameters, the simulation is performed for 3 units in parallel,
and the amplitude and phase of positive and negative sequence impedance at different
frequencies are recorded.At the same time, the positive andnegative sequence impedance
characteristic curves are plotted according to the derived SVI parallel impedance model,
and the simulation data are compared with the model curves for verification, as shown
in Fig. 4.

The simulated data basically fit the impedance model curve, thus verifying the accu-
racy of the derived SVI impedancemodel. The specific analysis shows that above 100Hz,
the SVI impedance characteristic curve is similar to that of LCfilter; in the low frequency
band below 50 Hz, the impedance is inductively negatively damped.
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Fig. 4. Validation diagram of 3 units impedance model

4 Effect of Factors on Impedance Characteristics

From the SVI impedance model curve can be seen: positive and negative sequence
impedance is only slightly different in the low frequency band. Among them, the positive
sequence impedance low frequency band phase exists in the capacitive region, while the
negative sequence impedance is inductive. Therefore, the following will analyze the
impact of various influencing factors on the SVI impedance characteristics through the
positive sequence impedance.

4.1 Effect of Filter Parameters on Impedance Characteristics

The effect of the filter inductance parameter Lf on the SVI impedance characteristics is
shown in Fig. 5. The size of the filter inductor parameter has an important effect on the
SVI impedance characteristics in the 0.2–2 kHz frequency band. When the inductance
value increases, the resonant frequency of the output impedance of the SVI shifts to
the left, while the resonant peak increases. In addition, in the low-frequency band of
1–50Hz, an increase in the inductance value will result in an increase in the impedance
amplitude and may cause the low-frequency oscillation frequency to shift to the left.
Therefore, proper selection of the filter inductor size is essential to improve the grid
stability of multi-stage parallel systems.

The effect of the filter capacitance parameterCf on the SVI impedance characteristics
is shown in Fig. 6. The size of the filter capacitor parameter in the main circuit has an
effect only for the part of the high-frequency band above 100 Hz. When the capacitance
value increases, the resonant frequency of the output impedance of the SVI shifts to the
left, and the resonant peak value decreases. Therefore, by properly selecting the size of
the filter capacitor in the high-frequency band, the impedance characteristics of the SVI
can be adjusted to achieve the desired design requirements.

4.2 Effect of Parallel Line Impedance on Impedance Characteristics

The effect of the parallel line impedance ZLine on the SVI multi-unit parallel impedance
characteristics is shown in Fig. 7. The effect of parallel line impedance on the multi-unit
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Fig. 5. Effect of Lf on impedance characteristics

Fig. 6. Effect of Cf on impedance characteristics

parallel system is equivalent to the series line impedance on the SVI, so the high-
frequency band characteristics change from the LC filter to the LCL filter; while the
low-frequency band is improved due to the introduction of the resistive part in the
feeder impedance, which improves the negative damping in the low-frequency band and
facilitates the stability of the multi-unit parallel system.

Fig. 7. Effect of ZLine on impedance characteristics
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4.3 Effect of Number of Parallel Units on Impedance Characteristics

The effect of the number of parallel units N on the impedance characteristics of the
SVI multiple parallel system is shown in Fig. 8. As the number of parallel units N
increases, the overall amplitude-frequency characteristic curve of multi-unit parallel
system impedance shifts down; the phase frequency characteristic curve shifts down
slightly in the low frequency band (1–10 Hz) and shifts up slightly in the high frequency
band (1–10 kHz). This is due to the fact that when N increases, the impedance of
multi-unit parallel system is equivalent to the SVI single-unit impedance for parallel
connection, and the impedance of multi-unit parallel system is 1/N of the single.

Fig. 8. Effect of N on impedance characteristics

5 Conclusion

In this paper, impedance modeling based on SVI control strategy, a multi-unit par-
allel equivalent impedance modeling method is proposed and verified by impedance
sweep-frequency simulation. In addition, the influence of various factors on impedance
characteristics is analyzed according to the established impedance model. The following
conclusions are drawn as a result:

The swept-frequency simulation verifies the accuracy of the established SVI multi-
unit equivalent impedance model. Among them, the impedance is inductively negatively
damped in the low-frequency band below 50 Hz; above 100 Hz, the SVI impedance
characteristic curve is similar to the LC filter characteristics.

Analysis of the factors affecting impedance characteristics shows that: LC filter
parameters mainly affect the high-frequency band of impedance characteristics; parallel
line impedance will increase will change the LC filter into an LCL filter; the increase
in the number of parallel units will cause the overall downward shift of the impedance
amplitude-frequency characteristics curve of the multi-unit parallel system.
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Abstract. Wind and solar power generation, as well as the entire power system,
are accompanied by randomness and fluctuations. With the continuous improve-
ment of renewable energy forecasting accuracy, in the process of grid operation,
online real-time optimization with further trend consideration can provide rela-
tively reasonable real-time instructions based on the trend of renewable energy
changes.This paper gives the adjustable space ofCSPbetween adjacent timepoints
according to ultra-short-term wind and solar forecasting and the active power reg-
ulation rate of CSP. By discretizing the adjustable space, different combinations
of active power of power plants are obtained in each time point. From the set of
power plant combinations that simultaneously satisfy all constraints of real-time
power generation control optimization decisions, the power plant combination
with the weighted optimal objective function value alone is selected as the coor-
dinated optimization decision result for real-time power generation control, and
instructions are issued to solve the problem of prediction correction and rolling
optimization caused by the sharp increase in random factors in grid operation, and
improve the decision accuracy of real-time power generation control.

Keywords: First keyword · Second keyword · Third keyword

1 Introduction

Randomness and volatility are two inherent attributes of wind and solar generation,
and even the entire power system [1]. Due to the fast development and large-scale
construction of new energy in China, as well as the prominent issues of power system
conditions and market mechanisms, some regions have encountered the problem of
consuming wind and solar resources [2]. With the set goal in “14th Five-Year Plan”, the
number of RES can be expected to increase continuously in China [3].

Multi-energy complementarity refers to the combination of multiple renewable
energy sources, such as solar energy, wind energy, hydropower, to provide stable energy
supply at different times and locations, which can solve the issues of the instability
and seasonality of renewable energy [4]. Besides, it can also improve energy utilization
efficiency, reduce energy costs, and decrease environmental pollution and dependence
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on fossil fuels. Concentrating Solar Power (CSP) generation is a clean and highly con-
trollable energy technology. Currently, newly-built solar CSP plants are equipped with
thermal energy storage devices [5]. The decoupling of light and electricity in solar-
thermal power generation gives the output of the power plant the characteristics of being
time-shifted and adjustable. The adjustment speed and depth are superior to conven-
tional thermal power units, making it a high-quality new energy source with system
peak-shaving capabilities.

Real-time generation control, as a key link in the automation of power system dis-
patch, plays a crucial role in ensuring the safe, reliable, efficient, low-carbon and high-
quality operation of the power grid [6]. As one of the key components of power system
dispatch automation, real-time generation control can monitor and control the opera-
tion of generating units to ensure stable operation of the power system under any load
changes. Bymonitoring and analyzing parameters such as load, voltage, and frequency in
real time, real-time generation control can achieve automatic start-stop, active and reac-
tive power regulation, grid connection and disconnection of generating units to meet
user requirements and grid stability requirements. At the same time, real-time genera-
tion control can optimize the operation efficiency of the power system, reduce power
production costs, reduce environmental impact, and improve the reliability and security
of the power system.

Currently, the existing real-time active power control optimization decisions in the
power system are aimed atmaking single-point decisions [7–11] for the timing of issuing
instructions for the next control cycle based on the data obtained from the current state of
the grid, usually including predicted data for renewable energy and load, and planned data
for renewable and conventional energy [12]. However, these decisions do not take into
account the changing trends of renewable energy and load. Although this optimization
method can achieve the optimal command value at a given time point, it cannot guarantee
the optimal sum of commands over a period of time, that is, to maximize the total amount
of electricity generated. In addition, the single-point optimization used in the current
AGC system of the power system cannot consider the unsatisfactory scheduling results
caused by prediction errors and control deviations in real-time stage, but only punishes
each power plant based on a scoring mechanism after the fact. Although this mechanism
seems fair, it cannot make each power plant clear about its own regulation problems in
real-time stage, nor can it make the power grid receive timely feedback from each power
plant, resulting in an inability to improve the control effect. As the accuracy of load
and renewable energy generation capacity forecasting improves, it is more practical for
power grid operation to predict the output trend of future periods through load and new
energy forecasting [13–15], and make power generation control optimization decisions
accordingly, rather than relying on single-point control at the current moment. When
there are large fluctuations in load and wind-solar energy generation capacity in the
short term, the safety and stability characteristics of the power grid will also change
accordingly. If real-time power generation control optimization decisions are made only
for a single time point, the real-time control optimization results for subsequent time
points may be unsatisfactory due to the limitations of the active power regulation speed
of power plants. Under the condition of high accuracy of ultra-short-term load and wind-
solar energy generation capacity forecasting, if their future trends can be considered for
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real-time power generation control coordination optimization decisions, and by rolling
forward, the control effect will be better than that of only focusing on single-point
real-time power generation control.

This paper proposes a novel wind-solar-CSP decision-making method by automat-
ically adjusting space of CSP based on the active power regulation speed of CSP and
tracing the variability of wind and solar farm in order to reduce curtailment. By discretiz-
ing the adjustable space, it selects the optimal combination of active power of power
plants that satisfies all constraints for real-time power generation control optimization
decisions at different time points, taking into account the active power combination of
wind farms and CSP. The selected combination of power plant active power, which
has the highest weighted value of the objective function of real-time power generation
control optimization decisions, is used as the result of real-time power generation con-
trol coordination and optimization decisions, thus improving the decision accuracy of
wind-solar-CSP real-time power generation control at the resource end.

The rest of paper is organized as follows. Section II illustrates the main steps of
the proposed method, Section III explains the real-time control decision-making model,
Section IV expresses the optimization algorithm for section security, and a brief case
study is demonstrated in Section V. Section VI concludes the paper.

2 The Proposed Method

With the addition of energy storage systems, CSP power generation can increase the con-
sumptionof renewable energy in thepower systemand reducewind and solar curtailment.
In recent years, solar thermal power generation has gradually become a research focus
in the field of power systems [16–20]. The CSP power plant consists of three compo-
nents: Solar Field, Thermal Energy Storage, and Power Block. These three components
are connected with each other by heat-transfer flow (HTF). The transfer fluid is used
as a medium to achieve energy flow and conversion between the subsystems within the
power plant. The internal energy flow of the heating process is added to the traditional
CSP power plant, as shown in Fig. 1.
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Fig. 1. Simplified structure of solar power station
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Taking into account the random factors encountered during power grid operation and
the inflexibility of power source regulation, this paper proposes a new wind and CSP
complementary real-time control decision-making method based on ultra-short term
wind power forecasting coordinated optimization control. Through predictive correction
and rolling optimization, it adapts to the rapid increase of random factors in modern
power grid operation. The main idea of this method (Fig. 2) is as follows:

Firstly, based on ultra-short-term forecasting and intra-day planning values, with the
maximum output of new energy as the target and considering section and peak regulation
constraints, calculate the real-time active power command values of wind and CSP at t0
+T, t0+ 2T,…, and t0+ nT as the initial values for the time points in the ultra-short-term
forecasting sheet.

Secondly, all participating stations in the active command calculation are grouped
according to whether theymeet the active regulation rate requirements. The initial values
of the instructions calculated by the stations that meet the requirements are issued as
the final values. The value range of the final values of the two time points is determined
for the stations that do not meet the regulation rate requirements based on the size
relationship of the initial values of the instructions at t0 + T, t0 + 2T, …, and t0 + nT.

Then, the value range of the instruction final values at t0+T, t0+ 2T,…, and t0+ nT
is divided into different levels to obtain a combination set of control instruction tentative
values for the time points. The combinations that do not meet the active regulation rate
are eliminated.

Finally, the combination that is independently solved and weighted optimally for the
time points is selected as the final value of the active instruction after this time point
optimization decision-making.

Compared with other existing methods, the method mentioned in this article has the
following two characteristics:

By solving the power generation control optimization decision-making model that
reflects the comprehensive index of the impact of power plant output on the safety and sta-
bility characteristics, economic and environmental performance, predictive performance,
and regulation performance of the power grid.

Taking the weighted optimal value of the independent decision-making objective
function of real-time power generation control for adjacent two time points as the over-
all goal, and adapting to the more complex practical needs of the safety and stability
characteristics of the modern power grid operation through predictive correction and
rolling optimization methods.

To reduce the time cost caused by the enumeration method, this article adopts the
Latin hypercube sampling method based on Cholesky decomposition to reduce the cor-
relation of the sampling matrix. The results of this method are compared with those of
the enumeration method to verify the effectiveness of the proposed method.

3 Real-Time Control Decision-Making Model

This paper combines the variability and instability of new energy generation and its
impact on the power grid, with the goal of maximizing real-time output of new energy
as the objective function. Meanwhile, considering the balance constraints, section con-
straints, and power generation and reserve of the power plant as conditions, a real-time
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Fig. 2. Time point rolling Method

scheduling model of the power grid is established. Therefore, the objective function can
be expressed as:

FMAX =
∑

k∈G
βc.k · Pk.1 (1)

where: βc.k is the comprehensive index of real-time control optimization decision-
making for power plant k, and its calculation formula is:

βc.k = ks
βs.i

max(βs.i, i ∈ C)
+ ke

βe.i

max(βe.i, i ∈ C)
+

kp
βp.i

max
(
βp.i, i ∈ C

) + kc
βc.i

max(βc.i, i ∈ C)
i ∈ C

(2)

In the equation, βs.i, βe.i, βp.i, and βc.i are the safety and stability performance
indicators, economic and environmental performance indicators, ultra-short-term power
generation capability prediction performance indicators, and active regulation perfor-
mance indicators of power plant i obtained by the current dispatch automation system
analysis of the control center. ks, ke, kp, and ki are the corresponding coefficients for the
safety and stability performance indicators, economic and environmental performance
indicators, ultra-short-term power generation capability prediction performance indi-
cators, and active regulation performance indicators. This can change the coefficients
corresponding to the indicators based on the type of power plant and its state in the
power grid. In this paper, the prediction performance indicator specifically refers to the
error between actual output and predicted power under unrestricted conditions for wind
and solar power plants; the control performance indicator specifically refers to the error
between actual output and real-time command under restricted conditions for wind and
solar power plants.

The constraint conditions include:
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Power balance constraint

−Kf
εf

fr

∑

i4∈L
Pi4.1 ≤

∑

k∈G
Pk.1 +

∑

i1∈B
Pi1.1 +

∑

i2∈D
Pi2.1 +

∑

i3∈TL
Pi3.1 − (1 + γ )

∑

i4∈L
Pi4.1

+Kf
(f0 − fr)

fr

∑

i4∈L
Pi4.1 ≤ Kf

εf

fr

∑

i4∈L
Pi4.1

(3)

Section power flow constraint

−Psl.l.lmt.OD ≤ Psl.l.0 +
∑

k∈G
[SC.l.k(Pk.1 − Pk.0)] +

∑

i1∈B
[SB.l.i1(Pi1.1 − Pi1.0)]

+
∑

i2∈D
[SD.l.i2(Pi2.1 − Pi2.0)] +

∑

i3∈TL
[STL.l.i3(Pi3.1 − Pi3.0)] +

∑

i4∈L
[SL.l.i4(Pi4.1 − Pi4.0)

+
∑

i5∈DC
[SDC.l.i5(Pi5.1 − Pi5.0)] ≤ Psl.l.lmt.FD l ∈ SL

(4)

Output power constraint

Pk.1.d ≤ Pk.1 ≤ Pk.1.uk ∈ G (5)

Reserve constraint
∑

k∈G
(Pk.1.us − Pk.1) +

∑

i1∈B
(Pi1.1.us − Pi1.1) +

∑

i2∈D
(Pi2.1.us − Pi2.1) ≥ μu

∑

i4∈LD
Pi4.1

∑

k∈G
(Pk.1 − Pk.1.ds) +

∑

i1∈B
(Pi1.1 − Pi1.1.ds) +

∑

i2∈D
(Pi2.1 − Pi2.1.ds) ≥ μd

∑

i4∈LD
Pi4.1

(6)

In the equation, Pk.0 and Pk.1 are the actual and command values of active power for
each power plant at t0+ T, t0+ 2T,…, and t0+ nT, respectively. Pi1.0 and Pi1.1 are the
actual and planned active power values for power plant i1 according to the scheduling
plan at t0 + T, t0 + 2T, …, and t0 + nT. Pi2.0 and Pi2.1 are the actual and planned
active power values for power plant i2 controlled in real-time by other control centers
at t0 + T, t0 + 2T, …, and t0 + nT. Pi3.0 and Pi3.1 are the real-time and planned active
power values injected into the internal grid by the connection line i3 in the set of inner
and outer grid connection lines TL. Pi4.0 and Pi4.1 are the actual and predicted active
power values for the concentrated load i4 in the load L. Pi5.0 and Pi5.1 are the actual
and command values of active power at the AC side node i5 in the set of DC nodes
DC. γ is the network loss coefficient within the control range of the dispatch center at
t0. f0 and Kf are the frequency and static frequency characteristic coefficient of active
power within the control range of the dispatch center, fr is the rated frequency within
the control range of the dispatch center, and εf is the preset allowable deviation value of
frequency within the control range of the dispatch center. For the overloaded monitoring
transmission equipment in the set of stable sections SL, the values of Psl.l.lmt.FD and
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Psl.l.lmt.OD are equal, which is the active overload limit of the transmission equipment
l calculated based on the power factor of the transmission equipment l at t0. For the
overloaded monitoring stable sections in the SL set, Psl.l.lmt.FD and Psl.l.lmt.OD are
the forward and backward stability limits of the stable section at t0 + T, respectively.
Psl.l.0 is the active power of the overloadedmonitoring transmission equipment or stable
section in the current time t0 within the control range of the dispatch center. SC.l.k is the
active power sensitivity of the overloaded monitoring transmission equipment or stable
section to the grid-connected active power of each power plant. SB.l.i1 andSD.l.i2 are the
active power sensitivities of the overloadedmonitoring transmission equipment or stable
section to the grid-connected active power of all power plants participating in real-time
control and scheduling plan, respectively, within the control range of the dispatch center
at t0. STL.l.i3 is the active power sensitivity of the overloaded monitoring transmission
equipment or stable section to the injected active power of the connection line i3 in the
TL set within the control range of the dispatch center at t0. SL.l.i4 is the active power
sensitivity of the overloaded monitoring transmission equipment or stable section to
the active power of the concentrated load i4 in the network within the control range
of the dispatch center at t0. SDC.l.i5 is the active power sensitivity of the overloaded
monitoring transmission equipment or stable section to the grid-connected active power
of the AC side node i5 in the DC set within the control range of the dispatch center at
t0. μu and μd are the preset positive and negative reserve capacity coefficients of active
power for t0 + T, respectively.

By maximizing the sum of the product of the comprehensive index and the active
power control command of power plants, taking into account the real-time adjustable
space and adjustment speed of active power of power plants, transmission equipment
limits, stable section forward and backward limits, frequency regulation and peak shav-
ing constraints, etc., this method comprehensively reflects the various factors that need
to be considered in real-time power generation control optimization decisions, includ-
ing safety and stability, economic efficiency, low-carbon environmental protection, and
scientific management. It meets the requirements of multi-level scheduling and coordi-
nation optimization and real-time control of multi-type power sources in the large-scale
power grid.

As the inherent factors in modern power system, intermittence and variability are
companied with wind and solar power generation in life-cycle. Generally, the normal
operation period for wind and solar generation can be classified into capping period and
non-capping period.

In a high renewable penetration level power grid, forecasting accuracy needs to be
concerned in non-capping period, and control response accuracy needs to be concerned in
capping period, because the renewable power fluctuation could influence the traditional
power generation scheduling. To quantify these two factors, prediction precision indices
and operation performance indices [21] are used in this paper.

4 Optimization Algorithm for Section Security

The impact characteristics of power plant output on power grid security and stability are
only reflected in the sensitivity of power plant output to transmission equipment/stable
section power in the constraint equation of transmission equipment/stable section power.
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This cannot fully reflect the impact characteristics of power plant output on various types
of power grid safety and stability.

When the system needs to reduce active power, the grid power of renewable energy
power plants with smaller safety and stability control performance costs should be prior-
itized for reduction, taking into account the lower limit value of active power execution
and the prediction accuracy. When the system needs to increase active power, the upper
limit value of the grid active power control instruction execution value of the renewable
energy power plant should be considered comprehensively, and the grid active power
of the renewable energy power plant with a larger comprehensive performance index
of prediction accuracy and adjustment performance indicators should be prioritized for
increase.

Based on the real-time flow of the outgoing section, control limit, real-time output of
new energy and new energy consumption space, the load rate of the outgoing section can
be calculated, denoted as Lnetj , shown in Fig. 3. The warning and emergency thresholds
are pre-set to μyj.j and μtz.j. Which dividing the outgoing section into three interval
zones.

Fig. 3. Sketch map of interval scene division

Lgrid =
∑

i∈C
Pn.i′/Pgrid ′ (7)

(a) Normal Zone: all sections related to renewable energy plants Lgrid < μyj.j,

Ptl.j(T )/Ptl.j.max < μyj.j T > T1.min (8)

(b) Warning Zone: At least one section whose loading is between μyj.j and μtz.j,

μyj.j ≤ Ptl.j(T )/Ptl.j.max ≤ μtz.j T > T2.min (9)

(c) Emergency Zone: At least one section whose loading is larger than μtz.j

Ptl.j(T )/Ptl.j.max > μtz.j T > T3.min (10)

where T1.min, T2.min, T3.min are the time threshold in each zone.

Considering various factors such as fluctuations in power grid load and renewable
energy output may cause fluctuations in section. To avoid frequent adjustments of renew-
able energy instructions caused by fluctuations, a duration longer than the threshold value
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will be set as a necessary condition for determining the safety interval. The time thresh-
olds for different sections can be flexibly configured, and the minimum interval holding
time can be set for the warning and emergency zones. During this period, the safety
interval can only be maintained or extended towards a smaller margin, to avoid frequent
switching between the warning, emergency zone and the safety zone, which would cause
repeated adjustments of renewable energy instructions.

This control method ensures the stability of the system while changing the same
magnitude of output, and improves the real-time, reliability, and accuracy of the grid
active power control of renewable energy power plants, as well as the initiative of renew-
able energy power plants to improve the level of grid active power prediction and control
technology equipment.

5 Case Study

To illustrate the effectiveness of the algorithm proposed in this paper, a case study is
conducted on the operation curve of a certain region with wind, solar and CSP during
24 h. The operational parameters of all power sources are from the actual power grid
and have been anonymized. In this case study, there are 6 wind farms, 4 solar farms and
2 CSPs, all of which are connected to the grid through the same transmission line. The
relevant data is shown in Table 1.

Table 1. Grid and generation parameters

Capacity (MW) Daily maximum value (MW) Daily minimum value (MW)

WF1 100 27.87 –

WF2 402 209.8 –

WF3 300 176.87 –

WF4 201 61.69 –

WF5 201 92.7 –

WF6 25 127.29 –

PV1 100 45 –

PV 2 100 67.5 –

PV 3 100 45 –

PV 4 100 45 –

CPS 1 50 – –

CPS 2 50 – –

Tie-line 1000 450.54 295.43

The dispatch operation curve of the power grid in this case study is shown in Fig. 4,
where the total predicted curve of wind and solar power is the weighted curve of the
predicted curves of the mentioned wind and solar power plants, the tie-line curve is the



A Wind-Solar-CSP Complementary Real-Time Control 219

Fig. 4. Dispatch commands curves under normal operation

planned curve of the external transmission line for the day, and the real-time instructions
for CSP and wind-solar power are the total instruction curves of CSP and wind-solar
power participating in real-time optimization control using single time-point optimiza-
tion. As seen from the figure, based on the single time-point optimization of the proposed
objective function, the instructions for wind-solar-CSP power can be adjusted according
to the outgoing demand of the transmission line. CSP power canmatch the instructions of
wind-solar power while satisfying its own ramping constraint. However, this algorithm
only optimizes the instructions based on the known information of the next time point
at the current time point, without considering the uncertainty and trend of wind-solar
power sources, so it cannot achieve the optimal sum of instructions within a certain
period.

Fig. 5. Single time-point optimization curve versus proposed optimization curve

Figure 5 shows a comparison of the tie-line channel curve, the total predicted curve
of wind and solar power, and the instruction curves obtained by single time-point and the
proposed optimization from 12:00 to 12:25. As seen from Fig. 5, during the period, due
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to the high wind power generation and the low level of the tie-line, the planned output of
CSPwas reduced to 50MW. In the previous time period from 8:30, the planned output of
CSP was reduced in advance based on the wind and solar power prediction information
to ensure that wind power had enough space for consumption, which ensured that the
control effect was better than that of single time-point control. It can be seen that the
instruction values given by the proposed optimization algorithm are slightly larger than
those obtained by the single time-point optimization.

6 Conclusions and Future Work

Randomness and volatility are inherent properties of wind and solar resources, as well
as the entire power system. In the process of power grid operation, optimization with
further trend consideration can give relatively reasonable real-time instructions based
on the trend of renewable energy changes. This paper provides a novel wind-solar-
CSP complimentary real-time control method based on the active power regulation
rate of power plants and future trends of the renewable energy. The active power of
different power plants at all time points in the forecasting sheet is combined through
discretization, and the power plant combination with the weighted optimal value of the
objective function alone is selected from the active power combinations of power plants
that simultaneously satisfy all constraint conditions, which is used as the coordinated
optimization decision result for real-time power generation control, and instructions are
issued to improve the decision accuracy of real-time power generation control.

Further research will be conducted on the model in this paper. Since the research in
this paper is based on real-time control strategies made when the forecasting accuracy
reaches a certain level, it has a strong dependence on the forecasting accuracy of renew-
able energy. The uncertainty level of renewable energy will be evaluated in the future,
and an adaptive real-time power generation control optimization decision method for
the uncertainty of new energy will be proposed.
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Abstract. In response to the issue of insufficient frequency and voltage regulation
capability in high-penetration renewable energy system, a control strategy com-
bining grid-forming voltage source converter (GFM-VSC) with model predictive
control (MPC) is proposed. Based on the main circuit topology of the converter,
a power prediction model is established. Then a cost function concerning both
inductor current and power output is constructed and a control strategy based
on the which is introduced. A fast dynamic response to frequency and voltage
variations has been achieved. Simulations have confirmed the effectiveness of the
proposed control strategy.

Keywords: Voltage source converter · Grid forming · Model predictive control

1 Introduction

Conventional grid-connected converters use grid-following (GFL) control methods that
employ a phase lock loop (PLL) to synchronizewith the grid [1].Unfortunately, this strat-
egy lacks inertia and damping. That means converters using GFL control cannot operate
independently and will decrease the stability of power system. This risk intensifies as
more electronic devices are brought online, as studies have shown [2–4].

Scholars tried to address the aforementioned issue by developing control strategies
that imitate the operational characteristic of synchronous generators [5, 6]. The grid-
forming voltage source converter (GFM-VSC) is a notable inverter control strategy
that mirrors synchronous machine characteristics within the power control loop [7]. It
enables the manifestation of voltage source properties externally, which grants GFM-
VSC units the ability to actively respond to changes in grid voltage and frequency [8, 9].
This attribute facilitates the provision of power support and contributes to enhancing the
operational stability of power grids that feature a significant share of renewable energy
devices. Furthermore, it should be noted that the GFM-VSC adopts a power synchronous
method, which supports the system voltage and frequency by adjusting the output active
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power and reactive power [10]. Therefore, the response speed of GFM-VSC to power
signals greatly affects its performance.

Amidst the swift advancements of digital signal processors (DSPs), model predictive
control (MPC) algorithm has been widely implemented in the fields of power electronics
converters and motor control due to its exceptional discrete control quality [11, 12].
The MPC algorithm is characterized by its high response speed, high-quality control
performance [13–15]. By constructing a reasonable cost function, it is possible to achieve
coordinated control of multiple control objectives [16].

This article proposes a GFM-VSC power prediction control strategy. Based on
the main circuit structure of the converter, a power prediction model for the grid-
forming VSC unit is established. The combination of power prediction control and vir-
tual synchronous control, which simulates the operating characteristics of synchronous
machines, enables theMPC control method for grid-connected VSC voltage source con-
verters. While maintaining voltage source characteristics, the dynamic response speed
of the unit is ensured. A simulation model was built on MATLAB/Simulink platform to
confirm the effectiveness of the proposed control strategy.

2 Control Strategy of GFM-VSC

2.1 System Modeling

When equipped with appropriate correction circuits and energy storage devices, the
voltage on the DC side of the inverter can be approximately considered to be constant.
Therefore, this proposed control strategy will be illustrated through the example of a
conventional energy storage converter. The main circuit topology of a GFM-VSC is
shown in Fig. 1.

Lf Rf

eabc

Cf

a
b

c
Udc

+

-

iabc uabc

S1 S3 S5

S2 S4 S6

grid

Fig. 1. Main circuit topology of GFM-VSC

As is shown above, Udc is the DC side bus voltage; uabc and iabc represent the three-
phase voltage and current output at the AC side; eabc represents the output voltage of the
three-phase bridge arm; Lf, Rf and Cf form a LC filter. According to Kirchhoff voltage
law, it can be concluded that:

Lf
diabc
dt

= eabc − Rfiabc − uabc (1)
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By applying Clark transformation to Eq. (1), it can be obtained that current rate of
change model in αβ coordinate system is:{

diα
dt = 1

Lf
(eα − Rfiα − uα)

diβ
dt = 1

Lf

(
eβ − Rfiβ − uβ

) (2)

iα, iβ are the current output of VSC in αβ coordinate system; uα, uβ are the voltage output
of VSC in αβ coordinate system; eα, eβ are the inner potential of VSC in αβ coordinate
system.

If uabc is balanced, the voltage rate of change model can be presented as:{
duα

dt = ω · Um · cosωt = −ωuβ
duβ

dt = ω · Um · sinωt = ωuα

(3)

Um is the amplitude of output voltage at AC side;ω represents the angular frequency.
The power output can be calculated in αβ coordinate system, Eq. (4) shows the output

power model Pe and Qe. {
Pe = 3

2

(
uαiα + uβiβ

)
Qe = 3

2

(
uβiα − uαiβ

) (4)

2.2 Reference Calculation of GFM-VSC

In order to simulate the operating characteristics of a synchronous generator, GFM-VSC
generates a virtual inner potential em whose reference is calculated by active power loop
and reactive power loop.

Based on the speed regulator equation and rotor motion equation of the synchronous
machine, the control equation of theGFM-VSGactive power loop can be listed as follow:⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Pe_ ref = Pref + Dp(ωn − ωg) − Kd(ω − ωg)

Jωn
dω

dt
≈ Pe_ ref − Pe

dθ

dt
= ω

(5)

Pref is the active power command;Dp is the frequency-active power droop coefficient;
Kd is the mechanical damping coefficient; Pe_ref is the total command of active power;
Pe is the active power output of VSC; J is the virtual inertia of VSC; ωg is the angular
frequency of output voltage; ωn is the rated angular frequency; θ is the phase reference
of GFM-VSC inner potential.

The reactive power loop of GFM-VSC simulates the voltage regulation characteristic
of the excitation system of a synchronous generator. The control equation can be given
as: ⎧⎨

⎩
Qe_ ref = Dq(Un − Um) + Qref

dEm_ ref

dt
= 1

K
(Qe_ ref − Qe)

(6)
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Qref is the reactive power command; Dq is the voltage-reactive power droop coeffi-
cient; Qe_ref is the total command of reactive power; Qe is the reactive power output of
VSC; K is the integral coefficient of reactive power loop; Un is the rated amplitude of
phase voltage; Em is the amplitude of GFM-VSC inner potential.

The reference value of inner potential in abc coordinate system, is calculated by
Eq. (7), using the phase θ from the active power loop and amplitude Em from reactive
power loop. ⎧⎪⎨

⎪⎩
ea_ref (k) = Em(k) cos[θ(k)]

eb_ref (k) = Em(k) cos[θ(k) − 2π/3]

ec_ref (k) = Em(k) cos[θ(k) + 2π/3]

(7)

Since the inner potential cannot be measured and used as a control target directly.
Virtual impedance Lv, Rv are introduced to calculated the current reference iabc_ref. By
this way, the control objective for inner potential is transformed into a control objective
for current which is measurable. Its value is obtained by Eqs. (8) and (9)

Lv
diabc_ ref

dt
= eabc_ ref − Rviabc − uabc (8)

⎧⎪⎪⎨
⎪⎪⎩
iα_ref (k) = 2

3
·
[
ia_ref (k) − 1

2
ib_ref (k) − 1

2
ic_ref (k)

]

iβ_ref (k) =
√
3

3
· [
ib_ref (k) − ic_ref (k)

] (9)

The amplitude and angular frequency at PCC are measured through a frequency &
amplitude measure model. Based on the Park transformation, when the d-axis coincides
with the phasor of phase-A, the amplitudeUm and angular frequencyωg can be obtained.
The entire calculation process for the reference of GFM-VSC is concentrated in Fig. 2.

Dq

Um

Un

Qref

Qe

1/(Kiqs)
Em_ref

Dd

Pref

ωn

ωg Pe

1/(Jωns)
θref

Kd

ω

ω
1/s

Eq.(7)

eabc_ref

Qe_ref

Pe_ref

uabc abc/dq
Um

ud

uq
PI

θg

ωg

LPF

1/s

Frequency & Amplitude measure Model

1/(Lvs+Rv)

iabc_ref

abc/αβ

iαβ _ref

uabc

Fig. 2. Reference calculation of GFM-VSC
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3 MPC Strategy of GFM-VSC

3.1 Predictive Model of MPC in GFM-VSC

In order to achieve the power prediction model of GFM-VSC, derivative calculation
is applied to Eq. (4). The changing rate of active power Pe and reactive power Qe are
presented in Eq. (10).⎧⎨

⎩
dPe
dt = 3

2

(
uα

diα
dt + uβ

diβ
dt + iα

duα

dt + iβ
duβ

dt

)
dQe
dt = 3

2

(
uβ

diα
dt − uα

diβ
dt + iα

duβ

dt − iβ
duα

dt

) (10)

Associating Eqs. (2), (3) and (10), the changing rate of active power Pe and reactive
power Qe can be calculated in the form of Eq. (11).⎧⎪⎪⎨

⎪⎪⎩
dPe

dt
= 3

2Lf

(
uαeα + uβeβ − u2α − u2β

)
− Rf

Lf
Pe − ωQe

dQe

dt
= 3

2Lf

(
uβeα − uαeβ

) − Rf

Lf
Qe + ωPe

(11)

Through the discretization of Eqs. (2) and (11), the MPC model of GFM-VSC is:

Pe(k + 1) = 3Ts
2Lf

[
uα(k)eα(k) + uβ(k)eβ(k) − u2α(k) − u2β(k)

]

+
(
1 − RfTs

Lf

)
Pe(k) − TsωQe(k)

(12a)

Qe(k + 1) = 3Ts
2Lf

[
uβ(k)eα(k) − uα(k)eβ(k)

] + TsωPe(k)

+
(
1 − RfTs

Lf

)
Qe(k)

(12b)

iα(k + 1) =
(
1 − RfTs

Lf

)
iα(k)+Ts

Lf
[eα(k) − uα(k)] (13a)

iβ(k + 1) =
(
1 − RfTs

Lf

)
iβ(k)+Ts

Lf

[
eβ(k) − uβ(k)

]
(13b)

T s is the sampling period of the controller.
sa, sb, sc are the switch function of three-phase bridge arm. Their values are given

as below.

sa =
{
1, when S1 = 1 and S2 = 0
0, when S1 = 0 and S2 = 1

sb =
{
1, when S3 = 1 and S4 = 0
0, when S3 = 0 and S4 = 1

sc =
{
1, when S5 = 1 and S6 = 0
0, when S5 = 0 and S6 = 1

(14)



A Model Predictive Control for Gird-Forming Voltage 227

The value of eα, eβ depends on the switching signal at k moment. Using the switch
function, inner potential of VSC in αβ coordinate system can be calculated by Eq. (15)⎧⎪⎪⎨

⎪⎪⎩
eα(k) = 2

3
· Udc(k) ·

[
sa(k) − 1

2
sb(k) − 1

2
sc(k)

]

eβ(k) =
√
3

3
· Udc(k) · [sb(k) − sc(k)]

(15)

Equations (12a), (12b), (13a) and (13b), has calculated the predicted values for power
and current at time k + 1. The cost function for predictive control can be defined based
on the sum of squared error between the predicted values of power and current at time
k + 1 and the reference values of power and current at time k. The cost function can be
concluded as follow:

Jw = λ1

{[
Pe_ref (k) − Pe(k + 1)

]2 + [
Qe_ref (k) − Qe(k + 1)

]2}
+ λ2

{[
iα_ref (k) − iα(k + 1)

]2 + [
iβ_ref (k) − iβ(k + 1)

]2} (16)

λ1 and λ2 are the weighting factors. The flowchart of finite set MPC algorithm is shown
in Fig. 3.

There are six none-zero switching state for GFM-VSC. By substituting Eq. (15)
into Eq. (12a), the value function Jw(i) for each switching state can be calculated. By
a rolling calculation method, the optimal switch state that minimizes the cost function
can be obtained and outputted in each sampling period. The control block diagram of
the proposed current MPC strategy for GFM-VSC units is shown in Fig. 4.

4 Simulation and Validation

In order to verify the effectiveness of the proposed control strategy, a 500 kW GFM-
VSC simulation model on MATLAB/Simulink platform is built. Simulation parameters
of controllers and main circuits are shown in Table 1.

4.1 Active Power—Frequency Droop Characteristic

To verify the autonomous frequency regulation feature of the control strategy under
system frequency fluctuations, Fig. 5a, b respectively display the simulated waveforms
of the GFM-VSC system response after transitioning to off-grid operation. In Fig. 5a
and b, from top to bottom, the graphs show the active power output of the generator,
the frequency of the output voltage, the three-phase output current, and the three-phase
output voltage.

In scenario depicted in Fig. 5a: before 0.2 s, the GFM-VSC was operating in grid-
connected mode, and the system frequency was maintained at 50 Hz, while the GFM-
VSC output was 300 kW. At 0.2 s, the connection to the power grid was disconnected,
and the GFM-VSC generator independently supported a 300 kW active load. At 0.5 s,
a 50 kW active load was applied to simulate a decrease in system frequency. In the
scenario depicted in Fig. 5b: The GFM-VSC output was increased to 350 kW, and at
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Measured
iαβ (k) uαβ (k) Udc(k)
iαβ_ref (k) Pe_ref(k) Qe_ref(k)

Inner Potential Prediction 
Equation: Eq.(15)

Jw_opt = inf i =1 iopt=1

Current & Power Prediction Equations:
Eq.(12a) (12b) (13a) (13b)

Cost function Jw (i) Eq.(16)

Jw (i) < Jw_opt?

Y
iopt = i Jw_opt = Jw (i)

i > 6?

Y

i ++
N

N

Optimal Switching State Calculation:
sa = [ iopt & (001) ] >> 0
sb = [ iopt & (010) ] >> 1
sc = [ iopt & (100) ] >> 2

Start

Return

Switching State Calculation:
sa = [ i & (001) ] >> 0
sb = [ i & (010) ] >> 1
sc = [ i & (100) ] >> 2

Fig. 3. Flowchart of finite set control algorithm
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Fig.2
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Qe (k)

eαβ (k)

iαβ (k+1) Pe (k+1) Qe (k+1)

Eq.(15) Udc (k)

Fig. 4. MPC strategy for GFM-VSC

0.2 s it was disconnected from the grid. At 0.5 s, a 50 kW active load was disconnected
to simulate an increase in system frequency.

As the waveforms show: Due to the inertia and damping characteristics simulated
by the active loop, which correspond to the rotor motion equation of a synchronous
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Table 1. Simulation parameters.

Parameters Value Parameters Value

Un/V 220 Dp 16600

Lf/μH 150 Dq 11500

Rf/� 0.001 K 0.001

Cf/μF 100 J 0.138

ωn/(rad/s) 314 Kd 15600

Rg/� 0.001 λ1 1 × 10–8

Lg/μH 5.8 λ2 1
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Fig. 5. Waveform of GFM-VSC frequency regulation

generator, the GFM-VSC generator output frequency did not experience drastic changes
as the grid frequency changed abruptly at the moment of the disturbance.
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4.2 Reactive Power–Voltage Droop Characteristic

To verify the autonomous voltage regulation capability of the control strategy when
subjected to voltage fluctuations in the system, Fig. 6a and b show the simulation wave-
forms of the GFM-VSC system response after switching to islanding mode. In Fig. 6a
and b, from top to bottom, the graphs show the reactive power output of the generator,
the amplitude of the output voltage, the three-phase output current, and the three-phase
output voltage.
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Fig. 6. Waveform of GFM-VSC voltage regulation

In the scenario shown in Fig. 6a, prior to 0.2 s, the GFM-VSC was operating in
grid-connected mode, and the system voltage was maintained near the rated voltage of
222 V, with a GFM-VSC output of 200 kVar. At 0.2 s, the connection with the grid was
disconnected, and the GFM-VSC generator had to independently bear a 200 kW active
load. At 0.5 s, a 50 kVar reactive loadwas added to simulate a decrease in system voltage.
In the scenario shown in Fig. 6b, the GFM-VSC output was increased to 250 kVar, and
it was disconnected from the grid at 0.2 s. At 0.5 s, the 50 kVar reactive load was
disconnected to simulate an increase in system voltage.

As the waveforms show: The proposed control strategy, the GFM-VSC can
autonomously respond to changes in grid voltage amplitude and provide reactive power
support to the grid, automatically participating in grid primary regulation.
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5 Conclusion

This paper proposed a model predictive control for gird-forming voltage source Con-
verter. A cost function concerning both inductor current and power output is constructed.
The combination of grid-forming voltage source control and model predictive con-
trol through power and current-based MPC has shown good dynamic performance and
is beneficial for enhancing the dynamic support capability of grid-forming units. The
simulation results verified the effectiveness of the proposed method.
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Abstract. In order to optimize the storage capacity configuration to improve the
utilization rate of renewable energy and improve the efficiency and reliability
of system operation. This paper looks for effective ways to maximize the use
of renewable energy resources. Combined with the requirements of power grid
balance and stability, the sum of the cost of wind and solar energy resource waste
and energy storage investment is taken as the objective function. Mathematical
modeling and sparrow search algorithm optimization recurrent neural network
are used to determine a reasonable energy storage capacity allocation scheme.
At the same time, the energy storage scheduling strategy is designed, which can
not only minimize the battery loss and deterioration, but also ensure that the
system can meet the energy demand. The research results can provide guidance
for the allocation of renewable energy storage capacity and promote the sustainable
development of renewable energy power generation.

Keywords: Energy storage capacity configuration · Renewable energy
utilization · Sparrow search algorithm · Recurrent neural network · Energy
storage scheduling strategy

1 Introduction

Wind-solar complementary system has become an important energy supply mode. How-
ever, due to the instability and intermittency characteristics of wind and solar energy,
rational planning of energy storage capacity allocation has become one of the current
research hotspots. The energy storage system plays a crucial role in the wind-solar com-
plementary system. It can balance the difference between energy supply and demand,
improve the grid-connection capacity of renewable energy, and effectively absorb wind
and solar energy [1, 2].

In thewind-solar complementary system, unreasonable battery capacity and schedul-
ing will directly affect the fatigue degree of the battery [3], destroy the balance and
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stability of the power grid operation, and cause adverse effects on the sustainable devel-
opment of the renewable energy power generation industry, thus reducing the economic
benefits. Therefore, rational capacity configuration of energy storage is the key to ensure
its stable output. Literature [4–7] uses typical daily load and renewable energy scenar-
ios, or typical carriers to calculate the allocation scale. In literature [8–10], production
simulation method was adopted to obtain the final energy storage configuration scheme.

In this paper, the energy storage capacity configuration is optimized to improve the
utilization rate of renewable energy on the renewable energy side and improve the oper-
ation efficiency and reliability of the system. This paper looks for effective ways to
maximize the use of renewable energy resources. Combined with the requirements of
power grid balance and stability, the sum of the cost of wind and solar energy resource
waste and energy storage investment is taken as the objective function. Mathematical
modeling and sparrow search algorithm optimization recurrent neural network are used
to determine a reasonable energy storage capacity allocation scheme. At the same time,
an energy storage charging and discharging strategy is designed, which can not only
minimize battery loss and deterioration, but also ensure that the system can meet the
energy demand. The research results can provide guidance for the allocation of renew-
able energy storage capacity and promote the sustainable development of renewable
energy power generation. Through this study, we expect to provide valuable guidance
and decision support for energy storage capacity allocation in wind-solar complemen-
tary systems. At the same time, by optimizing the storage capacity configuration, it will
further improve the grid-connection capacity and consumption capacity of renewable
energy, promote the wide application of clean energy, and make positive contributions
to the realization of sustainable energy supply and environmental protection.

2 Renewable Energy Station System Structure

A typical combined wind and photovoltaic energy storage system is shown in Fig. 1

Fig. 1. Schematic diagram of the combined wind and photovoltaic energy storage system

As shown in Fig. 1, the power generation side includes the wind generator set and
photovoltaic generator set, which are connected to the DC bus through the DC/DC
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converter, and then connected to the power grid through the inverter. When there is a
surplus of wind or solar power, the energy storage battery can be charged and the excess
energy stored. In addition, the energy storage battery can be used as a load to absorb
energy from the generating side. This configuration enables efficient use and regulation
of energy.

3 Energy Storage Capacity Configuration Model

3.1 Objective Function

In the optimization process, efficiency and economic benefits can be effectively improved
by minimizing the profit lost from investment cost and resource waste as the objective
function. Then the objective function can be expressed as:

Cmin = CPsPSn + CEsESn +
365∑

i=1

(
24∑

t=0

PCt,i

)
Cp (1)

where CPs represents the average annual investment cost per unit power of the energy
storage system, PSn represents the rated power of the energy storage system, CEs repre-
sents the average annual investment cost per unit capacity of the energy storage system,
ESn represents the rated capacity of the energy storage system, PCt,i represents the wind
and optical power abandonment power at time t on the ith day of the year, and Cp

represents the on-grid price of renewable energy.
Wind and solar discard is the actual generated electricity, minus the actual applied

electricity, including the electricity provided for load and energy storage. The expression
is:

PCt = Prw,t + Prpv,t − Pw,t − Ppv,t (2)

where Pw,t is the wind power output at time t, and Ppv,t is the photovoltaic output at time
t. When there is a surplus of wind power output, it includes both the power provided
to the power grid and the power charged for the energy storage system. Prw,t is the total
power actually emitted by wind power at time t, and Prpv,t is the total power actually
emitted by photovoltaic at time t.

3.2 Constraints

To ensure secure and stable system running, the following constraintsmust bemet during
system running.

(1) The actual power injected into the grid of wind power and photovoltaic power
generation shall not exceed its generating capacity:

{
0 ≤ Pw,t ≤ Prw,t

0 ≤ Ppv,t ≤ Prpv,t
(3)



236 X. Meng et al.

(2) Energy storage charging and discharging power constraints:
{
0 ≤ Pstc ≤ Psn

0 ≤ Pstd ≤ Psn
(4)

(3) State constraints on charge and discharge of energy storage:

Pstc × Pstd = 0 (5)

It means that the energy storage cannot be charged and discharged at the same time.
(4) In order to limit the charging and discharging depth of energy storage and improve

the life of energy storage, the SOC state of energy storage is constrained:

SOCmin ≤ SOCt ≤ SOCmax (6)

where SOCt is the battery charging state at time t. SOCmax and SOCmin are the upper
and lower limits of the battery charging state respectively. SOC can be expressed as:

SOCt = SOCt−1 + (ηc × Pstc − ηd × Pstd ) × �t

Esn
(7)

where SOCt-1 is the state of charge at the last moment of t; ηc is the energy storage
charging efficiency; ηd is the energy storage discharge efficiency; �t is the interval
time.

(5) Constraints that the initial state and final state of each cycle of the energy storage
system are equal:

SOC0 = SOCend (8)

(6) Balance between supply and demand of power system:

Pw,t + Ppv,t + Pstd = Lt (9)

where Pstd is the energy storage discharging power at time t, and Lt is the scheduling
instruction. When the energy storage discharging, it is regarded as the power supply.

4 Sparrow Search Algorithm Optimized Recurrent Neural
Network

Features of sparrow optimization algorithm: Inspired by sparrow’s foraging and defense
behavior, it has the characteristics of swarm intelligence, self-adaptability and dis-
tributed optimization. It can be applied to solve complex optimization problems, simulate
sparrow’s foraging and defense strategies, and realize global search and fast convergence.

RNN is a neural network model with cyclic connections, designed for sequential
data and time-dependence. It introduces a loop structure to share information between
time steps, capturing long-term dependencies. It uses a hidden state to store previous
information and combines it with current input to produce the output and new hidden
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state. This loop structure enables RNN to process sequences of any length through time
expansion.

At each time step t, the calculation process of RNN can be described as follows:
Input: Given input sequence Xt (can be a single input or multiple inputs).
Hidden state calculation:

ht = f (WhxXt + Whhht−1 + bh) (10)

Calculation of output:

yt = g
(
Wyhht + by

)
(11)

Among them, the f (·) and g(·) is activation function, Whx, Whh, Wyh is weight
matrix, bh and by is the bias vector.

Combining Sparrow algorithm with RNN can adopt the following specific process
(Fig. 2).

Fig. 2. Algorithm flow chart

Data preparation: Prepare time series data for training the RNN model.
Initialize population: Use SSA to initialize a population where each individual

represents a set of parameters for the RNN model.
Fitness assessment: The RNN model is trained using a set of parameters for each

individual and its fitness is assessed.
Update population: Based on fitness values, the population is updated using SSA

operations such as selection, crossover and mutation.
Iterative optimization: The steps of fitness assessment and population renewal are

repeated until a stop condition is reached.
Optimal solution extraction: the individual with the lowest fitness is selected as the

optimal solution, and its corresponding RNN model parameters are extracted.
The combination of SSA-RNN (Sparrow Search Algorithm—Recurrent Neural

Network) offers the following advantages:
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(1) Global search capability: SSA as an optimization algorithmhas the ability to perform
global search and find optimal solutions. By integrating SSA with RNN, it becomes
possible to optimize the parameters and structure of the RNN, thereby enhancing its
performance in specific tasks. SSAhelps in finding better initial parameters andmore
suitable network structures, which accelerates the training process and improves the
accuracy of the model.

(2) Parameter optimization: RNN models often have a large number of parameters,
and optimizing these parameters is a complex and time-consuming task. By using
SSA for parameter optimization, it becomes possible to find optimal parameter
combinationsmore quickly, speeding up the training process. The searchmechanism
of SSA effectively explores the parameter space, avoiding getting trapped in local
optima.

(3) Improved convergence: RNN training can encounter challenges such as vanishing
or exploding gradients, which can hinder convergence. By employing SSA as an
optimization algorithm, these issues can be addressed. SSA adjusts parameters and
search strategies appropriately, improving the convergence of the RNN model and
enabling it to better adapt to the training data.

(4) Adaptability: SSA exhibits adaptive characteristics, allowing parameter adjustments
and optimization strategy updates based on search results and experience. This
adaptability enhances optimization efficiency and result quality. In the context of
SSA-RNN, this adaptability provides better parameter and structure selection to suit
different data and task requirements.

(5) Comprehensive optimization: The combination of SSA and RNN enables compre-
hensive optimization. SSA handles global search and parameter optimization, while
RNN focuses on sequence modeling and prediction tasks. This comprehensive opti-
mization improves the performance and generalization ability of the model, making
it more suitable for real-world applications.

In summary, the combination of SSA-RNN offers advantages such as global search
capability, parameter optimization, improved convergence, adaptability, and compre-
hensive optimization. This combined approach enhances the performance and training
efficiency of the RNN model, making it suitable for various sequence modeling and
prediction tasks.

5 Example Analysis

In this study, the annual actual on-grid power of a wind-solar combined power station
is collected, and the energy storage capacity configuration simulation analysis is carried
out by using the above algorithm. In order to conduct simulation analysis, we select the
24-h combined wind and photovoltaic output of a typical day, as shown in Fig. 3.

Simulation parameter settings are shown in the Table 1.
Input the actual output of the typical day and the grid dispatching instructions, as well

as various parameters, and use the sparrow search algorithm to optimize the calculation
method of recurrent neural network to solve the above nonlinear programming problems,
and obtain the optimal energy storage rated power PSn and ESn. And typical daily wind
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Fig. 3. Output characteristics of wind and photovoltaic power generation in typical days

Table 1. .

Parameters Value

CPs 50,000 yuan/MW

CEs 170,000 yuan/W h

Cp 1.08 yuan/kW h

PSn_max 5 MW

ESn_max 10 MW h

SOCmin 0.1

SOCmax 0.9

SOC0 0.5

ηc 0.92

ηd 0.9

output, 24 h energy storage charging and discharging under the optimal energy storage
capacity, and wind and solar discard is the smallest.

According to the simulation analysis results, the optimal energy storage capacity
configuration solution is 1.5 MW/4.5 MW h. Figure 4 shows the wind and solar power
output on a typical day, the dispatching required output, and the 24-h charging and
discharging situation under the optimal energy storage capacity.

The initial storage capacity is set at 50% of the rated capacity. In the case of insuffi-
cient wind-power generation capacity, the difference between the energy storage system
and the scheduling command is compensated by the discharge of the energy storage
system, so as to reduce the SOC of the energy storage battery. If it is reduced to SOCmin,
the energy storage system stops discharging. In the case of surplus wind energy and
solar energy output, energy storage is charged to reduce the waste of wind energy and
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Fig. 4. Optimal energy storage capacity allocation scheme for wind and solar power station

solar energy resources, so that the SOC of energy storage battery keeps increasing. After
reaching the SOCmax, energy storage will not be charged. When the wind-solar com-
bined output is the same as the dispatching instruction of the power grid, the energy
storage neither charges nor discharges.

The amount of wind and solar discarded on a typical day is shown in Fig. 5 (Fig. 6).
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Fig. 5. Wind and solar abandonment in a typical day

The above is a comparison chart of the amount of abandoned wind and light when
there is no energy storage, most of the time the amount of abandoned wind and solar
without energy storage is higher than when there is energy storage, but sometimes it is
may higher or equal in order to make the SOC of the battery meet the constraints. After
energy storage is configured, the amount of wind and solar discarded is greatly reduced
compared with that without energy storage, and it plays the role of peak cutting and
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Fig. 6. Comparison of abandoned wind and solar with and without energy storage

valley filling. It can send about 2.29 million kW hmore electricity to the grid every year.
If the feed-in tariff of 1.08 yuan/kW h is calculated, the net profit of 1.63 million yuan
a year is still obtained.

6 Conclusion

The main conclusions regarding maximizing the adjustment capacity and benefits of
energy storage in large-scale energy storage of renewable energy power stations are as
follows.

The single-objective energy storage capacity configurationmodel considers the econ-
omy of wind and solar abandonment and total annual investment in energy storage.
Coordinating renewable energy and energy storage enables peak shaving, valley filling,
and improved support to the power grid. The optimal energy storage capacity selec-
tion scheme effectively reduces wind and solar discard compared to other schemes. The
study confirms the effectiveness of the method and its potential application in the eco-
nomic field. Sparrow search algorithm optimization recurrent neural network is used to
calculate the optimal energy storage configuration scheme, offering advantages such as
efficient optimization, consideration of timing relationships, generalization ability, and
improved energy utilization efficiency.
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Abstract. Energy storage is an effective tool in microgrids to absorb new energy
output and smooth its fluctuations. Multiple users within a microgrid have their
own distributed energy storage (DES). In this paper, we propose an energy storage
sharing (ESS) model aggregated by a common platform within a microgrid to
improve user benefits and energy storage utilization. The electricity cost of users
and the benefits from sharing the owned energy storage are fully considered in
the model, which effectively promotes the consumption of new energy in the
microgrid and maximizes the benefit of users. The proposed operational strategy
is divided into two phases: energy dispatch and transaction payment. The new
energy consumption rate is effectively improved based on the energy dispatch in
the shared mode, and the problem of profit distribution among multiple users is
fairly addressed by a transaction payment method based on Asymmetric Nash
Bargaining. The model is solved by the alternating direction multiplier method,
which can effectively protect the privacy of each subject. The results shows that the
benefits of the three users increased by 8.37, 0.1076 and 0.3375 times respectively
through the proposed method. Users who share more power and energy storage
have greater benefits, which proves that the fairness of the distribution is improved
by the proposed distribution method. It is conducive to increasing the enthusiasm
of users to participate in sharing.

Keywords: Microgrid · Energy storage sharing · Asymmetric Nash bargaining ·
Alternate direction multiplier method · Profit distribution

1 Introduction

Energy storage technologies play an important role in the absorption of new energy
sources, the stabilization of power supply and the implementation of power system
flexibility. It is a key technology to build a new power system based on new energy and
achieve the goal of “Carbon Peaking and Carbon Neutrality” [1]. The introduction of
energy storage at the microgrid side can effectively improve the power quality in the
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microgrid, ensure the power balance and meet the flexible power demand of its load
[2]. However, the overall investment cost of energy storage is relatively high and its
utilization rate is low due to technical constraints [1–5]. Some experts and scholars
have introduced the concept of sharing economy into the energy storage market and put
forward the concept of “energy storage sharing”.

In recent years, there has been a lot of research by scholars on operationalmechanism
and modes of ESS. In the generation side, the stability of the coalition is demonstrated
in a ESS mechanism based on a cooperative game new energy field station [3]. The
introduction of shared energy storage was found to reduce the operating costs of the
industrial user base by analyzing the investment and return issues of energy storage plants
[4]. The use of blockchain technology to construct non-cooperative game models not
only enhances the security of energy storage sharing transactions, but also guarantees the
maximization of the interest of the participating transaction nodes [5]. On the microgrid
side, shared energy storage is equipped in the community [6]. The operation strategy
for the shared energy storage is set to static allocation based on the data of the previous
day. The impact of using shared energy storage in a residential environment on the cost
of the community is also evaluated. In [7], the authors consider the demand response in
the park and construct a bi-level optimal dispatch model for grid-connected microgrids,
integrating the energy optimization factors at the grid level. Scholars have focused on
the participation of shared energy storage in the energy dispatch of the system and
the implementation of joint optimal dispatch among multiple microgrids [8]. In order
to better manage multiple microgrids, the concept of cloud energy storage (CES) was
proposed in literature [9]. The literature [10] analyzes their decisions in detail from the
perspectives of CES and consumers. The example analysis shows that CES can benefit
both investors and consumers.

Most of the existing studies focus on models where agents manage energy storage
within microgrids in a centralized manner. Agents are responsible for purchasing power
from the larger grid and then retailing it within the microgrid for a portion of the profit
[7, 8]. Operators can also participate in auxiliary market peak regulation to obtain part
of the benefits [11]. This model makes it difficult to take into account the revenue or
cost of electricity for individual customers. It does not focus on the case of customers
building their own energy storage.Moreover, the operators typically maximize their own
revenue, thus increasing the payment burden of customers in the microgrid.

The main methods to redistribute the benefits of multiagent participation in coopera-
tive games are VCG (Vickery-Clarke-Groves, VCG), Shapley Value algorithm, Nucleo-
lus method, etc. [12]. The VCGmechanism is applicable to relevant scenarios involving
policy incentives, where it is difficult to achieve market clearing. Therefore, it has not
been applied to multiagent cooperation and shared trading models in microgrids. The
Shapley Value algorithm is based on the marginal contribution of users to the benefit
allocation. However, the calculation complexity of this method is large, and the maxi-
mization of global benefits cannot be guaranteed [13]. The satisfaction of the participat-
ing agents and the stability of the alliance are concerned by the Nucleolus method, but
the complexity of the method grows geometrically with the number of participants [12].
The Nash bargaining game maximizes the coalition payoff and then bargains among
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the participating agents to allocate the cooperation payoff. This maximizes the coali-
tion gain and remains relatively easy to solve when there are more participating agents
[11]. Asymmetric Nash Bargaining can be better applied to the situation where each
participant in the alliance has different contribution degrees because it overcomes the
disadvantage that standard Nash bargaining cannot completely and fairly distribute the
interests of participants [14].

According to the above analysis, this paper proposes an operational model based
on a public platform to aggregate DES of users. The method can better aggregate DES
withinmicrogrids, reduce user costs and improve energy storage utilization. The specific
technical contributions of this paper are as follows:

(1) A large number of DES within the microgrid are integrated by the proposed opera-
tional model. There are no aggregators in the decentralized platform model for ben-
efit sharing. This mode uses power sharing and energy storage sharing for energy
scheduling, which reduces the electric energy interaction between users and the grid,
so it can increase the consumption of new energy in the microgrid and increase the
revenue of the users.

(2) We use Asymmetric Nash Bargaining Game to distribute the benefits, which
can address the unfairness arising from different degrees of contribution in the
distribution of cooperative benefits.

(3) The model uses the alternating direction method of multiplier (ADMM) for dis-
tributed solving [12]. Privacy and security of users are strongly guaranteed as only
a small amount of information needs to be uploaded for the platform to operate
optimally. At the same time, the distributed solution method can also save a lot of
computing resources, which is conducive to solving the game problem of a large
number of participants.

2 Sharing Operation Mechanism of DES in Microgrid

2.1 Microgrid Energy Trading Model

Currently,microgrids operate in twomainmodes: a centralizedpurchasing andmarketing
model, and a self-produced and self-use model. In the first mode, agents (such as power
grid enterprises or third-party operating companies)will purchase all the power generated
by Distributed Generation (DG). In the second mode, the generation of DG is prioritized
for prosumers, the excess power is purchased by the agent company, and the insufficient
power is purchased from the agent.

Prosumers equipped with energy storage in microgrids have small PV or wind gen-
eration units. They are given priority to use the new energy to generate electricity, and
excess power is sold to the grid. Some prosumers also have their own storage that can
store excess new energy output. In practice, energy storage is often incompatible with
the generation and consumption of electricity by prosumers due to cost and equipment
implications.

Therefore, we propose a common platform aggregation model. This model aggre-
gates the DES in the microgrid to improve the utilization of energy storage and reduce
the cost of electricity for customers compared to the traditional trading model. There
is no third party investment here and the various users in the microgrid entrust their
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own energy storage to the platform for management and scheduling, through which the
energy transactions are carried out. Finally, the platform optimizes and generates the
final electricity bill of the user.

Given the spatio-temporal coupling of multiagent participation and energy storage
in the transaction, this paper splits the problem into two phases: power scheduling and
revenue distribution. Firstly, the platform determines the electricity consumption deci-
sion of each user and the charging and discharging strategy of the aggregated energy
storage based on the user’s new energy generation data, load level and current aggregated
energy storage SOC, spot price. In the second stage, the revenue distribution is based on
an Asymmetric Nash Bargaining Game to determine the electricity bill for each subject.

2.2 Energy Flow in Microgrid

Figure 1 shows the energy and information flow in the microgrid under the proposed
model.

First, the platform prioritizes the exchange of excess electricity among users through
the generation and load information in the microgrid. The owner of the energy storage
will no longer control the charging and discharging behavior of the energy storage itself,
but will be managed by the platform in a unified manner. As a customer in the microgrid,
it is sufficient to use electricity normally. The final electricity bill is affected by actions
such as customers’ excess power being fed back into the grid or current excess power
consumption.

Aggregation 
Platform

Main 
Grid

Energy flow
Information flow

Microgrid

Fig. 1. Schematic diagram of the operation mode of DES based on a common platform
aggregating users in a microgrid.

Second, the charging and discharging behavior of each energy storage is determined
based on the state and net power of each energy storage in the microgrid. Similarly, the
charging and discharging behavior of energy storage will bring benefits to the users, and
the revenue ratio will eventually be optimized and uniformly settled by the platform.
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Finally, the microgrid needs to interact with the external grid to ensure electrical
power balance within the microgrid. The cost will also be shared by users.

2.3 System Modeling

Theplatformwillmake separate decisions on energy storage and electricity consumption.
All the energy storage of the users are aggregated by the platform and they are unified
as an energy storage pool. At this point, the user side only considers its electricity
consumption strategy, where prosumers prioritize their own new energy output and
balance their own loads. Finally, the revenue or payments associated with the sharing
process between the user and the storage are finally settled in a unified manner. Thus,
suppose that the power side user set I in the microgrid has i users and the energy storage
set J contains j energy storages. For the sake of a uniform description, i and j correspond
to one and the same.

Customer Side Model

According to the proposed model, the cost of user i is shown in Eq. (1). The electricity
cost of the user i during the time period t mainly includes the electric energy interaction
cost of the main grid Ci,gd and the payment cost of participating in sharing πi, after the
energy dispatching of the platform.

Ui = Ci,gd + πi (1)

Ci,gd =
T∑

t=1

(
α
mgb
t Pmgb

t,i − α
mgs
t Pmgs

t,i

)
(2)

where, αmgb
t , αmgs

t refers to the electricity purchasing price from the microgrid and the

electricity selling price to the microgrid in time period t respectively. Pmgb
t,i , Pmgs

t,i is the
electric power that user i buys or sells from the main network during time t.

The shared power Pu
i,t and the interaction powers Pmgb

i,t and Pmgs
i,t with the primary

network are the decision variables of user i. Equation (3) represents the power balance
constraint of user i. Pu

i,t represents power compensation sharing.

PG
i,t − PL

i,t + Pmgb
i,t − Pmgs

i,t + Pu
i,t = 0 (3)

In fact, if Pu
i,t > 0, user i absorbs electricity from the microgrid; if Pu

i,t < 0, user i
releases electricity to the microgrid.

Energy Storage Side Model

The objective function of energy storage j aggregated by platform is shown in Eq. (4):

Gj,es = Cj,es − wj (4)

Cj,es =
T∑

t=1

μ
(
PESC
t,j + PESD

t,j

)
(5)
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where, wj is the income of energy storage j; The loss during the use of energy storage
is defined as Cj,es. Denote the depreciation cost per unit capacity of energy storage by
μ. PESC

j,t ,PESD
j,t refers to the charging and discharging power of stored j in time period t

respectively. Energy storage sharing is represented by Pes
j,t . Then there is:

Pes
j,t = PESD

j,t − PESC
j,t (6)

If Pes
i,t > 0, energy storage j releases electricity to microgrid. The opposite means

that energy storage j absorbs electricity from the microgrid.

Other Model Constraints

Power Balance Constraint

Equation (7) implies that the charge and discharge variability of the energy storage are
balanced simultaneously.

I∑

i=1

Pu
i,t −

J∑

j=1

Pes
j,t = 0 (7)

Charge and Discharge Constraints of DES

The energy storage charging and discharging power must be within the maximum value
are indicated by Eq. (8) and Eq. (9).

0 ≤ PESC
j,t ≤ Pmax

es (8)

0 ≤ PESD
j,t ≤ Pmax

es (9)

Energy Storage Operation Constraint

Energy storage system state of charge (SOC) values need to be between the maxi-
mum and minimum charge levels to prevent damage to the energy storage system from
overcharging and discharging:

SOCminE
ES max
j ≤ EES

j,t ≤ SOCmaxE
ES max
j (10)

where, Eesmax
j is the energy capacity of j. SOCmin and SOCmax are the minimum and

maximum SOC of DES.
The capacity state EES

t of the energy storage j is shown as Eq. (11), where the energy
storage losses during charging and discharging is taken into account. Set ηcj and ηdj to
be the charging and discharging efficiency, respectively.

EES
j,t = EES

j,t−1 +
(

ηcj P
ESC
j,t − 1

ηdj

PESD
j,t

)
�t (11)
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3 Operational Model and Solution Process

3.1 Optimal Scheduling of DES

We have defined the mathematical model of the user as well as the energy storage. After
platform aggregation, the global economic optimization target for electrical energy is
defined as the sum of the costs of all customers on the electricity side and the energy
storage side. This is for the purpose of prioritizing the consumption of new energy output
in the microgrid and maximizing the global benefits in the microgrid.

min
I∑

i=1

Ui +
J∑

j=1

Gj,es (12)

min
I∑

i=1

(
Ci,gd+πi

) +
J∑

j=1

(
Cj,es − wj

)
(13)

For transactions within the entire microgrid, there is no third-party charge, so there is

I∑

i=1

πi −
J∑

j=1

wj = 0 (14)

Now the objective function can be transformed into

min
I∑

i=1

Ci,gd +
J∑

j=1

Cj,es (15)

In this case, the transaction payments and the flow of power between each player
are decoupled, which simplifies the problem. The problem is formulated as an optimal
scheduling problem for energy and energy storage among the participants of amicrogrid.
The optimal power dispatch strategies can be obtained by optimization, namely, the
optimal power sharing Pu∗

i ; the optimal sale of electricity Pmgs∗
i,t ; the optimal power

purchase Pmgb∗
i and the optimal ESS decision Pes∗

j .

3.2 Benefit Allocation Based on Asymmetric Nash Bargaining

The best ESS and power sharing scheduling strategy is optimized through the microgrid
global energy economics goal. Prosumers will gain from the global optimization. The
distribution of benefits after sharing cooperation is discussed below.

The Nash Bargaining model is widely used for cost or benefit allocation in coopera-
tive game scenarios. In the standard Nash bargaining model, users are usually on equal
footing and each agent ends up with the same amount of revenue, so it is difficult to take
into account the difference in the contribution of each agent in cooperation. Therefore,
we determine the bargaining power of users and their energy stores in a Nash bargaining
game based on their contribution in sharing. Asymmetric bargaining is performed by
calculating the bargaining position of the participants.
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This paper uses energy sharing nonlinear mapping method, in order to ensure the
fairness of power generation and consumption. It is generally considered that genera-
tion sharing bargaining power should be greater than the bargaining power of power
consumption. The nonlinear mapping is performed using an exponential function with
a natural constant e as the basis, for both electric energy sharing and energy storage
sharing of users. The greater the amount of energy sharing, the stronger the bargaining
power. The contribution degree is calculated as shown in Eq. (16). ri defines the ability
of user i to contribute to the entire sharing process.

ri = γp

(
eβiC − e−βiD

)
+ γese

βjES (16)

where, βC
i , βD

i , βES
j respectively represents the proportion of energy released and

absorbed by user i to the microgrid, and the proportion between the shared capacity
of energy storage j and the total shared capacity. γp and γes represent the weights of
shared electric energy and shared energy storage respectively. Different weights directly
affect the size of bargaining power. The determination of weight values should con-
sider the relevant operating and investment costs of shared electricity and shared energy
storage, to ensure the fairness of income distribution as much as possible. To simplify
the model, we generally believe that the weight coefficient of shared energy storage is
relatively large, which will motivate users to participate in the sharing of their energy
storage.

βC
i =

T∑
t=1

PPC
i,t

T∑
t=1

I∑
i
PPC
i,t

(17)

βD
i =

T∑
t=1

PPD
i,t

T∑
t=1

I∑
i
PPD
i,t

(18)

βES
j =

T∑
t=1

(
PESC
j,t + PESD

j,t

)

T∑
t=1

J∑
j

(
PESC
j,t + PESD

j,t

) (19)

γp + γes = 1 (20)

In the above formula, i and j are equal. PPC
i,t and PPD

i,t respectively represents sharing
power tomicrogrid and using shared power frommicrogrid. This contribution represents
that any sharing of user i (including electricity and energy storage) will improve the
bargaining power. And the bargaining power of releasing electricity is stronger than that
of absorbing it. The bargaining power of shared energy storage can be tuned by setting
reasonable weights to better improve the incentives for users to participate in sharing.
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The Asymmetric Nash bargaining model is constructed as shown in Eq. (21).

⎧
⎪⎨

⎪⎩

max
n∏

i=1

{
C0
i − (

Ui + Gj,es
)}ri

s.t.(7), (14)

(21)

C0
i − (

Ui + Gj,es
)

> 0 (22)

The cost of user i before participating in sharing is defined as C0
i . Each user can

obtain more revenue by participating in sharing, which is guaranteed by formula (22).
Logarithm of the objective function of Eq. (21) is obtained.

min
n∏

i=1

−ri ln
{
C0
i − (

Ui + Gj,es
)}

(23)

This transformation makes the problem easier to solve.

3.3 Solving Algorithm

The mathematical models in Sect. 3.1 and Sect. 3.2 are solved by the ADMM algorithm
in this paper. The problem solving in Sect. 3.1 is presented here as an example.

First, auxiliary variables Qu and Qes should be introduced to decouple the problem
constraints, which will make the problem more amenable to the ADMM algorithm.

Pu
i,t − Qu

i,t = 0 (24)

Pes
j,t − Qes

j,t = 0 (25)

I∑

i=1

Qu
i,t −

J∑

j=1

Qes
j,t = 0 (26)

According to the ADMM algorithm, the augmented Lagrangian for this problem can
be written as follows:

L =
I∑

i=1

Ci,gd +
J∑

j=1

Cj,es

+ μu

2

I∑

i=1

T∑

t=1

(
Pu
i,t − Qu

i,t + δui,t

μu

)2

+ μes

2

J∑

j=1

T∑

t=1

(
Pes
j,t − Qes

j,t + δesj,t

μes

)2

(27)

where μu, μes is the penalty parameter; δui,t, δ
es
j,t is the Lagrange multiplier.
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Other operations are as follows:

(1) User side strategy updating

min Ci,gd + μu

2

T∑

t=1

(
Pu
i,t − Qu

i,t(k) + δui,t(k)

μu

)2

(28)

(2) Energy storage side strategy updating

min Cj,es + μes

2

T∑

t=1

(
Pes
j,t − Qes

j,t(k) + δesj,t(k)

μes

)2

(29)

(3) Auxiliary variable updating

min
μu

2

I∑

i=1

T∑

t=1

(
Pu
i,t(k + 1) − Qu

i,t(k + 1) + δui,t(k)

μu

)2

+ μes

2

J∑

j=1

T∑

t=1

(
Pes
j,t(k + 1) − Qes

j,t(k + 1) + δesj,t(k)

μes

)2

(30)

(4) Lagrange multiplier updating

δui,t(k + 1) = δui,t(k) + μu
(
Pu
i,t(k + 1) − Qu

i,t(k + 1)
)

(31)

δesj,t(k + 1) = δesj,t(k) + μes

(
Pes
j,t(k + 1) − Qes

j,t(k + 1)
)

(32)

(5) Calculate the original residual and dual residual

	u =
√√√√

I∑

i=1

T∑

t=1

(
Pu
i,t(k1) − Qu

i,t(k)
)2

(33)

	es =
√√√√

J∑

j=1

T∑

t=1

(
Pes
j,t(k2) − Qes

j,t(k)
)2

(34)

φu =
√√√√

I∑

i=1

T∑

t=1

(
Pu
i,t(k1) − Pu

i,t(k1 − 1)
)2

(35)

φes =
√√√√

J∑

j=1

T∑

t=1

(
Pes
j,t(k2) − Pes

j,t(k2 − 1)
)2

(36)
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(6) Penalty parameters updating

μu =

⎧
⎪⎪⎨

⎪⎪⎩

ε × μu, if φu > ε	u

1

ε
× μu, if φu < ε	u

μu, otherwise

(37)

μes =

⎧
⎪⎪⎨

⎪⎪⎩

ε × μes, if φes > ε	es

1

ε
× μes, if φes < ε	es

μes, otherwise

(38)

In ADMM, it is generally agreed that the convergence rate of the Lagrangemultiplier
is slow when the penalty parameter is small, and the convergence rate of the decision
variable is slow when the penalty parameter is large. Therefore, the convergence rate of
multiplier and decision variable can be accelerated by adjusting the penalty parameter
adaptively.

The decision quantity of the user and the decision quantity of the energy storage
are coupled to the auxiliary variables. Clearly the primal residual convergence rates
of the two coupled constraints will be different. Therefore, in each iteration, we can
compare the original remnants of the two coupling constraints and selectively update
the decision, which can avoid the convergence of one coupling constraint too fast and
the convergence of the other coupling constraint too slow. The above method can save
computing resources [11].

4 Case Study

4.1 Basic Data

In this paper, the typical daily load data of three industrial users in a microgrid are
selected [10]. Users 1 and 2 are two different types of discontinuous production users
with varying levels of load fluctuations. User 3 is a continuous production user with large
power consumption and small load fluctuations 24 h a day. The load curves of each user
and the output curves of the distribution PVpower generation andwind power generation
equipped by users are shown in Fig. 2. User 1 is equipped with both photovoltaic and
wind generation devices, user 2 only has PV generation devices, and user 3 only has
wind generation devices.

The energy storage is equipped in all three users, and the power and capacity are
shown in Table 1.

In operation, the energy storage SOC is set to be between 0.1 and 0.9, and the charge
and discharge loss is 0.01/CNY kwh−1. The purchase and sale price of electricity are
shown as Table 2.
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Fig. 2. The generation and load curves of users.

Table 1. User energy storage configuration

Number Capacity/(kW h) Power/kW

1 39 13

2 36 12

3 6 2

Table 2. The purchase and sale price of electricity during different period of time.

Time period Electricity purchase price/CNY Electricity sale price/CNY

08:00—12:00 17:00—21:00 1.1 0.44

12:00—17:00 21:00—24:00 0.66 0.26

00:00—8:00 0.32 0.13

4.2 Result Analysis

Energy Dispatch Results

The ADMM algorithm is used to find a distributed solution to the problem. The results
of power scheduling are shown in Figs. 3 and 4.

As seen in Fig. 3, user 1 provides shared electric energy to the micro grid in more
periods, because photovoltaic and wind power generation devices are both equipped,
and the installed capacity of new energy is large, which can meet its load demand in
more periods. The photovoltaic power generation equipped by user 2 fluctuates greatly.
During 14:00–16:00 when PV power is sufficient and 1:00–5:00 when the load is small,
the shared power from other customers can meet their own demand for electricity. Then,



Distributed Energy Storage Sharing Strategy 255

at other times, it not only needs to obtain shared energy, but also needs to purchase power
from the microgrid to meet its own load balance.

The curves in Fig. 4 show the charging and discharging strategies of ES 1, ES 2
and ES 3 when they are shared. A negative value of the power indicates that the current
energy storage battery is charging, and vice versa indicates that the energy storage is
being discharged. The SOC states of three energy storage systems are shown in the bar
chart. Based on the energy mutual economy pattern proposed in this model, the charging
and discharging operations of all the energy storage systems are of the same type, so
that the SOC of the storage systems change analogously. During one working day, the
three energy stores achieve two charge and discharge behaviors.

Before sharing, all three users will sell their excess power online. Users reduce their
interaction with the grid and thus increase the consumption rate of new energy in the
microgrid through power sharing. At the same time, it offers conditions for users to
reduce their own costs.
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Fig. 3. The results of power balance and power sharing in user side.

Co-operation Benefit Distribution Results

The bargaining power of user 1, user 2 and user 3 is calculated to be 1.4604, 1.2703 and
0.8737, respectively, according to the power scheduling results in the previous section
(whenγ p is set at 0.3, andγ es is set at 0.7). The cost operation of the three users before and
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Fig. 4. ESS result and SOC state curve.

after participating in the sharing are shown in Table 3. All three users’ gains are improved
by 97.24CNY, 105.57CNY, and 65.14CNY respectively, by using theAsymmetricNash
Bargaining method proposed in this paper to distribute benefits. Compared to the prior
sharing, the benefits for each participant are improved by 8.37, 0.1076 and 0.3375 times
respectively. It shows that by participating in sharing, the interests of all participating
users are effectively improved. Among them, user 1 achieved the largest improvement
because it has both photovoltaic and wind power, with large new energy generation
capacity and an advantage in power sharing. At the same time, user 1 is equipped with
a relatively large energy storage, so it has more advantage in sharing energy storage.
Thus, it shows that each agent can obtain a fair distribution of benefits according to their
contribution in the sharing process.

Table 3. Table captions should be placed above the tables.

Number Cost before
participating /CNY

Cost after
participating /CNY

Income
enhancement/CNY

Boosting ratio

1 −11.61 −108.85 97.24 8.37

2 980.96 875.38 105.57 0.1076

3 193.02 127.87 65.14 0.3375

The revenue enhancement for each user with different Nash bargaining power is
shown in Table 4. Compared to conventional Nash Bargaining and Asymmetric Nash
Bargaining, user 2 and user 3 have a larger payoff than the Asymmetric Nash bargaining
distribution scheme. However, its actual contribution is smaller than that of user 1, which
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is clearly unfair to the other players. Regarding the different contribution weights, the
revenue enhancement of user 2 decreases with the downward adjustment of the weights
of the ESS contributions. This is due to the weakening of the bargaining advantage
derived from its ESS. For user 1, its large new energy generation capacity improves
revenue synchronization when power sharing is increased.

In summary, the Asymmetric Nash Bargaining scheme adopted in this paper can take
into account the fairness of the allocation. It is necessary to set reasonable weighting
coefficients to affect the bargaining power of the shared power and shared energy storage
contributions, thus improving the incentive for users to engage in collaboration.

Table 4. Analysis of revenue enhancement of different Nash bargaining schemes.

Number Standard Nash
earnings
boost/CNY

Asymmetric Nash earnings boost/CNY

γ p = 0.1, γ es = 0.9 γ p = 0.5, γ es = 0.5 γ p = 0.9, γ es = 0.1

1 84.65 91.952 98.701 117.59

2 113.23 108.25 98.79 99.252

3 69.90 67.81 70.47 50.96

5 Conclusion

In this paper, we propose an integrated DES optimization scheduling method based
on Asymmetric Nash Bargaining in the context of new energy microgrids with high
permeability, aiming at the operation scheduling requirements of multiple users owned
energy storage in microgrids. The best scheduling strategy based on shared power and
energy storage is solved by the ADMM algorithm The cooperative revenue sharing
problem is solved fairly by the method of Asymmetric Nash Bargaining Game The main
conclusions are as follows:

(1) A framework for aggregating and sharing DES of users within microgrids is pro-
posed. Each user benefits from the proposedmethod compared to the previousmodel.
The benefits of the three users are improved by 97.24 CNY, 105.57 CNY, and 65.14
CNY, respectively, and the benefits are improved by 8.37, 0.1076, and 0.3375 times.

(2) Users with high share participation can receive higher revenue by using Asymmetric
NashBargaining for revenue allocation.Differentweighting coefficients are assigned
to the contributions of shared electricity and energy storage sharing, which can affect
the bargaining power of users and regulate their revenue allocation. Therefore, the
proposed method can effectively motivate users to participate in sharing.

(3) The problem is decomposed into two subproblems of power scheduling and revenue
distribution and solved by ADMM algorithm, which can reduce the computational
resources and protect the privacy and security of the user agent.
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Abstract. With the energy crisis and environmental problems highlighted, power
users access distributed generation in the distribution network to achieve the goal
of energy conservation and emission reduction, forming a user side active dis-
tribution network. However, the current active distribution network on the user
side has caused source and load mismatch due to the dual fluctuation of source
and load, resulting in issues such as voltage exceeding limits and power reverse
transmission. Therefore, it is necessary to evaluate the source and load matching
degree. However, existing evaluation methods lack the evaluation of source and
load power quantity matching from the user side perspective. This article proposes
a method for evaluating the source and load matching of user side active distribu-
tion networks. Firstly, an evaluation index system for source and load matching
in user side active distribution networks was established from the perspectives
of electricity matching and power matching; Secondly, the evaluation steps and
methods for source and load matching in user side active distribution networks
were proposed; Finally, the effectiveness of the proposed method in this paper is
verified through numerical analysis of actual user side data.

Keywords: User side · Active distribution network · Electricity matching ·
Power matching · Evaluation index

1 Introduction

In recent years, with the deepening of the new round of power system reform, the scale
of user side distribution networks invested and constructed by power users has rapidly
expanded. The user side distribution network focuses on ensuring the normal operation
of power users’ electricity demand, and has extremely high requirements for the stability
of power supply. With the development of the economy, the energy consumption and
pollutant emissions in the production process of power users continue to increase. The
green and low-carbon transformation of the user side distribution network has become an
important task for the current and future energy sector in China [1, 2]. The integration of
distributed generation (DG) such as wind and light into the user side distribution network
has become a trend [3], forming an active user side distribution network. However, due
to the dual fluctuation of load and DG on the user side, there may be a mismatch between
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the source and load in the active distribution network on the user side, resulting in issues
such as power reverse transmission and voltage exceeding limits [4–6]. Therefore, the
evaluation of source load matching in user side active distribution networks has attracted
the attention of scholars at home and abroad.

Recently indicators and methods related to distribution network evaluation have
continuously emerged, and the perspectives on distribution network evaluation have
become more diverse. Reference [7] evaluates the factors affecting the operation and
inspection costs of distribution networks from aspects such as economy, equipment, and
network structure; Reference [8] used the repetitive power flow calculation method to
evaluate the power supply capacity of distribution networks containing DG; Reference
[9] comprehensively evaluates the security situation of DG connected to the distribu-
tion network based on utility theory and ER algorithm; Reference [10] evaluates the
energy-saving potential of distribution networks considering source load uncertainty;
Reference [11] evaluates the wiring mode of distribution networks by constructing com-
prehensive efficiency and load distribution adaptation indicators based on average and
maximum power supply capacity. Based on Lagrange shadow algorithm theory, lit-
erature [12] comprehensively evaluates the distribution network from two aspects of
performance and benefit. However, the evaluation research on distribution networks
mentioned above involves relatively little research on the source load matching method
of active distribution networks.

In terms of evaluation methods for source load matching in distribution networks,
existing research mainly focuses on the matching status between different types of DGs
and between DGs and loads. References [13, 14] proposed an evaluation method for the
complementary characteristics between wind and solar energy. Reference [15] proposed
evaluation indicators for the matching degree between different DGs and loads, but
the connotation of the matching is not perfect enough. References [16, 17] propose
interactive evaluation indicators for building load and power grid. References [18, 19]
studied the degree of matching between photovoltaic power generation and household
loads. Reference [20] proposed a comprehensive matching evaluation method for DG
integration into urban distribution networks from the perspective of the power grid,
but lacked an evaluation of active distribution networks from the perspective of the
user side. In summary, existing research only proposes a small number of indicators to
evaluate the relationship between different DGs or DGs and loads, and rarely involves
the quantification and analysis of DG and load electricity balance indicators. Moreover,
the analysis perspective is mostly from the grid side, lacking analysis from the user side.

Based on the above analysis, this article proposes a method for evaluating the source
load matching of user side active distribution networks. Firstly, an evaluation index
system for source loadmatching in user side active distribution networks was established
from the perspectives of electricity matching and power matching; Subsequently, the
evaluation steps and methods for source load matching in user side active distribution
networks were proposed; Finally, the effectiveness of the proposed method in this paper
is verified through numerical analysis of actual user side data.
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2 Evaluation Index System for Source Load Matching in User Side
Active Distribution Network

2.1 Concept of Source Load Matching for Active Distribution Network
on the User Side

The source load matching of the active distribution network on the user side refers to
the matching of load, DG, and the size time space of the distribution network in terms of
electricity quantity and power. In order to analyze the issues between energy and power
matching after the user side active distribution network is connected to DG. This article
proposes the concept of source load matching for user side active distribution networks,
and its system is as follows.

,
,

Fig. 1. Source and load matching system for user side active distribution network

From Fig. 1, it can be seen that the source load matching in this article is divided into
electricity matching and power matching. Electricity matching refers to the matching
of the total output of DG and the total load of the distribution network within a given
range. The time includes multiple time scales such as year, quarter, and month, and the
spatial scale includes each interval of line operation. The main evaluation indicator is
electricity matching degree, and the auxiliary indicators are load electricity fluctuation
rate, electricity generation fluctuation rate, and net load electricity standard deviation.
Power matching refers to the matching of the distribution network DG and load within a
given range on a typical daily power distribution. The main evaluation indicator is power
matching degree, and the auxiliary indicators are source load matching rate and source
load simultaneity rate. Electricity matching considers the size and spatial distribution of
electricity, while power matching increases the distribution of load and DG at different
times on typical days.
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2.2 Evaluation Indicators for Source Load Matching in User Side Active
Distribution Network

2.2.1 Electricity Matching Degree

The electricity matching degree of the user side active distribution network during time
period t is defined as the evaluation value that reflects the matching between DG gener-
ation and load electricity based on the calculation of DG generation and load electricity
in the region during this time period. The calculation formula is:

DE,t =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

μe
μ1

0 ≤ μe ≤ μ1(low electricity penetration zone)

1 μ1 < μe ≤ μ2(optimal Energy Consumption Zone)
2μe−μ2−1

μ2−1 μ2 < μe ≤ 1(extremely high electricity penetration rate zone)

k1(μe − 1) − 1 μe > 1(electricity return supply zone)
(1)

among it:

μe = EDG

ELoad + ELoss
(2)

In Eq. (1): μe is the proportion of DG electricity consumption at that time; μ1 and
μ2 are respectively the boundary values for the low permeability area of electricity and
the optimal consumption area of electricity, as well as the optimal consumption area
of electricity and the extremely high permeability area of electricity, respectively; k1 is
penalty coefficient for electricity supply return.

In Eq. (2): EDG is the power generation of DG in the region during this time period;
ELoad is the load electricity consumption for this period of time in the region; ELoss is the
active power loss of the region. In this paper ELoss can be determined by the statistical
value of network loss, or through the given network loss rate which can simplify the
calculation.

In order to meet the demand for a high proportion of clean energy consumption on
the user side, to reasonably allocate adjustable resources, and to reduce backflow to the
power grid, this paper considers the value of μ1 is 30%, the value of μ2 is 60% and the
value of k1 is −10. At this point, Eq. (1) is visualized as Fig. 2. At the same time, set the
threshold value of DE,t is TE. When DE,t > TE, it means that the electricity matching is
good. When DE,t < TE, it means that the electricity matching is bad.

2.2.2 Electricity Matching Secondary Indicators

(1) Load electricity fluctuation rate

The load electricity fluctuation rate Rlef is the ratio of the standard deviation to the
average of the daily load electricity curve for a certain period of time (month, season,
year):

Rlef = σle

λle
(3)
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Fig. 2. Calculation basis for electricity matching degree

In Eq. (3): σle is the standard deviation of load daily electricity curve; λle is the
average value of daily load electricity curve. At the same time, set the threshold value
of Rlef is Tlef. When Rlef > Tlef, it means that the fluctuation rate of load electricity is
high. When Rlef < Tlef, it means that the fluctuation rate of load electricity is low.

(2) Generation fluctuation rate

The generation fluctuation rate Rgef is the ratio of standard deviation to average of DG
daily power generation curve during a certain time period (month, season, year):

Rgef = σge

λge
(4)

In Eq. (4): σge is the standard deviation of DG daily power generation curve; λge
is the average value of DG daily power generation curve. At the same time, set the
threshold value of Rgef is Tgef. When Rgef > Tgef, it means that the fluctuation rate of
power generation is high. When Rgef < Tgef, it means that the fluctuation rate of power
generation is low.

(3) Standard deviation of net load electricity

The standard deviation of net load electricity σgle is the standard deviation of the daily
electricity generation curve of a certain time period (month, season, year) minus the
daily electricity generation curve of DG.

2.2.3 Power Matching Degree

The power matching degree DGL,t of the user side active distribution network at time
t is defined as the evaluation value that reflects the matching between DG and load, as
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well as the matching between load and regional capacity, calculated based on the load
rate of the region at that time. The calculation formula is as follows (5):

DGL,t =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

k1
(
μ1 − μgl

) + k2 μgl ≤ μ1(backward heavy or over load zone)
k2μgl
μ1

μ1 < μgl ≤ 0(backhaul zone)

1 0 < μgl ≤ μ2(optimal absorption zone)
μ3−μgl
μ3−μ2

μ2 < μgl ≤ μ3(main network power supply zone)
k3(μgl−μ3)

1−μ3
μ3 < μgl ≤ 1(forward heavy load zone)

k1
(
μgl − 1

) + k3 μgl > 1(forward over load zone)
(5)

among it:

μgl = Pgl,t

CB cosϕ
= Pl,t − Pg,t + Ploss,t

CB cosϕ
(6)

In Eq. (5): DGL,t is the power matching degree at time t; μgl is the regional load
rate at that time; μ1, μ2, and μ3 is respectively the boundary value between backward
heavy or over lead zone and the backhaul zone; the optimal absorption zone and the
main network power supply zone and the forward heavy load zone and the forward over
load zone. k1 is the penalty coefficient of the backward heavy or over lead zone and the
forward heavy load zone. k2 is the penalty coefficient of the backhaul zone. k3 is the
penalty coefficient of the forward heavy load zone.

In Eq. (6): Pl,t is the active power of the area at time t, Pg,t is the power generated in
this area at time t, Ploss,t is the active network loss at time t and it can be determined by
the line impedance and the current that flow through the line.CB is the regional capacity,
cosϕ is the power factor, Pgl,t is the net load active power of the area at time t.

The range of power matching degree values is (−∞, 1]. When the value is closer to
1, the higher the matching degree is. In this paper, the value of μ1, μ2, and μ3 is −80%,
10%, 80% respectively and the value of k1, k2 and k3 is −30, −15, −5 respectively.
At this point, Eq. (5) is visualized as Fig. 3. At the same time, set the threshold value
of DGL,t is TD. When DGL,t > TD, it means that the power matching is good. When
DGL,t < TD, it means that the power matching is bad.

After obtaining the power matching degree at a certain time, in order to evaluate the
matching degree within a day, the average of each time is taken:

DGL = 1

n

n∑

t=1

DGL,t (7)

In Eq. (7): DGL is the power matching degree of the distribution network over a
period of time. The research period is 1 day, 1 week, etc., with time scales of 5 min,
10 min, 15 min, 30 min, 1 h, etc.
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Fig. 3. Calculation basis for electricity matching degree

2.2.4 Secondary Indicators for Power Matching

(1) Source load matching rate

The source load matching rate RGL is defined as the percentage of time during a certain
time period when the matching degree of the internal load power is not lower than the
threshold to the total time. The calculation formula is:

RGL = t
(
DGL,t ≥ TD

)

n
(8)

Set a threshold TR, when RGL < TR it means that the time of low DGL,t is long.

(2) Source load simultaneity rate

The source load simultaneity rate RSGL is defined as the synchronicity between the
regional electricity load and the DG power curve, and the calculation formula is:

RSGL = 1 + r
(
Pl,Pg

)

2
(9)

among it

r
(
Pl,Pg

) = Cov
(
Pl,Pg

)

σ(Pl)σ
(
Pg

) (10)

Pl and Pg are respectively the active power vector of regional load and DG; r
(
Pl,Pg

)

is the correlation coefficient between the two vectors; σ(Pl) and σ
(
Pg

)
are the standard

deviation of regional load and DG active power vector respectively.
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Set a threshold TRS, when RSGL < TRS it means that synchronization between load
and DG active power curve is good.

3 Evaluation Method for Source Load Matching in User Side
Active Distribution Network

The evaluation method for source load matching in the user side active distribution
network is as follows.

Firstly, prepare the data, including daily load data of the active distribution network
on the user side, daily generation data of DG, transformer and feeder capacity, as well
as network losses at various times calculated through power flow.

Next, calculate and analyze the evaluation indicators for source load matching in the
user side active distribution network, and the specific steps are as follows.

To begin with, conduct an evaluation of electricity matching. If the electricity match-
ing is poor, analyze the reasons for the poor electricity matching based on auxiliary indi-
cators of electricity matching, load and DG distribution information. The main reason
is that there are few or too many DGs installed, resulting in mismatches with the load.
Next, conduct power matching evaluation. If the power matching is good, it indicates
that the system is mainly operating in the DG low-permeability zone and mainly relies
on the main network for power supply; If the power matching is poor, it indicates that
the system is mainly operating in the high penetration zone of DG, and DG sends power
back to the main network.

If the electricity matching is good, it indicates that the distribution of system DG and
total load is relatively good, and power matching evaluation is conducted. If the power
matching is good, then the system source load matching is good; If the power matching
is poor, combined with the auxiliary indicators of power matching and the distribution
information of load and DG, the main reason is the difference in source load matching
rate and simultaneity rate, and the mismatch between DG and load time, causing DG to
reverse power transmission to the main network. In special cases, there is a high source
load matching rate and synchronization rate, but the DG power generation is small,
making the system more dependent on the main network for power supply, resulting in
slightly poor power matching.

Finally, when the source load matching of the active distribution network on the user
side is not good, search for the dominant factors that affect the source load matching.

The flow chart of the evaluation method for source load matching in the user side
active distribution network is shown in Fig. 4.

4 Example Analysis

4.1 Example Overview

Select a user side active distribution network as shown in Fig. 5 for example analysis.
The 10 kV Sect. 1 has a heavy load and is connected to a wind turbine of 6.25 MW
and a photovoltaic system of 3.66 MWp. The 10 kV Sect. 2 has a light load and is
connected to a wind turbine of 6.25 MW. The annual load information and wind turbine
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Fig. 4. Flow chart of source and load matching evaluation method for user side active distribution
network

and photovoltaic power generation data of 10 kV Sects. 1 and 2 can be achieved by the
real historical data in 2022. During normal operation, the 10 kV Sects. 1 and 2 bus tie
circuit breakers are disconnected.

4.2 Source Load Matching Evaluation

Due to the heavy load and multiple DG installations in the 10 kV I section of the
distribution network, the 10 kV I section was selected for evaluation of source load
matching throughout the year. According to Eq. (1) to Eq. (2), calculate the annual,
seasonly, and monthly electricity matching DE,T of the 10 kV Sect. 1 of the distribution
network. The calculated annual electricity matching degree is 0.8596; The matching
degrees of quarterly electricity consumption are 0.9503, 0.8484, 0.9870, and 0.6785,
respectively; The monthly electricity matching degrees are 0.6796, 0.8692, 1, 1, 0.4807,
0.9316, 0.6076, 1, 1, 0.9640, 0.6773, and 0.6421, respectively. After getting the value
of DE,T , this example sets the threshold TE. This example considers that when TE is set
to 0.6, it can achieve on-site consumption of user side DG, ensure that the user side DG
and the power supply of the large power grid are in a reasonable proportion, and reduce
reverse transmission and heavy load operation scenarios. At this point, the annual and
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Fig. 5. Typical network structure of user side active distribution network

seasonly DE,T of the 10 kV Sect. 1 of the example distribution network is higher than
TE, with only May DE,T lower than TE, indicating that the overall electricity matching
of the 10 kV Sect. 1 of the example distribution network is good. Next, we will select
May with a DE,T lower than TE as Scenario 1, and March with a DE,T higher than TE
and the highest value as Scenario 2 for specific analysis of power matching first.

4.2.1 Scenario 1

For scenarios 1, DE,T is below TE, this paper analyze the daily load and DG electricity
quantity information in this scenario to assist in evaluating the source load matching
situation of the distribution network and calculate auxiliary indicators Rlef, Rgef, and
σgle for electricity quantity matching. According to calculations, in scenario 1, Rlef is
4.19%, Rgef is 51.14%, and σgle is 15.57. The daily load and DG energy information for
scenario 1 is as follows.

The threshold of Rlef and Rgef in this paper is both 30%, when the value above
30% indicates a high volatility. From Fig. 6 and the auxiliary indicators of electricity
matching, it can be seen that the fluctuation rate of load electricity in Scenario 1 is small,
while the fluctuation rate of DG power generation is large. Due to the overall higher
electricity consumption of Scenario 1 load than DG power generation, the line operates
in the DG low permeability zone shown in Fig. 7. Therefore, the main reason for the
low power matching in Scenario 1 is the small installed capacity and high load of DG.
It is recommended to increase the installed capacity or transfer some transferable loads
to other months.

On the basis of electricity matching analysis, calculate the daily power matching
degree and power matching auxiliary indicators for scenario 1 according to Eqs. (5) –
(10), and the curve is as follows.
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Fig. 7. Scenario 1 power matching diagram

From Fig. 8, it can be seen that in Scenario 1, DGL is all higher than 0.5. In this
example, considering that the user’s expectation is mainly based on the optimal source
load consumption state and the main network power supply state, with fewer cases of
reverse transmission and overload. So the thresholdTD is set to 0.5. Therefore, in scenario
1, all are above the threshold. At the same time, considering the optimal absorption
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scenario of new energy, the source load matching rate and simultaneity rate should be
relatively high. Set the threshold TR to 50% and the threshold TRS to 40%. From Fig. 9,
it can be seen that although the electricity matching in this scenario is poor, due to both
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TR and TRS are above the threshold, DG power generation is basically absorbed by the
load. At this time, the system operates in the main grid power supply area and the power
matching is good.

4.2.2 Scenario 2

For scenario 2, DE,T is higher than TE and the value of DE,T is 1, indicating that the
electricity level in this scenario matches well and the system is running in the optimal
consumption zone. Calculate the daily power matching degree and auxiliary power
matching indicators, and conduct specific evaluations based on the daily load and DG
power information in Scenario 2.
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Fig. 10. Scenario 2 load and DG electricity information

As shown in Fig. 11, when the threshold TD is set to 0.5, there are 8 days in Scenario
2 when the DGL is below the threshold. Based on Figs. 10, 11 and 12, it can be seen
that on days 10, 12, 16, 17, 18, 25, and 26, both RGL and RSGL are below the threshold,
indicating poor power matching in such scenarios. Based on the specific combination of
load and DG information, it can be seen that the daily DG generation is relatively high,
but the matching between DG and load time is poor, and DG cannot be fully absorbed.
Some parts of the system operate in the reverse transmission area. On the 13th day, both
RGL and RSGL are high, but DG generated less electricity, and the system relied on the
main grid for power supply, resulting in poor power matching.

Scenario 2 shows that other daily averages are above the threshold, indicating good
power matching and source load matching. The system is operating in an ideal state and
can achieve optimal DG absorption.
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5 Conclusion

This article constructs an evaluation index system for the source load matching of the
user side active distribution network, and proposes an evaluation method for the source
load matching of the user side active distribution network. Through example analysis,
the main conclusions are as follows:

(1) The evaluation method based on user side active distribution network source load
matching can analyze the annual, quarterly, and monthly electricity matching situ-
ation of a typical user side active distribution network, and conduct monthly daily
power matching analysis for typical months. The specific evaluation of the source
load matching of a user side active distribution network was conducted through data
and indicators.

(2) The evaluation method for source load matching in user side active distribution
networks can provide guidance for user side load planning, DG location and capacity
determination, and optimization of adjustable resources.

(3) Different from the traditional evaluationmethod of active distribution networks from
the perspective of the grid side, this article evaluates the source load matching from
the perspective of fully absorbing the DG of power users as much as possible.

The next step will be to propose a source load matching optimization method based
on the topology information of active distribution networks on different user sides, and
further verify the correctness of this method by evaluating the source load matching of
active distribution networks on the user side before and after optimization.
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Abstract. As the key equipment connecting regional power stations, substations
and load, overhead transmission lines can be easily affected by ice disaster, which
cause huge loss to the power system. Therefore, this paper establishes an icing
growth model to predict the development trend of ice. First of all, the original data
is preprocessed, and the feature variable with the most important rank is selected
as the input. Secondly, nine machine learning algorithms are used to construct the
prediction model, including three linear regression models (ridge regression, lasso
regression, and elastic net regression), three single algorithmmodels (decision tree,
K-nearest neighbors, and support vector regression), and three ensemble learning
algorithms (gradient boosting regression, random forest, and adaptive boosting).
Finally, the analysis is concluded that the decision tree, gradient lifting regression,
random forest and adaptive lifting algorithm have demonstrated excellent perfor-
mance on the test set. Furthermore, the predictive capability of these four optimal
models is further validated by predicting new datasets.

Keywords: Overhead transmission line · Icing growth model · Influencing
factor · Optimal model · Icing prediction

1 Introduction

Icing refers to the accumulation of ice on the surface of overhead transmission line
(OHTL) under harsh weather conditions. Icing is easy to induce line breakage, ice
flash, trip and other malignant accidents [1], leading to a large-scale power grid blackout
phenomenon. Therefore, it is of great significance to study icing growthmodel of OHTL.

As the first step to explore the impact of ice disaster on the system, scholars at
home and abroad have been carrying out research on icing prediction. Based on differ-
ent emphasis, existing research has proposed various icing growth models for OHTL.
Commonly used models mainly fall into two categories [2]: one is the physical model
based on thermodynamics and aerodynamics [3–5], and the other is themachine learning
model driven by historical data [6–9]. The realization method of physical model is to put
forward a series of hypotheses and abstract the icing process with mathematical formula.
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Among them, the selection of parameters has an important impact, which may lead to
large differences in results under the same condition. Given the limitations of physical
models, machine learning algorithms have been developed in recent years. The machine
learning model seldom pays attention to the icing mechanism and chooses to ignore
complex physical process. By gathering variable data associated with icing growth, this
paper employs fuzzy processing techniques and chooses machine learning algorithms
to train the collected data [10].

Considering the abundance of existing studies on predicting icing growth, this paper
mainly uses onlinemonitoring data to establish a data-drivenmachine learning algorithm
model. Firstly, the factors affecting the icing are analyzed, which is used as the input
feature vector in the following chapters. Secondly, a data-driven icing growth model is
established based on nine machine learning algorithms. Finally, the optimal algorithmic
model is selected through an analysis of a case and a comprehensive consideration of
metrics such as MAE, MSE, and RMAE. Furthermore, the model is verified on different
OHTLs to validate its performance.

2 Framework of Icing Growth Model

This section proposes an icing growth model framework, which is mainly divided into
four parts: data collection, data processing, icing growth prediction, and optimal model
selection. The overall framework is shown in Fig. 1.

characteristic
variable

response variable

extract original 
sample data

meteorological 
data

OHTL data

monitoring data icing growth 
prediction

training set, test set is randomly 
divided by 4 : 1

hyper-parameter optimization

optimization model

evaluating indicator

Feature
selection

standardization

data pre-
processing

Fig. 1. Icing growth model framework

Firstly, data collection is carried out. Raw sample data such as meteorological and
power grid data are extracted from multiple data sources, and historical icing data of
Liuzhou Bureau in Guangxi, China is utilized as sample data.

Secondly, the original data is preprocessed and the correlation analysis of charac-
teristic variables is carried out to eliminate some variables with strong correlation and
construct the final input data set.
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Finally, the study divides the preprocessed data into training set and test set according
to 4:1 and establishes an icing growth prediction model based on nine commonly used
machine learning algorithms. This study uses the validation set to evaluate and select the
models. By comparing the prediction accuracy and stability of each model, the optimal
model is selected and further optimized.

3 Data Space Construction

Icing growth prediction is a complex system problem based on data learning, and the
premise is to have high quality sample data. When the sample quality is poor, the model
is difficult to achieve the expected effect. Therefore, this paper initially performs data
preprocessing on the original dataset to create a designated data space.

3.1 Data Preprocessing

This paper utilizes the data captured from the icingmonitoring systemof LiuzhouBureau
in Guangxi, China over recent years as the main sample for analysis. By carefully select-
ing and accumulating representative samples of icing events, scholars can identify key
trends and statistical patterns impacting the formation and mitigation of ice. Therefore,
this study emphasizes the importance of utilizing credible and comprehensive data col-
lection methods that are essential for producing reliable results in scientific research.
Affected by natural factors and human factors such as equipment failure, there are
inevitably problems in the data. The original sample data may contain issues such as
feature redundancy, noisy data and outliers, which can hinder the training and learning
process of themodel. Therefore, this paper analyzes the acquired data from the following
three perspectives.

(1) Data cleaning. Some icing data are inaccurate and incomplete, which deviates from
the actual value. According to the actual characteristics of such abnormal dates, one
commonly uses approach is to treat them as missing values and replace them with
either mean value [11].

(2) Data conversion. In practical application, the dimensionality of different charac-
teristic variables in the collected original sample data is different. Incorporating a
significant amount of historical data directly into a prediction model may impact its
ability to fit the data and result in failing to achieve the desired accuracy. In order to
eliminate the influence of dimensions among indicators, StandardScaler is used to
conduct Min-Max standardization of data [12], to preserve the relationship existing
in the original data and make different features comparable.

(3) Data balance. The dataset is highly unbalanced,with approximately 785,420 samples
having zero values and only 29,025 samples having non-zero values, resulting in a
ratio of approximately 27 to 1. Unbalanced data is easy to introduce noise and
inaccurate prediction results, leading to data quality degradation. In this paper, the
RandomUnderSampler module of the imblearn library in Python3.11 is applied to
subsample most samples [13] to solve the problem. In addition, Mean Filtering is
used to process data [14] to realize noise reduction on continuous features.
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3.2 Feature Generation

After the above data preprocessing, input variables have 7 dimensions, including tem-
perature, humidity, wind direction, inclination angle, tension, icing growth rate, and
wind deflection angle. The characteristic variable in the existing original data lacks the
key factor of wind speed [15], so it is difficult to achieve high accuracy with existing
variables. In this section, through the selection and extraction of features, factors with a
high comprehensive correlation coefficient are selected as sensitive parameters to reduce
the redundancy of input data.

Icing thickness is affected by a variety of factors. Most scholars take wind speed as
an important variable [13]. In extreme weather conditions, strong winds can quickly dry
tiny water droplets, reducing icing formation. On the contrary, when the wind speed is
low, the water droplets stay on the surface of objects and tend to form ice. Therefore,
wind speed is one of the important characteristics of icing thickness prediction. The
formula for calculating wind speed is generally derived from the subsonic theory in
meteorology. The calculation formula and parameters are shown in Eq. (1).

v = P ∗ R

T + 273.15
(1)

where, V is the wind speed, P is the air pressure, T is the temperature, and R is the
gas constant of the gas at a specific mass. The original sample characteristic variable
of Liuzhou Bureau in Guangxi, China lacks this important variable, but it also meets
the parameter requirements in the above formula. Therefore, this paper considers using
characteristic variable to generate the variable wind speed.

3.3 Variable Correlation Analysis

Pearson correlation coefficient is a commonly used statistical index, which is used to
quantify the degree of linear correlation between variables to avoid feature redundancy
[12]. With variable X and Y Pearson correlation coefficient r(X ,Y ) is the standard
deviation of its covariance ratio, as shown in Eq. (2).

r(X ,Y ) = cov(X ,Y )

σX σY
(2)

A correlation heat map is used to visualize the relationships between continuous and
binary variables, with the Pearson correlation coefficient indicating the strength of the
correlation. Variables with a strong correlation are removed from consideration in order
to comprehensively analyze all relevant factors. Finally, the combined consideration of
correlation strength and variable type is used to eliminate corresponding variables.

4 Icing Growth Model

4.1 Algorithm Principle

In this paper, nine classical machine learning algorithms are selected for model train-
ing and testing, and the results are compared. The algorithms mainly include Ridge
(L2 regularization), Lasso (L1 regularization) and Elastic Net (L1 regularization + L2
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regularization) in linear regression (LR) [16]. There are three kinds of decision tree
(DT), K-Nearest Neighbor Regression (KNNR) and Support Vector Regression (SVR)
in a single algorithm model [17]; gradient Boosting Regression (GBR), Random Forest
(RF) and Adaptive Boosting (AdaBoost) are three kinds of ensemble learning models
[18, 19].

4.2 Parameter Optimization

This paper employs the cross-validation technique to assess the performance of various
machine learningmodels and determine the ideal hyperparameter configuration. Specifi-
cally, for eachmodel, the researcher utilizes the GridSearchCVmethod to systematically
explore the hyperparameter space and identify the optimal configuration.

4.3 Evaluation Indicators

In order to objectively evaluate each model, it is necessary to evaluate and compare the
indicators of the model. This chapter involves evaluating and comparing three metrics,
namelyMeanAbsolute Error (MAE),Mean Square Error (MSE), and RootMean Square
Error (RMSE). Assuming a sample size of N, the computation methods are given by
Eqs. (3) to (5).

MAE = 1

m

m∑

i=1

∣∣(yi − ŷi
)∣∣ (3)

MSE = 1

m

m∑

i=1

(
yi − ŷi

)2 (4)

RMSE =
√√√√ 1

m

m∑

i=1

(
yi − ŷi

)2 (5)

5 Case Study

5.1 Original Online Monitoring Data

The data source of icing prediction is the historical icing data of Liuzhou Bureau in
Guangxi, China mainly including the meteorological data of each monitoring tower. The
data variables include OHTL name, tower number, phase, monitoring time, temperature,
humidity, wind direction, tension, wind deflection angle, inclination angle, icing growth
rate and icing thickness. The original sample data set is shown in Table 1. The original
sample data collected includes thirteen characteristic variables andone response variable.
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Table 1. The original sample data set

Characteristic/response variable Category Variable name

Characteristic variable Meteorological data Temperature

Humidity

Wind direction

Monitoring time

Inclination angle

Pull

Icing growth rate

Wind deflection angle

OHTL data OHTL name

Tower no

Phase

Monitoring data Monitoring device model

Response variable Icing thickness

5.2 Data Processing and Analysis

In correlation analysis, some feature variables may be highly correlated with response
variables, so it is necessary to eliminate variableswith strong correlations.After selecting
feature variables in the previous section, a correlation heatmap is plotted for continu-
ous variables (temperature, tension, inclination angle, icing growth rate, wind speed,
humidity, wind deflection angle and wind direction), as shown in Fig. 2.

Fig. 2. Variable heat map
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From Fig. 2, it can be seen that tension shows a strong correlation with wind speed.
Therefore, the variable tension is discarded, considering wind speed as the feature vari-
able. Subsequently, an analysis is performed on the original sample data with seven
feature variables remaining after removing strong correlation variables, as shown in the
heat map of Fig. 3.

Fig. 3. Heat map after removing the strongly correlated variable

Feature Selection. Figure 4 is carried out by using random forest models to obtain the
importance ranking of the seven descriptors through five repeated shuffles. Both wind
speed and icing growth rate have correlation values with icing thickness. Wind deflec-
tion angle and temperature have similar correlation values of 0.42 and 0.46, respec-
tively. Inclination angle, humidity and wind direction have weaker correlations. Con-
sequently, this paper selects seven prioritized features, namely icing growth rate, wind
speed, inclination angle, humidity, wind deflection angle and wind direction. With these
seven feature variables selected as input, the model for predicting the icing thickness is
established.

Fig. 4. Permutation importance of characteristic variables
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5.3 Optimal Model Selection

AlgorithmSelection. Based on the actual data of samples inLiuzhouBureau inGuangxi,
China, 5787 data points from the 2020–2021 period are used as training set. By training
and optimizing the parameters of three linear models, this study obtained a preliminary
comparison of predictive performance, as shown in Table 2.

Table 2. Preliminary comparison

Algorithm Best_params MSE MAE R2

Ridge {‘max_depth’: 15,
‘min_samples_split’: 2}

0.04687 0.16413 0.0786

Lasso {‘learning_rate’: 0.1,
‘max_depth’: 5,
‘n_estimators’: 200}

0.23784 0.37742 0.01614

ENet {‘max_depth’: 15,
‘min_samples_split’: 2,
‘n_estimators’: 200}

0.23780 0.37739 0.01528

SVR {‘C’: 100, ‘epsilon’: 0.01,
‘gamma’: 0.1}

0.04819 0.15605 0.79252

Table 2 shows that compared with SVR, all three linear models performed poorly.
Therefore, linear regression models are not suitable for predicting icing thickness. All
three linear regression algorithms were deleted, and hyperparameters were optimized
for the remaining six algorithms using k-fold cross-validation. The optimal parameters
for each algorithm are shown in Table 3.

Table 3. The optimal parameters

Algorithm Best_params

DT {‘learning_rate’: 1, ‘n_estimators’: 200}

GBR {‘n_neighbors’: 3, ‘weights’: ‘distance’}

RF {‘C’: 10, ‘gamma’: ‘scale’, ‘kernel’: ‘rbf’}

KNNR {‘activation’: ‘relu’, ‘alpha’: 0.001, ‘hidden_layer_sizes’: (150,), ‘solver’: ‘adam’}

SVR {‘C’: 100, ‘epsilon’: 0.01, ‘gamma’: 0.1}

AdaBoost {‘learning_rate’: 1, ‘loss’: ‘square’, ‘n_estimators’: 200}

Model Performance. Considering the practical application scenarios and the need to
verify the generalization performance of the model, the trained model was applied to
52,725 data points from the 2021–2022 period to validate the model’s predictive perfor-
mance. At the same time, to prove the superiority of our model, we extracted OHTL data



Icing Growth Model of Overhead Transmission 283

with severe damage for prediction. First, we verified the performance of the six models
on the 500 kV Guishan-B Transmission Line, which has the most complex situation.
The basic information of the line is shown in Table 4.

Table 4. Basic information

OHTL name Tower number Phase Start time End time Data

500 kV Guishan-B
transmission line

56# Optical cable 2022/1/30 2022/2/23 3939

The prediction set firstly selected 500 kV Guishan-B Transmission Line, with a
period from January 3, 2022 to February 23, 2022, and a total of 3939 data points. From
the comparison graph of predicted and actual values for the six models shown in Fig. 5,
we can see that DT, GBR, RF, and AdaBoost algorithms fit well with the actual values,
while KNNR and SVR have poor predictive performance. To present prediction errors
and accuracy more accurately and intuitively, Fig. 6 shows a comparison of evaluation
indicators for all algorithms. It is clear from Fig. 6 that compared with other algorithms,
the evaluation indicators of DT, GBR, RF, and AdaBoost algorithms are relatively small,
indicating that the deviation between predictions and actual values is small.

Fig. 5. Actual value and predicted value comparison

Generalization Study. To test the generalization ability of the model, the six algorithms
are applied to the ±500 kV Niucong-B Transmission Line and 500 kV Huanrujia-A
Transmission Line. The evaluation indicators of DT, GBR, RF, AdaBoost, KNNR, and
SVR are compared, as shown in Figs. 7 and 8. It can be summarized from the figures
that the conclusions drawn from the 500 kV Guishan-B Transmission Line are basically
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Fig. 6. Model evaluation index

applicable to other OHTLs. Among the six models, DT, GBR, RF, and AdaBoost algo-
rithms achieve better predictive performance, indicating that the optimal model has good
generality.

Fig. 7. DC line evaluation index comparison

Fig. 8. AC line evaluation index comparison



Icing Growth Model of Overhead Transmission 285

6 Conclusion

This paper proposes a method for establishing an icing growth model during ice disaster
and utilizing online monitoring data to predict ice thickness. The data are preprocessed,
and the correlation of variables are analyzed to improve the quality of input. To ensure the
accuracy and reliability of the selected model, we comprehensively consider indicators
such as MAE, MSE, and RMSE, and selecting the optimal model based on multiple
machine learning algorithms. Through case analysis, we predict the icing thickness
at 500 kV Guishan-B Transmission Line and obtain good results with DT, GBR, RF
and AdaBoost algorithms. Furthermore, we validate the universality of the four optimal
models on other datasets such as the±500 kVNiucong-B Transmission Line and 500 kV
Huanrujia-A Transmission Line. The model proposed in this paper does not specifically
consider themechanismof actual icing process, and physicalmodels can be introduced in
the future to establish even more accurate predictive models that combine measured data
with physicalmechanisms. In the future, by combiningmachine learning algorithmswith
physical models and utilizing the dual feedback of data-driven and physical mechanisms,
scientists can achieve more accurate and comprehensive predictive models in the future.
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Abstract. A deployment strategy for a ring sparse array camera applied to digital
twin real-time scene fusion is proposed to address the challenges of virtual and
physical data synchronization and consistency in power grid equipment. Faced
with the current situation of numerous components, diverse shapes, and complex
occlusion relationships in power grid equipment, the optimization goal is to use the
minimum number of cameras to cover the target area and synthesize any freely
viewed synthetic image. The strategy described in this paper can improve the
accuracy, fidelity and real-time of image acquisition while reducing the number
of cameras to control the cost of image acquisition, thus breaking through the
key difficulties of real-time replication and fusion of the main transmission and
transformation equipment scene, promoting the mutual supplement of spatial data
and live data, and strengthening the real-time perception and response capability of
the physical state, Breaking the current low-level visualization application status
of the digital twin “3Dmodeling, data hooking, and 3D display” in the power grid.

Keywords: Digital twin · Power system · Sparse camera array · Image synthesis
technology · Multiple visual images

1 Introduction

The concept of digital twins originated in the United States and was first proposed by
Professor Michael Grievous of the University of Michigan. It was initially named the
“Information Mirror Model” and later evolved into the “Digital Twin”. In the context of
Industry 4.0, which focuses on digitization, networking, and intelligence, the concept
of digital twins deeply integrating new generation information technology and digital
models has attracted attention from both industry and academia. Simulation makes it
possible to optimize physical entity in virtual space with high efficiency and low cost.
The three-dimensional model in digital twins is a digital representation of the three-
dimensional structure and appearance of natural and artificial entities in the physical
world. It serves as the spatial foundation and unified spatial positioning framework and
analysis basis for digital twins. Real time data used to perceive the real-time state of
the physical world can compensate for the lack of realism in three-dimensional mod-
els, adding important real-time visual perception capabilities to digital twins, It greatly
enhances people’s perception and cognitive abilities towards complex scenes.
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The requirements of power grid resources for information construction are also
increasing synchronously, which requires the power grid to adapt to the development
and improvement of new generation virtual reality technology, to quickly respond to
changes in new demands and business expansion. Currently, the state perception and
analysis technology of power transmission and transformation equipment is rapidly
developing towards intelligence, and new technologies are constantly emerging, effec-
tively improving the level of equipment intelligence. With the introduction of emerging
machine learning technologies such as deep learning and reinforcement learning, the
deep feature extraction and application capabilities of multidimensional heterogeneous
data have been strengthened, greatly improving the efficiency of data analysis, and mak-
ing it possible to construct complex digital twins of transmission and transformation
equipment. In the power grid, digital twinning is not only about the perception of num-
bers, but also needs to reduce modeling costs through technologies and methods such
as camera parameter calibration, free angle synthesis, virtual real fusion, Shadow Map
algorithm, etc. It is still in its early stages in the power grid.

2 Analysis of Real-Time Scene Requirements for Digital Twins

The digital twin power grid needs to combine existing platforms and technological
means to support the digitization of the power grid. At present, the landing applica-
tion of digital twin technology in the Mechanical floor mainly focuses on the virtual
model reconstruction and autonomous state management of power grid equipment. The
3D virtual reconstruction of power grid equipment is generally based on a variety of
3D data acquisition equipment, which measures the appearance of power equipment
such as substations, towers, insulator strings, foundations, spacers, and shock absorbers.
Then, various 3Dmodel construction techniques are used to construct the 3D power grid
equipment. Finally, the results are optimized through operations such as dynamic wire
index creation or LOD processing. For example, the digital mirror evaluation system
of Shanghai 35 kV Cailun Substation [1] established a digital twin model of the equip-
ment inside the substation, and inputted real-time collected data from front-end sensors
(such as real-time load, current, oil chromatogram, etc.) and historical data (such as his-
torical sensor collection data, defect data, maintenance frequency, etc.) into the model
to analyze the equipment operation status; The substation holographic model of Tianjin
110 kVYoule Port Intelligent Substation [2] forms a virtual spatial digital twin model by
comprehensively collecting and updating IoT perception information and cloud lifetime
information in real-time. The implementation and application of digital twin technol-
ogy in the power grid layer mainly focus on online analysis and decision-making of the
power grid. For example, theD5000 platformofHunan Provincial Dispatch adds a power
grid analysis model composed of physical and computational models, inputs real-time
power grid measurement information collected by SCADA into the physical model [3],
and relies on the computational model for state estimation calculation, Conduct power
grid security and stability assessment based on real-time analysis models (physical and
mathematical models).

In the process of achieving digital twins, static 3D models cannot reflect the limi-
tations of scene reality, while real-time video is a widely used real-life data. Due to its
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simple deployment, low cost, and large perception range, it has become the most core
perception data in current smart city construction. The two-dimensional video moni-
toring method is not conducive to controlling the overall situation of the monitoring
video and the monitoring scene from a macro perspective. Therefore, many applications
integrate videos as multimedia attribute data of 3D models. Italian scholars Navarrete
and Blat, in their VideoGIS project [4], were the first to combine video images with
geographical information to generate hyper video that can be called in the geographical
environment. Korean scholars proposed to use video metadata to describe geographi-
cal locations [5], so that maps and video images can reference each other, and support
the interactive operation between GIS and video images. The integration method of the
above video and 3D model is relatively simple, and the 3D model and video are simply
mounted. The video data is only used as attribute information of the 3D model and can
only be used for low-level visualization applications. Only by deeply integrating video
and 3D environment, combining static virtual 3D scenes with real-time dynamic 2D live
videos, and strengthening coupling analysis with geographic environment, can the spa-
tiotemporal attributes of surveillance videos be truly effectively utilized and application
levels be improved. In power grid applications, by integrating live videos with 3D mod-
els, frequent updates of 3D models can be avoided, and the spatiotemporal relationship
between digital models and power grid system entities can be fully explored for deeper
applications.

The fusion modeling of video and virtual 3D scenes is mainly divided into two
types: enhanced virtual environment and augmented reality. Augmented reality tech-
nology integrates virtual scenes into real videos, while augmented virtual environment
technology embeds real videos into three-dimensional space. The key technology of
augmented reality technology lies in the real-time superposition of virtual information
on real scenes and the dynamic interaction between users and virtual information. With
the help of intuitive and efficient human-computer interaction and the rich information
that can be supplemented in real application scenarios, augmented reality technology
has been integrated into the research of geographic data augmentation expression since
the beginning of the last century, providing a 3D GIS visualization environment that
seamlessly integrates with the real environment. Although the enhanced virtual environ-
ment supports the fusion of multiple videos and 3D scenes, it can easily lead to serious
fusion deformation when there is a significant difference between the observation and
projection perspectives. To ensure visual effects, the user’s viewpoint is limited to pre-set
viewpoints or roaming paths.

To overcome this limitation, free view synthesis technology provides the ability to
synthesize scene views at any position in three-dimensional space. The “360-degree
free view observation” technology for the Winter Olympics is a model of its successful
application. By using a circular camera array, users can freely roam, and any virtual
perspective video can be synthesized from a series of nearby camera videos. However,
due to limitations such as sampling rate and image structure, there are often artifacts,
voids, and other situations. In order to eliminate voids and occlusion errors in synthesized
images, multiple camera video interpolation can be used for patching, but a densely
deployed camera array scheme is required, which brings high cost, low efficiency, and
heavy implementation workload.
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Based on the above analysis, in order to achieve controllable cost and effect of auto-
matic matching between real scene data and 3D scenes and eliminate the deformation
problem during the fusion of video and 3D scenes, it is necessary to further develop
a deployment strategy for circular sparse array cameras. This article will establish a
mapping relationship between image/video space and geographic space by solving the
internal and external parameters of the camera; Collect multi angle real-life images of
a certain power grid device in the target area as sample images; Based on the collected
sample images and the established mapping relationship, perform free view image syn-
thesis based on light field reconstruction and free view image synthesis based on depth
information to obtain multiple free view synthesized images; The optimization objective
is to use the minimum number of cameras to cover the target area and synthesize any
freely viewed synthesized image. The deployment optimization model of the circular
camera array is solved to obtain the deployment results of the circular camera array.

3 Deployment Strategy for Circular Sparse Array Cameras

3.1 Virtual Real Fusion Method for Real Video and Free View Images

Camera parameter calibration

The prerequisite for accurate fusion of scene videos is to establish the correct geometric
consistency relationship between the video data collected by the camera and the vir-
tual 3D scene. Accurate camera parameters are required to establish the mathematical
relationship between the three-dimensional geometric positions of spatial target surface
points in the real world and the corresponding points in the image. The process of solving
camera mapping parameters is called camera calibration, which includes internal and
external orientation parameters. At present, the main methods for camera calibration can
be divided into traditional calibration methods, active vision-based methods, and self-
calibration methods. Traditional calibration methods require specific calibration objects,
and commonmethods includeDLT, Tsai, and Zhang Zhengyou’smethod [6]. Traditional
calibrationmethods are relativelymature and have high calibration accuracy, which have
been widely used. However, the process is time-consuming and laborious, and cannot be
used for online calibration and situations where calibration objects cannot be used. The
method based on active vision can obtain accurate 3D information without the use of
standard reference objects. It only obtains an image sequence by controlling the motion
of the turntable where the camera is installed. After matching the image sequence, cer-
tain constraint relationships are obtained to calculate parameters. However, this method
cannot be used in situations where the camera motion is unknown or uncontrollable, and
it requires a high precision and cost for the motion platform. The self-calibration method
does not require a specific control field, and often relies on the relationship between the
corresponding points ofmultiple images to directly calculate camera parameters. That is,
using the opposite polar geometric relationship between identical image points obtained
from different angles (i.e., the same image points are coplanar) to calculate the internal
and external parameters of the camera. The self-calibration method is flexible to use,
but the calibration accuracy is generally lower than traditional calibration methods. The
basic idea is to first establish a constraint equation about the camera’s internal parameter
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matrix through an absolute quadratic curve, called the Kruppa equation. Then, by solv-
ing the Kruppa equation, the matrix C (C = K−TK−1, where K is the camera’s internal
parameter matrix) is determined. Finally, the matrix K is obtained through Cholesky
decomposition.

Virtual Real Fusion Method

The automatic projection method generally draws inspiration from real-time shadow
algorithms, represented by theShadowMap algorithm [7, 8]. TheShadowMap algorithm
has the characteristics of simple computation and hardware friendliness, but due to issues
with shadow sampling accuracy, the fusion area is prone to aliasing problems such as
jitter and aliasing. The optimization ideas for such fusion quality issues can be divided
into improving depth map accuracy and optimizing depth sampling. There are methods
to improve the accuracy of depth maps, such as using multi resolution depth maps
and changing projection methods. The optimization of deep sampling is mainly solved
through various filtering methods.

In addition to aliasing issues, fusion deformation and video overlap also have a
significant impact on fusion quality. Fusion deformation mainly includes the distortion
effect of the video itself and the projection deformation generated by dynamic targets
such as people and cars in the video. Video distortion refers to the deviation phenomenon
caused by the camera projecting straight lines, which is often caused by defects in the
camera lens itself, as well as intentional situations such as fisheye cameras or wide-angle
cameras. After distortion is generated, it will cause the straight lines in the original
image to bend, causing the fusion area to shift. This can be reduced or eliminated by
introducing a distortion model. For projection deformation caused by moving targets, it
can be indirectly eliminated by detecting and extracting the moving targets, estimating
the depth of the moving targets, and constructing a bulletin board map. The most direct
approach to address the issue of multiple videos simultaneously covering the same area
and reducing fusion quality is to divide the coverage area again based on the camera
spatial relationship to solve the problem of multiple cameras being visible in the same
area at the same time. Although this method avoids the problem of videomixed coloring,
it has significant limitations. Multi texture mixing is another commonly used method,
and the key to this method is how to determine the optimal mixing coefficient and solve
the problem of rendering efficiency.

Virtual and Real Integration Operating Environment

The combination of virtual reality fusion technology and network technology can further
expand its application. In the early network environment, the application of virtual and
real fusion adopted a dedicated client mode, which had requirements for both software
and hardware, limited usage, and could not meet the growing demand for virtual and real
fusion. With the rapid development of web technology, the advantages of simple web
deployment, low client configuration requirements, and multiuser sharing have become
prominent. The development of web-based virtual reality fusion technology has become
a practical requirement.

The current virtual reality integration can be divided into client mode, server mode
and mixed mode according to the network structure. The idea of the client mode is
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to treat the server as a pure data source and entrust the fusion rendering to the client
for processing. Its development has undergone improvements from plugins to plugins
free. The early solution for Web 3D [9] was based on plugin methods, which lacked
cross platform capabilities and relied on specific plugins and browsers, resulting in poor
compatibility. Browser plugins have hidden dangers that endanger user network security,
stability, and performance, and their increased code complexity can also easily lead to
vulnerabilities. With the popularization of the HTML5 standard, using WebGL API
[10] can achieve high-performance interactive 3D and 2D graphics rendering in any
compatible browser, quickly replacing plugin technology, and being widely used. The
server-side mode is similar to remote rendering technology, which renders and outputs
images or videos on the server side, and then pushes them to the client for display. The
remote rendering method has a high transmission volume and requires high network
bandwidth. Due to the need for strong computing power on the server to complete the
fusion work by accessing videos on the server, it can easily become a performance
bottleneck in multi-user and multi-video scenarios, meanwhile it is generally limited to
small-scale applications.

The hybrid mode is a new virtual reality fusion network expression method. This
method constructs a fusion template to decouple the fusion process, balances the
computing tasks of the server and the client, and has good network performance.

3.2 Steps for Solving the Optimization Model of Circular Camera Array
Deployment

Establishing a mapping relationship between image/video space and geographic
space

For three-dimensional scenes with two-dimensional planes, the homography matrix H
solution [11] is used to calibrate the internal and external parameters of the camera; For
three-dimensional scenes without two-dimensional planes, the camera’s internal and
external parameters are self-calibrated by utilizing the special geometric structure in
the scene and utilizing the invariance of specific geometric information in perspective
projection to establish constraints on the camera’s internal and external parameters; For
scenarios where the special geometric structure required for self-calibration cannot be
obtained, the checkerboard method is first used for internal parameter calibration; Then,
manual point extraction or image matching methods are used to obtain control point
pairs to calculate the external parameters of the camera. When there are more than 4
corresponding control points, the least squares method is used to solve the homography
matrix H. The mapping relationship between the image/video space and geographic
space is expressed using the following expression:

λ1 = D

fD
(1)

λ2 = HC − HG

−f sin T + y cos T
(2)

λ3 = [(XG − XC) cosP + (YG − YC) sinP] cos T − (HG − HC) sin T

f
(3)
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In the formula: λ1, λ2, λ3, represent the transformation coefficients of camera space
and geographic space coordinate mapping; f D represents image distance; D represents
object distance; P represents the horizontal azimuth angle of the camera; T represents
the camera pitch angle; F represents the focal length of the camera; (XC, YC, HC)
represents the camera spatial coordinates; (XG, YG, HG) represents geographic spatial
coordinates; (x, y, z) represents the coordinates of the pixel.

Free view image synthesis based on light field reconstruction

The scene is modeled using a differentiable volume rendering formula, and the color
of the light is approximated by integrating multiple sample images collected along the
light. The calculation process is as follows:

C(r) =
N∑

i=1

Ti(1 − exp(−σiδi))ci (4)

Ti = exp

⎛

⎝−
i−1∑

j=1

σjδj

⎞

⎠ (5)

In formulas above, C(r) represents the luminous flux, which is obtained by summing
each monochromatic light; N represents the number of sampled ray samples; Ti repre-
sents the number of light transmitted by ray sample I; σi represents the opacity of ray
sample I; ci represents the color of ray sample I; δi represents the sampling ray distance.

Optimization of light field reconstruction

Rebuild a sparse voxel table, with each occupied voxel having opacity and spherical
harmonic coefficients. By minimizing the mean square error MSE of rendered pix-
els, optimizing the opacity and spherical harmonic coefficient of voxels, and using TV
regularization to help eliminate noise, the calculation process is as follows:

ζ = ζrecon + λTV ζTV (6)

ζrecon = 1

|R|
∑

r∈R
‖C(r) − C(r)‖22 (7)

ζTV = 1

|V |
∑

v∈V

√
�2

x(v, d) + �2
y(v, d) + �2

z (v, d) (8)

In formulas above, ζrecon represents MSE reconstruction losses; ζTV represents total
variable regularization; λTV is the eigenvalues of the ζTV matrix; λ−1

TV is the inverse
matrix of λTV ; R represents the total number of samples collected in the video, v and d
represent the opacity and color of the pixel space;�x,�y,�z are the deviations between
the values and the average values in the X, Y, and Z directions in the virtual 3D pixel
coordinate system. V represents the observed sample in a virtual 3D pixel.
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Free View Image Synthesis Based on Depth Information

The reference viewpoint is selected from the sample image, and each pixel on the ref-
erence viewpoint is projected into the three-dimensional space using its corresponding
depth information and the parameter matrix of the reference camera. According to the
parameter matrix of the virtual camera, the points in three-dimensional space are re pro-
jected onto the near plane of the virtual camera, and the pixel coordinates of any pixel
on the reference viewpoint to the virtual view are solved to obtain the virtual viewpoint
image.

After performing free view image synthesis based on depth information, color bright-
ness correction is performed by histogram matching and color space transformation to
eliminate artifacts. The Z-buffer blanking algorithm [12] is used to process the virtual
viewpoint image to eliminate the overlapping area.

For simplicity, it is assumed that the position of the free view virtual camera is also
in the annular space, and when the image overlap rate of adjacent cameras exceeds a
certain threshold, the free view image can be synthesized.

For all camera sets C = {C1,C2, . . . ,Cn} that can be placed in the annular space, n
represents the number of cameras that can be placed, where any camera Cj

(
Cj ∈ C

)
is

available.
Cj

[
location

(
Xj,Yj,Hj

)
, posture

(
Pj,Tj

)
, inner

(
Size, fj

)]
means that if the internal

parameters are known, it can be determined by the five parameters of
(
Xj,Yj,Hj,Pj,Tj

)
.

The camera parameter space is a continuous five-dimensional space, and the candidate
cameras will be obtained in this five-dimensional space by sampling to form a set C.

The target area contains numerous spatial points. To improve the efficiency of optimal
deployment, the target area is sampled into a limited number of spatial points to form
a set G = {G1,G2, . . . ,Gm}, where m is the number of sampling spatial points. Mark
any point Gj

(
Gj ∈ G

)
in the target area covered by the camera Cj as covercj (Gi), and

covercj represents the set of points covered by the camera Cj.
Select subset C′(

C
′ ⊆ C

)
of the set of cameras to be placed in the annular space

where cameras can be placed, so that the cameras inC′ can cover the set of spatial points
in the target area after sampling. Under the condition of ensuring that the overlap rate
of adjacent camera images is greater than the threshold γ , the total number of cameras
is the least.

Thus, the optimization model of circular array camera deployment can be expressed
as the following expression, where F(C′) is the objective function, card(∗) is the num-
ber of cameras (the same below), and CS and Ct are the two cameras of C′ in the
subset; CS .location and Ct.location indicates the erection position of cameras CS and
Ct respectively; overlay

(
Ci,Cj

)
is the overlap rate of two cameras Ci and Cj.

min
C′ F

(
C

′) = card
(
C

′),C′ ⊆ C (9)

s.t ∀Gi ∈ G, ∃Cj ∈ C
′, covercj (Gi) = 1 (10)

∀Cs,Ct ∈ C
′,Cs.location 	= Ct .location (11)

∀Ci ∈ C
′, overlay

(
Ci,Cj

)
> γ (12)
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The meaning of this formula is as follows:
Equation (9) is the target: Select a subsetC′ from candidate camera setC tominimize

the number of elements in C′;
Equation (10) represents constraint condition 1: All spatial points are covered by at

least one camera in C′;
Equation (11) represents constraint condition 2: Only one camera can be installed at

the same location.
Equation (12) represents constraint condition 3: The overlap rate of adjacent camera

images is greater than the threshold γ .

4 Application and Verification

According to the deployment strategy of the ring sparse array camera described in
the article, an experiment was conducted on the real-time scene fusion of power grid
digital twins for a Class II substation in a certain area. There are a total of 13 Class II
substations in this area. 283 remote signaling and telemetry equipment are deployed in
Class II substation in the form of Normal distribution.

To test the advantages of the above data fusion strategy in reducing the number of
cameras to control the cost of image acquisition, and to achieve the accuracy, fidelity and
real-time of video data, the main tracking indicators are: (1) whether the grid equipment
and surrounding environment can be correctly identified; (2) Video texture based on
feature point reference image; (3) Service side efficient cache and back-end content
generation module speed.

According to the steps and strategies described in this paper, data fusion is carried out
under the established components. The results show that the data fusion video generated
by this step and strategy (Fig. 1) can solve the integration problem between the facilities
and the surrounding environment, and can meet the actual production and operation
needs.

Fig. 1. Video screenshot of digital twin data fusion effect

In terms of fusion efficiency, the data fusion strategy established in this paper can
achieve efficient data fusion on the whole. In strict compliance with the requirements
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and principles of data fusion, the individual characteristics of substation equipment and
its ancillary facilities are handled differently. The specific processing parameters are
shown in Table 1.

Table 1. Imaging related data based on data fusion strategy

Cycle times Rendering accuracy Fusion time(s)

1 0.29 0.27

50 0.11 1.8

200 0.08 3.4

500 0.05 4.3

1000 0.02 5.2

Using Intel i7 12th generation processor for calculation, the fusion time is about 5s.
With high accuracy and efficiency, it can meet the needs of engineering applications and
effectively support the operation and maintenance of power grid, project construction
and early decision-making.

Compared with the existing technology, the operation steps described in this paper
can ensure that the sparse camera array can effectively reduce the number of cameras,
achieve instantaneous capture of the target during 3D acquisition, save time cost and
ensure that the camera cost is controllable; At the same time, free view image synthe-
sis based on light field reconstruction and depth information can effectively improve
the accuracy and fidelity of real scene image acquisition, and help to eliminate the
deformation problem of virtual and real fusion of video and 3D scene.

5 Conclusion

The constructionmethod and key technologies of digital twin scenes for power transmis-
sion and transformation main equipment based on ring sparse camera array real scene
replication technology are still the first research in China, and the scientific research
results are still in a blank. The circular sparse camera array real scene replication tech-
nology studied in this article helps to break the low-level visualization application level of
the current digital twin “3D modeling, data hooking, and 3D display” in the power grid.
By optimizing the deployment model of the circular camera array, introducing the mini-
mum number of cameras to cover the target area, synthesizing free view images based on
light field reconstruction and depth information, multiple free view synthesized images
are obtained to compensate for the lack of realism in 3D models. Automatic matching
and fusion of real-life data with 3D scenes, achieving true “landing” of 2D real-life
videos/images. Construct a bidirectional correlation closed loop between image space,
physical space, and virtual space, strengthen the real-time perception and response capa-
bilities of entity states, and better meet the intelligent perception interaction needs of
“human machine object” and the goal of “twin synchronization” in the power grid.



Research on the Deployment Strategy of a Ring Sparse 297

References

1. Yin, H., Wang, L., Xiong, J., et al.: Method and System for Status Diagnosis of Substation
Automation Equipment Based on Digital Mirroring: CN202210022507.1 [P] 2022. 2nd edn.
Publisher, Location (1999)

2. Li, G., Tang, S., Zhang, H., et al.: Research and application of intelligent fault diagnosis
system for substation panoramic holography based on big data analysis [J]. Electr World
(23), 2 (2019)

3. Hu, G.: Debugging plan for SCADA system of D5000 dispatching platform [J]. Electr.
Technol.: Second Half Month (6), 2 (2015)

4. Navarrete, T., Blat, J.: VideoGIS: Segmenting and Indexing Video Based on Geographic
Information (2011)

5. Chong, W.K., Naganathan, H., Liu, H., Ariaratnam, S., Kim, J.: Understanding infrastructure
resiliency in Chennai, India using Twitter’s geotags and texts: a preliminary study[J]. Eng.
(English) 004(002), 54–59 (2018)

6. Wang, J., Hou, Z.: Automatic calibration method for traditional camera calibration methods
[J]. Comput. Eng. Appl. 46(35), 4 (2010)

7. Li, L., Zou, Z.: Real time shadow rendering algorithm based on image and geometric space
[J]. Comput. Appl. Softw. 25(6), 3 (2008)

8. Zhang, F., Xu, L., Tao, C., et al.: Generalized linear perspective shadow map reparame-
terization [C]. Vrcia Acm International Conference on Virtual Reality Continuum & Its
Applications, p. 339. DBLP, (2006)

9. Chittaro, L., Ranon, R.: Web3D technologies in learning, education and training[J]. Comput.
Educ. 49(1), 3–18 (2007)

10. Dovgiy, S.O., Ostapenko, A.O., Bulanchuk, G.G.: Viscous fluid flowmodelingwith the lattice
boltzmann method on graphics processors using WebGL API[J] (2021)

11. Liang, L., Pu, J., Dong, Y., et al.: A Calculation Method for the Homography Matrix H of a
Single Line Array Camera

12. Zhou, C.: Research and Implementation of a Z-buffer hidden algorithm [J]. Comput. Aided
Eng. 11(4), 6 (2002)



Research on a Method for Automatically
Generating Single Line Maps in Distribution

Network GIS

Wei Xiaojing1, Fan Pengzhan1, Liu Hu1, Du Junchao1, and Cheng Wei2(B)

1 State Grid Corporation of China, Beijing 100031, China
2 Nanjing NARI Information and Communication Technology Co., Ltd., Nanjing 211106, China

Chengwei5@sgepri.sgcc.com.cn

Abstract. The scale of power grid equipment, the number of power customers
and the complexity of grid structure in China are among the highest in the world.
In addition, the rapid change of power grid and the frequent transformation of
equipment make the automatic generation of single line diagram, especially the
single line diagram of distribution network GIS, increasingly difficult. The tra-
ditional manual drawing method has the disadvantages of heavy workload, low
efficiency and uncontrolled accuracy. At the same time, due to the influence of
human drawing habits, the readability of the finished product is low, which cannot
meet the requirements of the increasingly updated power grid for its own mainte-
nance and management. In this paper, a specific algorithm is used to determine the
flatness of the original drawing, realize orthogonal mapping, and flatten the com-
plex electrical wiring information. Finally, the experimental results show that the
algorithm can realize the decoupling of complex wiring diagram, and significantly
improve the mapping efficiency and accuracy.

Keywords: Distribution network · Single line diagram · Flatness determination

1 Introduction

With the development of power grid technology, the interaction of various information
flows and energy flows increases the difficulty of automatic mapping, and it is difficult
to achieve high accuracy. The traditional single line diagram of distribution network is
mainly drawn by manual. Although manual drawing has strong controllability and high
flexibility, its efficiency is low, the drawing is slow and the drawing style is not uniform,
and the readability is not strong. Usually, the single line drawing of distribution network
is drawn by CAD, which is off-line and cannot be updated in real time. However, the
current power grid is often faced with transformation and new construction, and the
change frequency and scale are large, which requires a lot of energy, and the accuracy is
greatly affected by the psychology and habits of the rendering personnel, which brings
certain difficulties to the daily operation and maintenance of the distribution grid. The
accuracy and legibility of the drawings obtained by the maintenance personnel largely
determine the progress of the accident treatment [1, 2].
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At present, most of the automatic mapping algorithms used are relatively single, and
they have shortcomings such as poor accuracy and cross mapping [3]. In this paper,
combined with the traditional automatic drawing technology of single line diagram, the
intelligent algorithm is added, and it is applied to the automatic drawing technology of
single line diagram, and has achieved good results.

2 Automatic Mapping Techniques for Single Line Drawings

2.1 Technology Principle

The single line diagram referred to in this paper is the electrical contact diagram of the
distribution network, which is mainly used to represent the electrical contact relation-
ship of the complex distribution network wiring. As the density of grid load gradually
increases, the demand is also getting higher and higher, andmost users are required to use
dual power supply to ensure their own electricity consumption [4–6]. The requirement
of power supply reliability becomes higher, which directly leads to the complication of
electrical contact relationship of distribution network. At present, for rural areas or other
areas with low load density, the use of single radiation wiring form; For cities, towns and
newly built parks and other areas, the main use of contact wiring form. For a single radi-
ation line, the automatic generation of its single line diagram is usually not error-prone,
and it can describe the electrical connection of each node clearly. However, for the line
of contact connection mode, it is necessary to accurately identify the affiliation of its
contact switch and branch line. Such a pattern of power-intensive development requires
that the single-line graph automatic generation technology has stronger adaptability,
robustness and accuracy [7].

At present, the automatic generation technology of single line diagram of distribution
network is still developing, and a large number of scholars in the field of electric power
and computer have made continuous efforts and attempts, and have achieved certain
results.Aiming at the drawing goals of the single line diagramof the distribution network,
such as orthogonalization, least crossing, as short as possible and beautiful lines [8], if
the intelligent algorithm is used for processing, it will inevitably involve multi-objective
optimization problems.

2.2 Mapping Principle and Cross Recognition

Distribution network lines are usually controlled according to nodes, such as Manhattan
distance [9] and Euclidean distance [10]. Taking Manhattan distance as an example, the
Manhattan distance of the total length of the line is:

L(G) =
n∑

j=1

∑

j>i

(∣∣xi − xj
∣∣ + ∣∣yi − yj

∣∣)δ(i, j) (1)

Where i and j are the subscripts of two electrical nodes; xi and yi are the corresponding
coordinate points. δ(i, j) is the delta function. As the single-line diagram shown in Fig. 1,
the value of this function is 1 if there is a direct electrical connection between the two
nodes, and 0 otherwise.
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Euclidean distance Manhattan distance

Fig. 1. Single-line plot correlation distance definition.

Normally, it is necessary to reduce the crossing between branches. The target
mathematical model is as follows:

min C(G) =
n∑

j>i

cij i = 1 . . . n (2)

To determine whether branch i and j cross, it is mainly through the method of fast
screening and judging the crossing, as follows:

(1) Fast screening to determine whether the rectangles formed by the two branches
coincidewith each other.However, thismethod can only quickly and roughly identify
the branches that do not meet the requirements.

(2) For the remaining branches that cannot be screened for overlap, the judgmentmethod
is crossing discrimination. Thebasic principle is: if twobranches intersect, theremust
be a situation where one side crosses the other side.

The mathematical models corresponding to the above two steps are merged into the
overall goal as follows:

min
x,y

f = w1L(G) + w2C(layer) + . . . + wnC(layer) (3)

In the model above, w is the corresponding weight, which has the greatest influence
on the final result. Therefore, it is necessary to use genetic algorithm or particle swarm
optimization algorithm to solve the problem when performing line optimization.

3 Algorithms Theory

3.1 Graph Theory

Graph theory is a branch of mathematics that was first introduced by Euler and started
the study of graphs. The electrical contact diagram of the distribution network essentially
includes lines and nodes, so the single line diagram of the distribution network is divided
into points, lines and surfaces [11–13]. Here, points correspond to electrical nodes of
the power system, lines correspond to power lines, and faces correspond to a region or
the supply area of a high-voltage substation. A surface is composed of points and lines,
and the study of the relationship between them is the focus of graph theory.
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The definition of a planar connected graph in graph theory is that it can be drawn
as a crossing-free planar graph, but not as a planar connected graph. No matter how its
path is planned, there are crossings. The principle is shown in Figs. 2 and 3.

Fig. 2. Planar connectivity

Fig. 3. Nonplanar connectivity

As can be seen from the above figure, the so-called planar connected graph can
be adjusted to achieve no cross-connection in the two-dimensional plane by adjusting
the connection mode. However, for non-planar connected graphs, no cross-connection
can be achieved. Generally, the methods of planarity judgment are divided into: vertex
addition method and line addition method.

3.2 The ST-Number Algorithm

The principle of ST-number algorithm can be represented by a connected graph [14].
Firstly, each node in Fig. 4 is numbered by 1 ~ n. After the connection is completed, the
number shown in Fig. 4 is called ST-number.

To make better use of the performance of the ST-number algorithm, the cluster form
of the ST-number is obtained by sequentially drawing from top to bottom. The following
Fig. 5 is the cluster form of Fig. 4.

3.3 The PQ-Tree Algorithm

PQ tree uses nodes P and Q as the connection points of its lines, and the connection is
carried out from top to bottom in a tree view. There are two types of nodes: parent node
and child node. The parent node refers to the branches connected with it at the lower
end; The child node refers to the node with only the upper parent node and no lower
terminal node. The function of dividing nodes into these two types is to facilitate the
processing of classification and analysis by computer, so as to ensure the accuracy of
drawing [15, 16].
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Fig. 4. ST-number example

Fig. 5. ST-number expressed in the form of a cluster

There are many advantages after classifying nodes, which are described as follows:

(1) The nodes are classified according to their connection mode and location, which is
helpful to reduce the error caused by unknown reference.

(2) The interconnection of child nodes and parent nodes facilitates the computer to fix
the attributes of various types of nodes.

To sum up, the idea of PQ tree computer automatic mapping in this paper is similar
to that of manual drawing. As shown in Fig. 6, P nodes are represented by dots and Q
nodes are represented by rectangles. The ST-number spanning tree is compared with PQ
tree.

According to the above drawing and generating methods of PQ-tree, there are two
kinds according to whether the original graph can be generated. One is to directly
generate the planar graph according to the original algorithm. The other requires a
three-dimensional image to be converted into a planar image.
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Fig. 6. Bundle form and computer PQ tree

4 Implementation Method

4.1 Main Steps

In this paper, the automatic mapping is carried out in a multi-step decomposition
mode, which is mainly divided into two steps: planarization and orthogonalization. The
direction of its main data flow is shown in Fig. 7.

CIM XML file

Node data

Node ID and 
connection 
relationship

SVG file

Mapping result

Fig. 7. Main data stream

As shown in Fig. 7, the first step is to extract the data in the CIM XML file and
analyze and preprocess the data of each node. Then, according to the node ID and its
connection relationship, the initial single line graph is generated, and it is checked with
the SVG file. In this way, the existing power grid data can be sorted and checked, and
the accurate and usable single line diagram can be generated.

4.2 Planarization Treatment

For planarization, first calculate the number of ST-numbers, and manually select the
start point and end point as required. In this process, it is necessary to have several nodes
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with practical significance. Connecting these nodes constitutes a plan view. This kind
of node is generally taken from the bus of the substation in the power system, and the
initial starting point is the electrical node with high voltage level and large capacity of
the main transformer. If it is impossible to distinguish, the starting point is defined by
generating random numbers, and the point with the farthest power supply distance is
defined as the end point. Connect the selected start point and end point, and simplify
the PQ tree in the order of ST-number. After the calculation, all nodes are matched from
bottom to top, and finally the optimal connection topology is selected according to the
mapping quality evaluation criteria.

4.3 Orthogonalization Treatment

Orthogonalization processing needs to be carried out on a two-dimensional plane, and
the relationship between each point and surface needs to be determined. Sort out the
logic of points and surfaces according to the relationship, determine the connection, and
then select the optimal path in each connection. The selection of the optimal path should
be based on the constraints of points and surfaces, and the optimal orthogonalization
scheme should be found on the premise of determining the initial value. The overall
process is shown in Fig. 8.

Planar input

Traverse points 
looking for faces

Record the path from the 
point to the surface

Record the path from 
surface to surface

Synthetic cost flow path

Calculate the minimum 
cost flow

Constructed 
orthogonal graph

Return

Fig. 8. Orthogonalization process
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5 Examples and Numerical Analysis

The IEEE 30-node system is tested according to the mapping scheme described in this
paper. On this basis, the complexity of the distribution network is increased, and the
IEEE118-node distribution network is selected to test the effectiveness of the orthogonal
algorithm.

At the same time, the proposed algorithm and particle swarm optimization are com-
pared and analyzed. The optimization index of the PSO algorithm in this paper is the
Manhattan distance between nodes, and the minimum distance and no crossing are the
optimal paths and solutions. The main parameters related to PSO mapping are shown in
Table 1 and Fig. 9.

Table 1. Data related to particle swarm optimization mapping

Nodes Cross number Overlap number Mapping time/ms

1 26 11 0.25

50 11 5 1.2

200 7 4 2.1

500 5 2 3.5

1000 2 0 4.2

Number of iterations
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um

be
r o

f c
ro

ss
es

/o
ve

rla
ps

Cross number
Overlap number

Fig. 9. The relationship between the number of iterations and the number of intersections and
overlaps

From the results above, it can be seen that the particle swarm optimization algorithm
needs multiple iterations to calculate the results with no crossover or few crossovers.
Although it requires relatively long time, the accuracy and efficiency are much higher
than that of manual drawing. For the multi-objective decomposition into graphs scheme
in the paper, the main data are shown in Table 2.

From the above results, it can be seen that the multi-objective decomposition graph
algorithm in this paper not only has higher accuracy than the human working graph, but
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Table 2. Main indicators of multi-objective decomposition into graphs scheme

Iterations Cross number Overlap number Mapping time/ms

30 0 0 200

118 0 0 500

also shows significant efficiency advantages comparedwith the particle swarm optimiza-
tion algorithm. It has changed from minute level to millisecond level, and the crossing
number is 0, so the drawing quality is equivalent to that of manual work.

6 Conclusion

The automatic drawing of single line diagram is of great significance in today’s and
future distribution network systems, which can replace manual drawing, improve the
efficiency of drawing, and increase the accuracy of drawing. In this paper, mathematical
statistics and graph theory are combined to generate a single line diagram,which can play
their respective advantages and is easier to achieve the goal that needs to be achieved in
practice. Finally, a numerical example is used to complete the comparison of the graph
characteristics between the proposed algorithm and the particle swarm optimization
algorithm,which proves the superiority of themulti-objective decomposition into graphs
algorithm. It not only optimizes the effect of graphics rendering, but also broadens the
idea of research on mapping technology.

In the future, there will be a larger scale of power asset iot in the distribution net-
work. This kind of system with coupled software and hardware requires more robust
single-line diagram automatic generation technology. In addition, the emergence of new
elements such as wind power, solar energy, energy storage, and electric vehicle charging
stations will also have an impact on the automatic mapping technology of single-line
graphs. Therefore, continuous improvements should bemade to adapt to the increasingly
changing distribution network.
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Abstract. The flexible low-frequency AC transmission technology based on the
voltage source AC-to-AC converter makes large-scale networking easy, which can
enhance the line transmission capability with its flexible regulation and control
functions like power flow regulation, so it is a new transmission technologyworthy
of in-depth research. The fault characteristics of the flexible low-frequency trans-
mission system (LFTS) are affected by topological structure and control strategies,
possibly resulting in a problem of adaptability of conventional protectionmethods,
i.e. relay protection faces a serious challenge. This paper presents an analysis of
the basic structure and fault characteristics of the flexible LFTS based on the mod-
ular multilevel matrix converter (M3C). On this basis, the adaptability of the relay
protection technology to the flexible LFTS is summarized. To solve the problem
of adaptability inadequacy of some protection technologies, the research prospect
of key protection technologies adapting to the LFTS is made, such as fast ampli-
tude calculation method, sampling value differential protection and time-domain
distance protection.

Keywords: Low-frequency transmission · Fault characteristics · Protection
principle

1 Introduction

The low-frequency transmission technology utilizes the law of line impedance decreas-
ing pro ratawith the frequency so as to shorten the electrical distance of transmission lines
and improve transmission power through a reduction in transmission frequency, provided
that voltage class is not enhanced. The low-frequency transmission technology is a new
generation of low-frequency transmission technology of which the core component is
the flexible AC-to-AC converter based on fully-controlled power electronic devices and
the theoretical basis is pulse-width modulation (PWM), and it has greater technical and
economic advantages in typical scenarios (long-distance large capacity transmission,
offshore wind power transmission, island power grid interconnection, urban power grid,
etc.) than power frequency AC transmission technology and flexible DC transmission
technology [1].

At present, the flexible LFTS research focuses on the control strategies of AC-to-
AC converters, such as low-frequency system architecture andmodularmultilevelmatrix
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converter (M3C), while relatively little research is carried out for fault characteristics and
protection principle of the low-frequency system. The flexible LFTS consists of a large
number of power electronic devices and its structural characteristics and control methods
differ from those of conventional synchronous generator sets, so its fault characteristics
are significantly different from those of conventional AC grids. Relay protection is the
first “defense line” that ensures the safe operation of the low-frequency system, while
the analysis of fault characteristics is the basis for the research into relay protection, so it
is crucial that the fault analysis and relay protection of the flexible LFTS are researched.

This paper presents an analysis of the basic structure and fault characteristics of the
flexible LFTS based on the modular multilevel matrix converter (M3C); on this basis,
the adaptability of the relay protection technology to the flexible LFTS is summarized.
To solve the problem of adaptability inadequacy of some protection technologies, the
research prospect of key protection technologies adapting to the LFTS is made, such
as fast amplitude calculation method, sampling value differential protection and time-
domain distance protection.

2 Flexible Low-Frequency Transmission System

M3C combines the conventional matrix converter with the modular cascading mode to
realize AC-to-AC conversion, and its topological structure is shown in Fig. 1. For M3C,
full-bridge submodules are used to form multiple sets of cascaded multilevel converters
with the method of star connection, and each set of converters generates low-frequency
voltage through the star (neutral) point to convert 3 phase AC to single phase AC.

Fig. 1. Schematic diagram of typical M3C topology
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M3C uses the multilevel cascading technology which is the same as the modular
multilevel converter (MMC). With the direct AC-to-AC conversion without DC links,
M3C needs fewer bridge arms, submodules and switching devices than the AC-DC-
AC converter topology of back-to-back MMC, with better operation performance of
converters in the low-frequency system is better and lower costs, and it is particularly
suitable to the flexible low-frequency AC transmission system with a high voltage class
and a large capacity [2, 3].

The flexible low-frequency AC transmission technology can use M3C to form a
two-phase or three-phase AC transmission system and establish typical system topolo-
gies, such as single-ended topology and double-ended topology, with the aim to meet
the requirements of different scenarios [4, 5]. And, the single-ended system topology as
shown in Fig. 2a can be used for grind connection and transmission of low-frequency
power supplies, such aswindpower and solar power, and the grid-tie inverter on the power
supply side can directly output the low-frequencyAC electrical energy, so oneAC-to-AC
converter station is only required to be built at the power frequency point to realize the
large-capacity and long-distance transmission of electric energy. The double-ended sys-
tem topology as shown in Fig. 2b can realize the interconnection of asynchronous power
frequency grids to meet the requirements for cross-regional mutual aid of power flow.
The multi-ended system topology illustrated in Fig. 2c can realize the interconnection
and complementation of different types of power supplies, loads and stored energy.

3 Fault Characteristics of the Flexible Low-Frequency
Transmission System

Figure 3 illustrates the main circuit topology of the LFTS of the double-ended power
supply based on M3C. Power Supplies A and B are power frequency power supplies,
with a rated voltage of 220 kV, and Power Supply A is the sending-end power supply,
while Power Supply B is the receiving-end power supply; power frequency electricity
flows through a power-frequency Yg/� transformer to reduce the voltage from 220 kV
to 60 kV. After flowing through the M3C, it becomes a 20 Hz low-frequency 60kV
alternating current. Then the current flows through a low-frequency �/Yg transformer
to raise the voltage from 60 kV to 220 kV. On the low-frequency side, the receiving end
is connected with the sending end through lines.

3.1 Single-Phase Short-Circuit Faults at the Neutral Point of the Low-Frequency
Transmission Line

If a Phase A to ground fault occurs at Neutral Point F1 of the low-frequency transmission
line of the system illustrated in Fig. 4, the currents on both ends of the line are separately
shown in Fig. 3, and Phase A current increases after the 0.04s fault occurs, but due to
the control strategy of power electronic devices in M3C, the fault current amplitude is
limited to the status similar to the load current before the fault in a short time, which is
reflected in weak feeding characteristics.

Figure 5 shows the magnitude-phase characteristics of Phase A current on both ends
of the line 20 ms after the occurrence of a Phase A to ground fault at F1. After the fault
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Fig. 2. Typical low-frequency AC transmission system structure

Fig. 3. Typical LFTS topology

happens, the receiving-end power remains basically unchanged, the receiving-end fault
current is basically similar to the load current, and the phase angle difference between
Phase A currents on both ends is 145°, which shows relatively distinct ride-through
characteristics, and the phase angle difference is significantly different from the phase-
angle relationship of the currents on both sides when an internal metal fault occurs in
the conventional power frequency line.
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Fig. 4. Current waveforms on both sides of the line before and after the occurrence of a fault at
F1

Fig. 5. Phase-angle relationship of the currents on both sides after the occurrence of a fault at F1

3.2 Single-Phase Short-Circuit Faults on the Low-Frequency Low-Voltage Side
of the Sending-End Power Supply

Figure 6 shows the aliasing of 50 Hz and 20 Hz of voltage to ground on the power
frequency low-voltage side after a fault occurs at F2 on the low-frequency low-voltage
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side of the sending-end power supply. If a fault occurs on the power frequency low-
voltage side, the aliasing of voltage to ground also happens on the low-frequency low-
voltage side.

Fig. 6. Current waveforms of voltage to ground on the power frequency low-voltage side before
and after the occurrence of a fault

3.3 Single-Phase Grounding Faults on the Low-Frequency Main Transformer
Network Side

The fault point setting of the low-frequency system is shown in Fig. 7. Figure 8 shows
the differential current on both sides of a fault phase and the second harmonic content
of differential current of a fault phase if a permanent BC phase-to-phase short circuit
fault occurs at F3 on the simulation low-frequency main transformer (main transformer
for short). The current waveform distortion of differential current is obvious and the
second harmonic content of differential current is significantly higher than the blocking
setting value of magnetizing inrush current within Period 1 after the occurrence of a
fault; after Period 1, the second harmonic content is still about 40%; the waveform
enters the steady state about 100 ms after the occurrence of the fault, and in this case,
the differential current drops to 0.7 p.u (which is subject to the rated secondary current
of the transformer) and the second harmonic content of differential current decreases to
20% or below.
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Fig. 7. Single-phase grounding fault point setting on the low-frequencymain transformer network
side

Fig. 8. Differential current and second harmonic case of single-phase ground fault on the net side
of low-frequency main transformer

3.4 Summary

To sum up, when a fault occurs in the low-frequency transmission area, the fault
characteristics are mainly reflected as follows.
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Limit of current amplitude: The fault current amplitude is limited due to the
requirements for the safety of M3C devices, which is reflected in weak feeding
characteristics.

Current ride-through characteristics: In case of a fault, the control objective of
the LFTS is to maintain the original power transmission, and the fault current shows
significant ride-through characteristics.

Waveform distortion of voltage to ground: If a grounding short-circuit fault occurs
on either side of the M3C converter valve, the aliasing of 50 Hz and 20 Hz of voltage to
ground will occur on the other side.

High second harmonic content of differential current of a transformer fault phase:
When the LFTS is in the transient state, the capacitor voltage on the bridge arm DC side
will show a significant disturbance [6, 7]. The fluctuation in the capacitor voltage on the
DC sidewill further cause the inclusion of other components of non-20Hz frequencies in
the output voltage in addition to normal 20 Hz low frequency, so that the input current on
the M3C low-frequency side contains the corresponding harmonic current components.

4 Analysis of the Adaptability of Relay Protection of the Flexible
Low-Frequency Transmission System

4.1 Analysis of the Adaptability of Differential Protection

Differential protection is based on Kirchhoff’s laws, i.e. calculate and compare the
effective values of action current and braking current of the line to different internal
faults from external faults. İm and İn denote the currents measured on both ends of the
line, respectively. Iqd1 and Iqd2 denote the starting currents of a differential relay; Kr1
and Kr2 denotes the ratio braking coefficients.

The action current of steady-state differential protection is generally expressed as:

Id = ∣
∣İm + İn

∣
∣ (1)

The braking current of steady-state differential protection is generally expressed as:

Ir = ∣
∣İm − İn

∣
∣ (2)

The ratio braking properties of a current differential relay of steady-state differential
protection current are generally as follows:

Id ≥ Iqd1
Id ≥ Kr1Ir (3)

The action current of variable differential protection is generally expressed as:

�Id = ∣
∣�İm + � İn

∣
∣ (4)

The braking current of variable differential protection is generally expressed as:

�Ir = ∣
∣�İm

∣
∣ +

∣
∣
∣
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n

∣
∣
∣ (5)
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The ratio braking properties of a current differential relay of steady-state differential
protection current are generally as follows:

Id ≥ Iqd1
�Id ≥ Kr2�Ir (6)

Figure 9 shows the amplitudes of differential current and braking current of Phase A
steady-state differential protection after the Phase A grounding fault occurs in 40ms at
Neutral Point F1 of the low-frequency transmission line (as shown in Fig. 3). Figure 10
shows the amplitudes of differential current and braking current of Phase A variable
differential protection after the Phase A grounding fault occurs at 40ms at Neutral Point
F1 of the low-frequency transmission line (as shown inFig. 3).As regards the steady-state
differential protection, the differential current during the fault is far less than the braking
current, which cannot meet the requirements for differential protection sensitivity of
conventional lines. The variable differential protection shows the characteristics of fault
components after the removal of steady-state load current and still has relatively high
sensitivity.

Fig. 9. Differential current and braking current of the steady-state differential protection

4.2 Analysis of the Adaptability of Distance Protection

The action equations of phase-comparison distance protection are as follows:

90◦ < arg
U̇OP

U̇P
< 270◦ (7)
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Fig. 10. Differential current and braking current of the variable differential protection

The polarization voltage U̇P is the positive sequence voltage at the protection
installation:

U̇P = U̇1 (8)

For phase-to-phase protection, the working voltage is:

U̇OPϕϕ = U̇ϕϕ − İϕϕ × Zset (9)

For grounding protection, the working voltage is:

U̇OPϕ = U̇ϕ − (

İϕ + K × 3İ0
) × Zset (10)

In the above-mentioned equations, ϕ represents A, B and C.
In the working voltage equation, U̇ϕ denotes the measured voltage of a relay,

İϕ denotes the measured current, Zset denotes the set impedance, İ0 denotes the
zero-sequence current, and K denotes the compensation factor of zero-sequence current.

As the polarization voltage is used as the reference phasor of phase comparison, the
phase shall remain unchanged before and after the occurrence of various faults, and if
a single-phase grounding fault occurs in the low-frequency line area, the polarization
reference voltage angle may change abruptly, making the phase-comparison distance
protection inapplicable. Figure 11 shows the angle difference between working voltage
and polarization voltage after the Phase A grounding fault occurs in 40ms at Neutral
Point F1 of the low-frequency transmission line (as shown in Fig. 3).

4.3 Analysis of the Adaptability of Transformer Protection

In case of a fault, the differential protection of a low-frequencymain transformer encoun-
ters the following problems: small differential current and high second harmonic content.
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Fig. 11. Polarization voltage angle of single-phase grounding faults in the low-frequency line
area

The second harmonic content of the differential current is still higher than the blocking
setting value of magnetizing inrush current after Period 1 of the occurrence of the fault,
and the magnetizing inrush current criterion cannot be opened.

The failure to open the magnetizing inrush current criterion quickly after an internal
fault occurs causes differential protection still to be blocked, the speed of action is
relatively slow, and the specification requirements cannot be met.

If a multi-phase evolving fault occurs in the low-frequency main transformer area,
for example, a Phase A grounding fault lasts for 20 ms and then a Phase B grounding
fault occurs, and the fault current changes multiple times in a short time; In the turning
angle calculation process of transformer differential protection, angular difference and
zero-sequence component are required to be eliminated, causing the coupling of elec-
trical features of various phases and further aggravating the degree of distortion of the
differential current waveform. The above-mentioned factors will slow down the opening
speed of magnetizing inrush current criterion and even cause the failure to open the
criterion, and differential protection carries the risk of failure to operate.
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5 Research Prospect of Protection Technologies Suitable
for the Flexible Low-Frequency Transmission System

5.1 Fast Amplitude Calculation Method

If the conventional amplitude algorithm is still used at theworking frequencyof 20Hz, the
sampling data window will change from 20 ms to 50 ms, which will seriously affect the
speed of protection action. To solve this problem, the fast amplitude calculation method
suitable for the LFTS needs to be researched. At present, the research into the fast ampli-
tude calculation method is mainly split into two categories: Category I research is aimed
at improving the full-cycle Fourier algorithm. The short data window and variable data
window Fourier algorithms were separately used in refs. [8] and [9] to accelerate the
rate of convergence of algorithms. Reference [10] reduced the computation load of algo-
rithms through a reduction in the order of Fourier algorithms. Reference [11] put forward
the Fourier algorithm for adaptive windows. The data window length of this algorithm
can change with the length of jump signals to reduce the computation time of the Fourier
algorithm. The aforesaid algorithms improve the speed of protection, but the accuracy
of computation will be reduced [12]. Category II research refers to the methods based
on the periodic signal model, mainly including method of least squares, Kalman Filter
method, wavelet transform method, improved recursive least-squares method based on
the method of least squares, and adaptive least-squares method, and these algorithms
are characterized by relatively high speed and accuracy and are expected to be further
researched and applied to the LFTS.

5.2 Sampling Value Differential Protection Based on Low-Frequency
Transmission

When steady-state differential protection is applied to the LFTS, its sensitivity is rela-
tively low, and when variable differential protection is applied to the LFTS, the effect of
protection will be better, but it can be used for quick protection only, i.e. its application is
limited to some extent. Sampling value differential protection is based on the sampling
value at each sampling time to distinguish actions. This differential protection is less
affected by bad data points and has a relatively short data window, which offers some
advantages in terms of reliability and speed.

Reference [13] considered a variety of problems faced by the LFTS relay protection
combined with the fault characteristics in the typical low-frequency transmission line
area and set different sampling value differential criteria for the fault characteristics of
the LFTS to improve the speed and reliability of protection. However, the effect of their
application in practical engineering is to be further verified. Reference [14] discussed the
differences between sampling value differential protection and instantaneous value dif-
ferential protection and presented the methods for selecting key parameters of sampling
value differential protection in different application objects; Reference [15] analyzed
initial phase of sampling, selection of data window length, relationship between setting
threshold and number of repeated judgments, and their influence on the performance of
protective actions; Reference [16] discussed a trip boundary variation region existing
in sampling value differential protection and analyzed the speed suitable for the outlet
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of sampling value differential protection. The above-mentioned research contents are
mainly used in the power frequency transmission system, which is of some reference
value to the research into the sampling value differential protection of the LFTS.

5.3 New Principle of Time-Domain Distance Line Protection

For the polarization voltage used in a phase-comparison distance relay, the polarization
voltage angle may change abruptly where some types of faults occur inside and outside
the line area, making this protection method unsuitable for LFTS protection. To adapt
to fault characteristics of the LFTS, such as weak feeding, high harmonic content, and
frequency deviation, the relevant scholars put forward the distance protection principle
based on the time domain model identification concept.

At present, some research has been conducted into the time-domain distance pro-
tection principle for power frequency transmission lines. Reference [17] analyzed the
impact of the frequency deviation of wind farm fault current on the power frequency
distance protection and pointed out that the method of using the time domain method
to solve a differential equation, which was based on the lumped parameter model of
the line, was not affected by the characteristics of frequency deviation in principle.
Reference [18] presented an algorithm for solving the differential equation for the iter-
ative computation of fault distance based on the digital low-pass filtering and fault
point voltage reconstruction, so as to solve the problem of a large error in the power
frequency impedance calculation. Reference [19] corrected the boundary of distance
protection based on the error in the lumped parameter model of the line and presented
a time-domain distance protection scheme for resistance to transient over-reach, with
the aim to solve the following problems: the long-distance transmission line was greatly
affected by the transient process caused by distributed capacitance and it was prone
to transient over-reach of Distance Protection Section I. Reference [20] combined the
zero-sequence fault component network with the time-domain full-component network
to improve the original time-domain distance protection and enhance the capability of
the original time-domain distance protection to resist transition resistance. Reference
[21] presented a time-domain distance protection algorithm that could identify the fault
direction quickly in case of a zero voltage fault through the analysis of transient volt-
age caused by a doubly-fed induction generator fault and based on the coefficient of
variation between the memory voltage drop and the actual voltage drop under different
fault conditions with a view to solving the problem that the conventional time-domain
differential equation algorithm is difficult to correctly identify the direction of fault at
the outlet of the outgoing line of a wind farm.

The accuracy of computation of the above-mentioned time-domain distance protec-
tion schemes is theoretically not affected by the characteristics of weak feeding of fault
current and frequency deviation, so these schemes can be better used to protect trans-
mission lines. However, there has been scarcely any research into the relevant principles
of time-domain distance protection of low-frequency transmission lines, and further
research will be required in the future.
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5.4 New Principle of Low-Frequency Transformer Protection Based
on Parameter Identification

As the main protection of power transformers, current differential protection reflects
an increase in the differential current and operates in case of tripping. To deal with the
problems encountered by the differential protection of low-frequency main transform-
ers, such as small differential current, high second harmonic content, and relatively slow
speed of differential protection actions caused by the failure to quickly open the mag-
netizing inrush current criterion after a fault occurs, Chinese and foreign experts and
scholars have put forward a range of new transformer protection principles based on
equivalent models or parameter variations in order for the performance of power trans-
former protection to be further improved. The transformer protection based on parameter
identification is mainly divided into the transformer protection principle based on the
equivalence circuit principle [22, 23] and the transformer protection principle based on
the equivalent instantaneous inductance [24–27].

Reference [22] presented a new magnetizing inrush identification algorithm based
on the distribution characteristics of normalized equivalent instantaneous inductance
to normalize the equivalent instantaneous inductance and make the selection of fixed
values for criterion more universal, which was irrelevant to the specific parameter and
type of transformers; Reference [23] presented a method that divided the saturated and
unsaturated areas of a transformer by differential current and distinguished magnetiz-
ing inrush current from short-circuit fault according to the ratio of average equivalent
instantaneous inductance in these two areas by using the capability of the instantaneous
excitation inductance of a transformer to reflect its degree of saturation; Reference [24]
improved the identification method of magnetizing inrush current based on the excita-
tion inductance parameter identification so that this principle could not only be used for
single-phase transformers but also for a three-phase transformer (outside the winding)
connected with a current transformer on � wiring side; Reference [25] presented a new
transformer protection principle based on the combined impedance of fault components
with a view to utilizing the amplitude criterion and direction criterion for the combined
impedance of fault components to correctly identify internal faults; Reference [26] uti-
lized the input side data 5ms after the no-load running of a transformer to conduct the
parameter identification for the equivalent instantaneous inductance of the transformer,
so as to judge whether a fault occurred in the transformer which ran with no load;
Reference [27] used the method of least squares to calculate the equivalent excitation
inductance within 2 ms, used different numerical features of the equivalent excitation
inductance in case of normal operation, core saturation and an internal fault to develop
protection schemes, and presented a master scheme for fast transformer protection based
on excitation inductance.

Given that the transformer protection schemes based on parameter identification are
not influenced by the fault characteristics like small differential current and high second
harmonic content of fault current, they can be better used for transformer protection.
Nevertheless, the research into the relevant principles of low-frequency transformer
protection based on parameter identification is still in its infancy now, so further research
will be required in the future.
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6 Practice of Flexible Low-Frequency Transmission Projects

6.1 Hangzhou 220 kV Zhongbu-Tingshan Flexible Low-Frequency Transmission
Demonstration Project

On May 7, 2021, the 220 kV Zhongbu-Tingshan Flexible Low-frequency Transmission
Demonstration Project of State Grid Zhejiang Hangzhou Power Supply Company was
officially launched. In this Project, one frequency converter station would be separately
built in the 220 kV Zhongbu Substation and the 220 kV Tingshan Substation, each with
the capacity of 300MW/20Hz and the voltage class of 220 kV. Low-frequency transmis-
sion could be realized through the Tingshan-Zhongbu Line, which would interconnect
two major load centers in Fuyang and the south part of Xiaoshan to meet the demand
for load growth of Fuyang and effectively relieve the power supply pressure of Fuyang.
Figure 12 is the schematic diagram of the system structure of this Project.

Fig. 12. Schematic diagram of the structure of Hangzhou low-frequency transmission project

6.2 Taizhou 35 kV Flexible Low-Frequency Transmission Demonstration Project

On June 16, 2022, the Taizhou 35 kV Flexible Low-frequency Transmission Demonstra-
tion Project was put into operation in Taizhou, Zhejiang. In the Taizhou 35 kV Flexible
Low-frequency Transmission Demonstration Project, 20 Hz low-frequency transmis-
sion is used, and a 35 kV frequency conversion station was built in Taizhou 35 kV
Saltworks Substation to realize the grid-connected transmission of electrical energy
from two 1.1 MW low-frequency wind turbines on the Dachen Islands through the new
Saltworks-Dachen submarine cable line. The system architecture is shown in Fig. 13.

6.3 Yancheng Dafeng Test and Verification Platform for the Low-Frequency
Transmission of Offshore Wind Power

Electric Power Research Institute, State Grid Jiangsu Electric Power Co., Ltd. Has
cooperated with domestic wind power generation equipment manufacturers and oper-
ators in the joint construction of a test and verification platform for the low-frequency
transmission of offshore wind power in Dafeng District, Yancheng City. This platform
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Fig. 13. Zhejiang Taizhou low-frequency transmission demonstration project

includes a 4.5 MW low-frequency wind turbine generator set. It can output 16.7 Hz
low-frequency electric energy, pressure is raised to 35 kV with a low-frequency trans-
former, electric energy is transmitted via the submarine transmission cable line, and
finally the low-frequency electric energy is converted into the power frequency via the
low-frequency converter (M3C) and then fed into the 35 kV power frequency grid. The
system architecture is shown in Fig. 14.

Fig. 14. Yancheng Dafeng test and verification platform for the low-frequency transmission

The aforesaid engineering cases focus mainly on the technical verification of flexible
low-frequency transmission from the offshore wind farm. The scale of wind power is
relatively small, with voltage classes of 220 kV and below, so there is still a wide gap
between it and the low-frequency high-voltage transmission from the future medium
and long-distance 1,000,000 kW-class offshore wind farms. Furthermore, various types
of protection in the existing engineering cases are mainly based on the existing relay
protection principles, and the existing power frequency protection devices are used for
adaptability improvement, and whether or not they are still applicable to those low-
frequency transmission systems for offshore wind power with a large scale remains to
be further researched.

7 Conclusions

In recent years, flexible low-frequency AC transmission technology has garnered
widespread attention from the academic world and the industrial world. A large num-
ber of technical and economic analyses, control strategy development and experimental
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prototype research have been conducted for the application of this technology to typical
scenarios, and the flexible low-frequency transmission demonstration projects have been
successively built in Hangzhou, Taizhou, etc. in Zhenjiang Province. It is believed that
the advantages of flexible low-frequency AC transmission technology will be increasing
as the system structure is perfected, the relay protection technology is improved and
control strategies are optimized, and flexible low-frequency AC transmission is bound
to develop at a breakneck pace in the application fields of long-distance large-capacity
power transmission, offshore wind power transmission, urban power grid and other
typical scenarios.

This paper presents an analysis of the basic structure and fault characteristics of the
flexible LFTS based on the modular multilevel matrix converter (M3C); on this basis,
the adaptability of the relay protection technology to the flexible LFTS is analyzed, and
the research prospect of key protection technologies adapting to the LFTS is carried out
to reach conclusions as follows:

A. TheM3Ccan be used to construct the flexible low-frequencyAC transmission system
with a three-phase topology, with the aim to establish single-ended and multi-ended
flexible low-frequency AC transmission grids, increase the flexible control capability
of grids andmeet the requirements for the development of new electric power systems
in the future.

B. Affected byM3C control strategies of the flexible LFTS and other factors, the follow-
ing fault characteristics different from those of conventional grids occur if the low-
frequency system fails, including limited current amplitude, occurrence of current
ride-through characteristics, waveform distortion of voltage to ground, and higher
second harmonic content of transformer differential current.

C. For the fault characteristics of the flexible LFTS, the adaptability of the relay pro-
tection technology to the flexible LFTS is analyzed to draw the following conclu-
sions: the sensitivity of steady-state differential protection is inadequate, the sensi-
tivity of variable differential protection is still relatively high, distance protection is
not applicable any more, and the speed of transformer differential protection is not
sufficient.

D. To improve the relay protection technology for flexible low-frequency AC transmis-
sion, in-depth research into key protection technologies adapting to the LFTS shall
be conducted, such as fast amplitude calculation method, sampling value differential
protection and time-domain distance protection.
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Abstract. The proposed work presents a coordinated robust supplementary con-
trol scheme for the static synchronous compensator (STATCOM) and wind farm
(WNF) to stabilize the multi-machine power network by simultaneously modu-
lating the reactive power of STATCOM and WNF via d-axis control loops. The
control scheme is solved based on a linearmatrix inequality (LMI) frameworkwith
multi-objective mixed-H2/H∞ output feedback structure, followed by ensuring
the predefined damping level of low-frequency modes (LFMs). Furthermore, the
design strategy also takes into account multiple input and output channel commu-
nication delays. Eigenvalue analysis confirms the significant enhancement in the
damping ratio of the dominant mode using the proposed strategy. Finally, time-
domain simulations, subject to typical disturbances and uncertainties caused by
wind speed and time delays, are used to validate the effectiveness of the strategy.

Keywords: Oscillation damping · Robust H2/H∞ control · Wind farm ·
STATCOM

1 Introduction

Recently, the production ofwind energy has becomeone of the potential energy resources
having rapid growth potential. However, because of their distinct dynamic behavior from
conventional generation and variable power outputs, large-scale penetration of WNFs
with the utility grid poses significant issues [1]. The study reported in Ref. [2] showed
that the impact on LFMs is negative with the growing penetration of these renewables,
considerably degrading the system’s small-signal and transient stability performance.
Subsequently, inadequate damping of LFMs decreases the power transfer capability of
the transmission lines connecting remote areas, resulting in significant power fluctua-
tions and rotor speed variations for the system undergoing dynamic perturbations [3].
Therefore, owing to the uncertainty caused by intermittent wind power and various dis-
turbances, designing robust controllers is essential to maintain the system’s adequate
damping level [1, 4, 5].

In this respect, the implementation of a H∞ controller is examined to damp LFMs,
designed by simultaneously modulating the dc-link voltage, rotor speed, and the pitch
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angle of the permanent magnet synchronous generator (PMSG) [6]. However, the
detailed dynamic model of the SGs is not considered. The exploitation of a doubly
fed induction generator (DFIG) to alleviate LFMs via LMI-based centralized robust
mixed-sensitivity H∞ method, considering communication delays, is proposed in Ref.
[7].Alternatively, flexible ac transmission system (FACTS) devices can also be employed
to accomplish oscillation damping. In this regard, a robust controller is synthesized via
a fixed-order loop shaping methodology for the static var compensator (SVC) to stabi-
lize LFMs subject to different uncertainties in a DFIG-based power system [8]. Besides
SVCs, STATCOMs have also been widely used for stability enhancement of wind power
system by resolving various stability issues including damping of LFMs, and are pre-
ferred over SVCs because of their versatile features [9]. Previously, the application of
a power oscillation damping (POD) controller for the STATCOM, designed using the
phase compensation strategy, is validated for the power system integrated with WNFs
[10]. Furthermore, a few authors have also confirmed the efficacy of decentralized POD
controllers based on an artificial intelligent (AI) scheme [11] and a heuristic optimization
approach [12]. Nevertheless, AI-based model training and tuning controller parameters
using heuristic optimization require considerable computational time. Moreover, a non-
linear STATCOM control using the zero-dynamics approach has been discussed in Ref.
[13].

Motivated by the above-mentioned studies, the proposed work also aims at stabiliz-
ing the LFMs of the power system integratedwith the STATCOMand a large-scaleWNF.
To provide robustness against various power system disturbances and uncertainties due
to the intermittent nature of wind speed and time delays of the wide-area communica-
tion channels, this paper presents supplementary robust damping control of STATCOM
andWNF by coordinatively modulating their reactive power control loops using mixed-
H2/H∞ control framework [14], followed by ensuring a predefined damping level via
LMI-based regional pole placement constraint. In this manner, the design configura-
tion simultaneously considers multiple objectives such as output disturbance rejection,
control effort minimizing, and guaranteeing robustness against uncertainties.

2 System Modeling

The entire power system is modeled by representing the dynamics of the synchronous
generator (SG), STATCOM, and a wind turbine system. The sixth-order sub-transient
model constitutes the dynamic model of each SG in the power network, followed by
employing the fast static exciters (IEEE ST1A) for all SGs [15].

2.1 STATCOM Model

STATCOMis aVSC-basedFACTSdevice, placed in the power networkmainly to deliver
dynamic reactive power by generating balanced three-phase AC voltages at the system’s
frequency with controllable magnitude and phase angle. The injection or absorption of
the reactive power from the power network depends upon the magnitude of the STAT-
COMvoltage (Vst) relative to the network voltage (Vpcc) i.e. the voltage at the bus where
STATCOM is connected. If Vst > Vpcc, STATCOM injects reactive power into the AC
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system, whereas it draws reactive power from the network when Vst < Vpcc. . Besides,
it only consumes a little amount of real power to meet the converter’s losses. The basic
configuration of the STATCOM consists of a DC-link, a VSC (DC to AC), and a grid
coupling filter, analogous to the grid-side converter (GSC) of the WNF [9]. By employ-
ing a decoupled cascaded-PI control structure (as shown in Fig. 1), STATCOM ensures
DC-link voltage (vdc) stability with the q-axis control and provides desired amount of
reactive power (Qgref ) compensation or directly regulates the bus voltage through the
d-axis control [16]. The d-q reference frame-based dynamic model of the STATCOM,
aligning the q-axis with the grid voltage, is stated below [17]:
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Fig. 1. dq-axis control of STATCOM or GSC of PMSG.

Lg
ωel

diqg
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= −Rgiqg + ωsLgidg + vqg − vqs

Lg
ωel

didg
dt

= −Rgidg − ωsLgiqg + vdg − vds (1)

where vdg, vqg , idg , and iqg stand for d-q axis voltages and currents of the STATCOM,
vds and vqs denote d-q axis components of network voltage, Rg and Lg indicate the
resistance and inductance of the grid-side filter, ωel is the system base speed, and ωs is
the synchronous speed. Considering the lossless converter, the DC-link dynamic model
can be expressed as:

Cdcv̇dc = 1

vdc

(
vqsiqg + vdsidg

)
(2)

and Qg = vqsidg − vdsiqg . The variables Cdc and vdc represent DC-link capacitance and
voltage, respectively.

2.2 PMSG Model

TheWNF in the proposed study is modeled as an aggregated PMSG, which includes the
dynamics of the turbine, generator, machine side converter (MSC), DC-link capacitor,
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and the GSC with a filter [18]. The following equations define the d-q dynamic model
of the PMSG [18, 19]:

dψq

dt
= Rpipq − ωprψd + vpq

dψd

dt
= Rpipd + ωprψq + vpd (3)

with

ψd = −Ld ipd + φm and ψq = −Lqipq

whereRp is the stator resistance,ωpr is the generator speed, andψd ,ψq, vpd , vpq, ipd , and
ipq are the d-q axis components of the generator flux linkage, stator voltage, and current,
respectively. The control structure of the GSC is identical to STATCOM (see Fig. 1)
except that the PMSG also injects active power into the grid by maintaining the DC-link
voltage. The PMSG and STATCOM provide dynamic reactive power compensation by
modulating the d-axis control loops via a supplementary damping control signal (�Qg).
In this respect, the objective of the proposed study is to synthesize a robust damping
controller.

2.3 Time Delay Approximation

Thepresentedwork adopts a centralized orwide-area control architecture,which requires
communication links for receiving remote feedback signals and transmitting control
signals to distant locations. Therefore, communication delay must be considered during
the controller’s design stage for effective performance against time delays resulting
during this remote signal transmission. In the presented work, the time delay (Td ) in
both the input (e−sTin) and output channels (e−sTout ) are compensated using the first-order
Padé approximation, as illustrated in Fig. 2, which is given as follows:

e−sTd ≈ − 1
2 sTd + 1

1
2 sTd + 1

(4)

3 Robust Mixed-H2/H∞ Control Framework for Pole Placement

The linearized model of the power system can be characterized by the following state
space structure:

�ẋ = A�x + B�u

�y = C�x + D�u (5)

�x =
[
�xTSG �xTSTATCOM �xTPMSG

]T
,�u = [

�Qstatcom �Qpmsg
]T
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Fig. 2. Multi-objective H2/H∞ robust control framework

where x is the state variables, u is a vector of control signals injected into the STATCOM
and PMSGvia the damping controller, and y denotes the feedback signal of the controller
(measured output of the system). Similarly, the structure of the proposed dynamic output
feedback controller u = Kry can be denoted by the following state-space system:

ẋk = Akxk + Bky

u = Ckxk (6)

In general, different types of disturbances in the power system such as fluctuating
wind speed, exciter’s action during faults, and variations in generation and load can
trigger LFMs in the power system [7]. Therefore, to achieve robust stability under such
conditions, the proposed work adopts the multi-objective robust control approach using
mixed-H2/H∞ synthesis with pole placement constraint. The fundamental presentation
of the control framework (multi-objective) is depicted in Fig. 2 and the associated state-
space formation of the augmented linear time-invariant (LTI) system is described as
follows [14]:

ẋ = Aix + B1iw + B2iu

z∞ = C∞ix + D∞1iw + D∞2iu

z2 = C2ix + D22iu

y = Cyix + Dy1iw + Dy2iu (7)

where w denotes external disturbances (e.g., wind speed fluctuations, load variations,
etc.) and z implies regulated outputs. The H∞ performance, which indicates the maxi-
mum gain over the complete frequency range, is ensured through z∞ output channels.
On the other hand, theH2 norm indicating the overall energy of the system’s input/output
behavior is associated with H2 output channel [14, 15]. The H∞ performance channel
assures the objectives of disturbance rejection and provides robustness against uncer-
tainties with appropriate selection of weighting functions (i.e.,W1(s) andW2(s) to be a
low-pass and high-pass filter, respectively) to penalize the output channels. Besides, H2
channel infers optimizing the control effort via a high-pass filter based on the weighting
function W3(s) [15]. In addition, adequate damping performance and better transient
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response of the power system can be achieved by placing the closed-loop poles inside
a specific left-half s-plane, typically characterized as a conic sector by ensuring the
damping ratio ζ = cos(θ/2).

Let (Acl,i,Bcl,i,Ccl∞,i,Dcl∞,i,Ccl2,i,Dcl2,i) denote the closed-loop state-space sys-
tem. Then, by representing the transfer function from w to z∞ and z2, respectively by
Tz∞w and Tz2w and considering positive symmetric matrices X∞ > 0, X2 > 0, Q > 0,
and XD > 0, the multi-objective control involves designing a robust feedback controller
u = Kry by solving the following optimization problem:

Min
(
‖Tz∞w‖2∞ + ‖Tz2w‖22

)
(8)
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Table 1. Eigenvalues and damping ratios of inter-area mode

Scenario Eigenvalue Damping (%)

Without WNF (open loop) −0.1717 ± 3.9707i 4.32

With WNF (open loop) −0.1401 ± 3.4832i 4.02

With robust controller −0.8043 ± 3.5724i 21.96

4 Case Study

4.1 System Study

The complete structure of the test systemunder study is depicted inFig. 3 [20].A200MW
wind farm is integrated with the two-area power network at bus 7 via a 10 km line. A
± 100 MVAR voltage source converter (VSC) based STATCOM is also installed at bus
7 for stability enhancement purposes. The parameters of the STATCOM and PMSG are
referred to [17, 18], respectively.

4.2 Eigenvalue Analysis

The nonlinear model of the studied two-area system with STATCOM and WNF is built
using MATLAB/Simulink. After linearization, the most critical mode with the least
damping is then identified by conducting the eigenvalue analysis. The two-area test
system contains two local modes, corresponding to each area, and one weakly damped
inter-area oscillatory mode. Local modes are adequately damped by the typical power
system stabilizers. Hence, the focus of this study is on the inter-area mode. The eigenval-
ues associated with the inter-area mode are listed in Table 1, which shows the reduction
in the damping level of mode in the presence of a wind farm. Since the WNF is installed
in Area 1 to accommodate the increased load demand in Area 2, a larger amount of
the power is transferred through the tie-lines which deteriorates the inter-area mode.
As a result, it is required to design a controller to enhance the damping of the critical
mode in order to avoid the large oscillation in the system’s parameters during transient
conditions.

4.3 Controller Design

The initial step in the controller design process is the selection of the most appropriate
input feedback signal. Based on the geometric observability measure (GOM) of the
various signals such as rotor angles, line currents, and active power flows, the rotor
angle (δ1) of G1 shows a higher GOM value and is thus selected as a feedback signal
[4]. For pole placement constraints, the LMI region is formulated by selecting a conic
sector based on the required damping ratio. For a 20% damping ratio, the inner angle is
specified as θ = 2 cos(0.20)−1 = 2.7388 rad by using MATLAB command ‘lmireg’. To
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Fig. 4. Eigenvalue plot

synthesize mixed-H2/H∞ controller, the function ‘hinfmix’ of LMI Toolbox is applied
[15]. The transfer function of the designed reduced order controller is given as follows:

Kr (PMSG) = 12.85s4 + 43.74s3 − 449.1s2 − 23202s − 1469

s5 + 81.62s4 + 589.6s3 + 5069s2 + 15940s + 745.2

Kr (STATCOM) = 73.72s4 + 1482s3 − 4094s2 − 61654s − 8686

s5+81.62s4+589.6s3 + 5069s2 + 15940s + 745.2

The damping characteristic of the designed controller is first examined by eigenvalue
analysis. From Table 1 and the complex eigenvalue plot shown in Fig. 4, it is established
the robust controller significantly improves the damping ratio of the critical inter-area
mode by guaranteeing the specified damping constraint (pole placement region). Lastly,
the eigenvalue results are confirmed by performing non-linear time-domain simulations.

4.4 Simulation Results

The dynamic response of the system is obtained by applying a self-clearing three-phase
fault on bus 8 for 100 ms duration at t = 1 s. From Fig. 5a–d, it is demonstrated that the
system experiences large oscillations lasting over 20 s in the absence of any controller.
However, the robust H2/H∞ controller delivers significant damping performance and
rapidly mitigates the oscillation within 8 s. The dynamic reactive power compensations,
provided by the STATCOM and PMSG, are shown in Fig. 5e, f. The STATCOM deliv-
ers 0.5 pu of reactive power (QSTAT ) at steady-state, with the remaining capacity being
utilized for transient conditions; where PMSG’s reactive power is limited to a maximum
of ± 0.62 pu (QPMSG) only during disturbances, assuming that the maximum active
power supply is 190 MW. Moreover, the intended work focuses on designing a robust
controller by simultaneously regulating the QSTAT and QPMSG; therefore, to emphasize
the significance of the proposed scheme, the effectiveness of the coordinated modu-
lation is compared with the uncoordinated approach, accomplished via independently
regulating the QSTAT and QPMSG. Nevertheless, the comparative responses in Fig. 5e,
f, evidently show that the coordinated control produces reactive power compensation
more efficiently, thereby requiring less control effort.
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(a) Relative rotor angle (G1-G3) (b) Speed deviations (G2-G3)

(c) Active power flow (Bus 7 – Bus 8) (d) Active power flow (Bus 9 – Bus 10)

(e) STATCOM-Injected reactive power (pu) (f) PMSG’s compensated reactive power (pu)

Fig. 5. Simulation results for three-phase fault scenario

To confirm the efficiency of the controller at different wind speed and disturbance
scenario, initially, it is assumed that the WNF is operating at 50% of its rated capacity.
Then, at t = 1 s, a sudden load shedding occurs on bus 9 causing 200 MW of permanent
load tripping for the remaining simulation interval. The dynamic simulation results,
illustrated inFig. 6a–d, noticeably show the robust dampingperformanceof the controller
and settling of the system variables to a new operating point.

Performance Assessment for Time Delays
Lastly, the effectiveness of the controller is validated for wide-area communication
delays. The first-order Padé approximation is used to account for a fixed time delay (both
in input and output channels) of 150 ms at the controller’s design stage. This particular
delay value is considered in view of optical fiber based communication links, for which
time delay might be in the 100–150 ms range [21]. The transient results, depicted in
Fig. 7, corroborate the superior damping performance of the controller designed by
considering time delay.
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(a) Relative rotor angle (G1-G3) (b) Relative rotor angle (G2-G4)

(c) Speed deviations (G1-G3) (d) Active power flow (Bus 7 – Bus 8)

Fig. 6. Simulation results for load-tripping fault

(a) Re la tive  rotor angle  (150 ms time delay) (b) Rela tive  rotor angle  (250 ms  time delay)

Fig. 7. Controller’s performance under time delay

5 Conclusion

This article has discussed the stability enhancement of the multi-machine power system
connectedwith aWNF.A supplementary robust coordinated controller for the PMSGand
STATCOM, synthesized via mixed-H2/H∞ control in the LMI framework is proposed
to effectively improve the inter-area mode by assuring constrained pole placement. This
is accomplished by modulating the reactive control loop of the STATCOM and PMSG
with an additional damping controller, injected to provide dynamic reactive power com-
pensation during transient conditions. The simulation results conclude that the proposed
approach can robustly stabilize the power system oscillations subject to different faults,
uncertain wind speed, and multi-channel wide area communication delays. Moreover,
it is also determined that the coordinated scheme can deliver optimal reactive power
compensation compared to an uncoordinated design.
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Abstract. The phasor measurement units (PMUs), which are widely distributed
at key nodes in the power network, provide a large amount of measurement infor-
mation for dynamic state estimation. An accurate model is the foundation for
ensuring dynamic state estimation. However, due to uncertain factors such as
cyber-attacks, aging of device components and differences in operating environ-
ments, unknown inputs may exist in the model, seriously affecting the estima-
tion accuracy. To upgrade the estimation performance of cubature Kalman filter
(CKF) under unknown inputs, an adaptive CKF method is proposed. By utilizing
adaptive factors, the error variance matrix of state variables can be adaptively
updated to suppress the impact of unknown inputs on state estimation. Finally,
simulations are conducted on the IEEE 39-bus test power system. Compared with
traditional unscented Kalman filter (UKF) and CKF, the proposed method has
better performance in estimation accuracy and algorithm robustness.

Keywords: Cubature Kalman filter · Dynamic state estimation · Synchronous
generators · Unknown inputs

1 Introduction

In modern power systems, a large number of phasor measurement units (PMUs) are
installed at critical locations in the power grid, providing valuable measurement infor-
mation for dynamic state estimation (DSE) [1]. By utilizing dynamic state estimation,
operators can monitor the operational states of the power system and develop more sci-
entific and reasonable dispatching strategies and control schemes based on the current
system states [2].

To achieve dynamic monitoring, Kalman filtering and its variants have received
widespread attention, such extended Kalman filter (EKF), unscented Kalman filter
(UKF) and cubature Kalman filter (CKF) [3–5]. By using PMUs data, a real-time DSE
method based on EKF was proposed in [6]. Utilizing the hybrid measurement collected
from supervisory control and data acquisition (SCADA) and PMUs, an EKF-based DSE
method suitable for large-scale systems was proposed in [7]. However, in the process
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of linearization, EKF abandons the higher-order term of Taylor expansion, resulting
in linearization errors between the estimated result and the actual value, which greatly
limited its estimation accuracy in nonlinear systems [8].

Thederivative freeKalmanfiltermethodbasedonunscented transformand spherical-
radial rule has obvious advantages compared with EKF in nonlinear system state esti-
mation [9]. Furthermore, unlike UKF, CKF is not affected by the variable dimensions
of state estimation and does not require complex parameter selection, making it more
suitable for estimating the state of nonlinear systems, such as modern power systems.
Considering the historical measurement, a CKF-based DSE method was developed in
[10]. To ensure the performance of the state estimation method in outlier and non-
Gaussian environments, a robust CKF method was developed to update the matrix of
measurement noise by usingM-estimator in [11]. In [12], taking into account the robust-
ness of the CKF under non-Gaussian noise, a robust CKF method based on stochastic
event-triggered framework was proposed to suppress tracking performance degradation
caused by measurement noise statistical deviation from prior assumptions. To improve
the estimation performance of DSE under bad measurement information, a CKF-based
nonlinear regression model was constructed in [13]. By using Cauchy kernel functions
to calculate the distance between different vectors, a robust CKF method with stronger
resilience under DoS attacks was proposed in [14]. In addition, this method can still
ensure the effectiveness of DSE in non-Gaussian noise environments. By using the
weighted least squares method to estimate unknown input vectors, a derivative free
dynamic state estimation method that can separate unknown inputs was proposed in
[15].

In this paper, an adaptive cubatureKalman filter (ACKF) is developed to dynamically
monitor the states of generators. To avoid complex parameter selection in UKF, the
derivative free Kalman filter method based on spherical-radial rule is used to track
the state of synchronous generators. Furthermore, taking into account the impact of
unknown inputs caused by uncertain factors on dynamic state estimation, an adaptive
update method for the error variance matrix of state variables is proposed to correct the
estimation bias caused by unknown inputs. Finally, simulations are conducted on the
IEEE 39-bus test power system to demonstrate the effectiveness of ACKF.

2 State Estimation Model

Ignoring the sub transient process of direct and quadratic axis windings, the simplified
4th-order model of synchronous generators can be described by

δ̇ = ω − ω0 (1)

ω̇ = ω0

2H

(
Tm − Te − KD

ω0
(ω − ω0)

)
(2)

ė′
q = 1

T ′
d0

(
Efd − e′

q − (
xd − x′

d

)
id

)
(3)

ė′
d = 1

T ′
q0

(
−e′

d +
(
xq − x′

q

)
iq

)
(4)
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where δ and ω respectively denote rotor angle and speed,H denotes inertia constant, KD

denotes damping coefficient, the subscript d represents the direct axis of synchronous
generator rotor, Tm and Te represent mechanical and electrical torque, the subscript q
denotes the quadratic axis of synchronous generator rotor, e′ represents the transient
voltage, T ′

d0 and T
′
q0 indicate the open circuit time constant of direct axis and quadratic

axis, i is the current, Efd is the field voltage, x and x′ respectively indicate reactance and
transient reactance.

For convenience, the compact matrix form of 4th-order model can be written as

ẋ = f (x, u) + w, (5)

z = h(x, u) + v, (6)

x =
[
δT, ωT, e′T

q , e′T
d

]T
, (7)

u =
[
TT
m,ET

fd , i
T
R, iTI

]T
, (8)

z = [
δT, ωT, eTR, eTI

]T
. (9)

To obtain the state function and measurement function, id , iq, eR and eI can be
rewritten as

id = iR sin δ − iI cos δ, (10)

iq = iI sin δ + iR cos δ, (11)

eR =
(
e′
d + x′

qiq
)
sin δ +

(
e′
q − x′

d id
)
cos δ, (12)

eI =
(
e′
q − x′

d id
)
sin δ −

(
e′
d + x′

qiq
)
cos δ. (13)

where e is the voltage, the subscript R and I respectively denote the real and imaginary
parts.

Considering the discrete nature of measurement information, the discrete form of
4th-order model can be given as

xk = f (xk−1, uk−1) + wk−1, (14)

zk = h(xk , uk) + vk . (15)
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3 Proposed Method

3.1 Cubature Kalman Filter

For a n-dimensional model, a set of 2n cubature points are selected to capture statistical
properties by using spherical-radial rule in CKF. Suppose that the estimation state vari-
able x̂k−1 and covariance matrix Pk−1. Can be given from static state estimation results.
Furthermore, Sk−1 is the square-rooting matrix of covariance matrix Pk−1.

Pk−1 = Sk−1S
T
k−1 (16)

Xj,k−1 = x̂k−1 + Sk−1ξj, j = 1, 2, · · · , 2n (17)

where Xj,k−1 indicates the cubature point set around state variable x̂k−1.
Substituting the cubature point set into state function, the state variable x̂k and the

variance matrix P̃k can be obtained by

X ∗
j,k = f

(
Xj,k−1, uk−1

)
, j = 1, 2, · · · , 2n (18)

x̃k = 1

2n

2n∑
j=1

X ∗
j,k (19)

P̃k = 1

2n

2n∑
j=1

X ∗
j,k

(
X ∗
j,k

)T − x̃k(x̃k)
T + Qk−1 (20)

The square-rooting matrix of covariance matrix P̃k can be obtained by

P̃k = SkS
T
k (21)

Xj,k = x̃k + Skξj, j = 1, 2, · · · , 2n (22)

Through the measurement function, the predictive measurement z̃k and innovation
variance matrix Pzz,k can be obtained by

Zj,k = f
(
Xj,k , uk

)
, j = 1, 2, · · · , 2n (23)

z̃k = 1

2n

2n∑
j=1

Zj,k (24)

Pzz,k = 1

2n

2n∑
j=1

Zj,kZ
T
j,k − z̃k z̃

T
k + Rk (25)

The cross-covariance matrix and filter gain can be calculated by

Pxz,k = 1

2n

2n∑
j=1

Xj,kZ
T
j,k − x̃k z̃

T
k (26)
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Kk = Pxz,kP
−1
zz,k (27)

Additionally, the estimation state variable x̂k and error matrix Pk .can be updated by

x̂k = x̃k + Kk(zk − z̃k) (28)

P̂k = P̃k − KkPzz,kK
T
k (29)

3.2 Unknown Input Correction

Uncertain factors are ubiquitous in the actual power system. The humidity and temper-
ature in the environment can cause varying degrees of aging of equipment components,
resulting in mismatches between power system equipment and model assumptions. In
addition, the access of malicious cyber-attacks may also lead to device models deviating
from assumptions. The unknown input generated by uncertain factors will affect the
estimation of all state variables.

Therefore, an adaptive method has been developed to overcome the impact of
unknown inputs by utilizing adaptive factors λk to correct the state variance matrix.

P̃k = λ−1
k

⎡
⎣ 1

2n

2n∑
j=1

X ∗
j,k

(
X ∗
j,k

)T − x̃k(x̃k)
T + Qk−1

⎤
⎦ (30)

Theorem 1 Suppose that P̂zz,k is the estimated variance matrix after adding new mea-
surement, P̃zz,k is the variance matrix obtained by adaptive filtering, Pzz,k is the variance
matrix obtained based on the law of covariance propagation. The selection of adaptive
factors should ensure that the following equation holds.

P̃zz,k = P̂zz,k (31)

Then, the adaptive factor λk can be calculated by using trace function tr(·).

λk = tr
(
Pzz,k − Rk

)
tr

(
P̂zz,k − Rk

) (32)

Proof The prediction error x̂k can be expressed as

x̂k = xk − x̃k (33)

Furthermore, the filtering residual is

rk = yk − h
(
x̂k

) = yk − h(xk − x̃k) (34)

Based on Taylor expansion, h(xk − x̃k) can be written as

h(xk − x̃k) ≈ h(xk) − ∂ h

∂ x

∣∣∣∣
x=x̃k

× x̃k = h(xk) − Dkx̃k (35)
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The filtering residual rk can be rewritten as

rk = yk − h(xk) + Dkx̃k = vk + Dkx̃k (36)

Based on the law of covariance propagation, the innovation variance matrix Pzz,k
can be written as

Pzz,k = E
{
rkrTk

}
= E

{
(vk + Dkx̃k)(vk + Dkx̃k)

T
}

= E
(
Dkx̃k x̃Tk D

T
k

) + E
(
vkvTk

)
= DkP̃kDT

k + Rk

(37)

By using adaptive factor λk , the matrix P̃zz,k can be obtain by

P̃zz,k = α−1
k DkP̃kD

T
k + Rk (38)

According to (31), one further has

P̂zz,k = Pzz,k = α−1
k DkP̃x,kD

T
k + Rk (39)

λk

(
P̂zz,k − Rk

)
= DkPx,kD

T
k = Pzz,k − Rk (40)

Considering that the value of the adaptive factor should be equal to or less than one,
λk can be written as

λk =

⎧⎪⎨
⎪⎩
1, tr

(
Pzz,k

) ≥ tr
(
P̂zz,k

)
tr(Pzz,k−Rk)

tr
(
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) , tr
(
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)
< tr

(
P̂zz,k

) (41)

Ignoring the common term Rk , the expression of the adaptive factor is

λk ≈

⎧⎪⎨
⎪⎩
1, tr

(
Pzz,k

) ≥ tr
(
P̂zz,k

)
tr(Pzz,k)

tr
(
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(
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)
< tr

(
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) (42)

where Pzz,k represents the innovation variance matrix and it can be obtained by (25).
Based on the residual vector at the current time, the innovation variance matrix P̂zz,k can
be obtained by

tr
(
P̂zz,k

)
= tr

(
rkr

T
k

)
= rkr

T
k (43)

4 Numerical Results

Simulations were conducted on the IEEE 39-bus test power system to demonstrate the
effectiveness of ACKF. In order to simulate the actual system situation, it is supposed
that a three-phase fault has occurred in the test system, and the information of the system
and fault parameters can be found in [16]. Additionally, to demonstrate the performance
of ACKF for DSE in different scenarios, the estimation results of generator 10 (G10)
under unknown inputs and normal conditions are discussed separately.
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4.1 Normal Conditions

During normal operation of power system, it is usually assumed that prior statistical
information matches actual noise statistics. In order to observe the advantages of ACKF,
UKF and CKF are selected as comparative methods. The results of rotor angle and speed
of the discussed methods are presented in Fig. 1. The results of d- and q-axis transient
voltage are displayed in Fig. 2. Moreover, the results of average state estimation error
are shown in Table 1.

As shown in the figures, the methods discussed above can accurately track the state
changes of the generator. However, due to the fact that the noise covariance matrix
Qk−1 is given and cannot be adaptively updated, there is a small deviation between the
estimated result of UKF and the true value when tracking the d-axis transient voltage.
Additionally, it can be seen from the above results that CKF also has the same problem.
Because the adaptive factor corrects the error variance matrix of state variables, which
includes the noise covariance matrix Qk−1, the tracking effect of ACKF is better.

Table 1. The results of average estimation error under normal conditions.

Method δ ω e′q e′q
UKF 0.856431 0.001058 0.223119 0.414878

CKF 0.856662 0.001058 0.224217 0.415264

ACKF 0.857656 0.001055 0.216951 0.415431

Fig. 1. Estimation results of rotor angle and speed of G10 under normal conditions.
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Fig. 2. Estimation results of transient voltages on the direct and quadratic axes of G10 under
normal conditions.

4.2 Unknown Inputs

The power system is inevitably affected by uncertain factors during operation, which
may lead to estimation bias in dynamic state estimation. The estimation results of G10
are displayed in the Figs. 3 and 4. Moreover, the results of average state estimation error
are displayed in Table 2. From the estimation results of transient voltages, it can be seen
that the performance of UKF and CKF are affected by unknown inputs and deviate from
the actual state, especially for the quadratic axis transient voltage. When the model has
unknown inputs, the proposed ACKF can ensure the accuracy of state estimation by
adaptively updating the variance matrix of state variables.

Table 2. The results of average estimation error under unknown inputs.

Method δ ω e′q e′q
UKF 0.850392 0.001121 0.263349 0.403610

CKF 0.851262 0.001121 0.269152 0.405064

ACKF 0.851656 0.001055 0.216951 0.401743
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Fig. 3. Estimation results of rotor angle and speed of G10 under unknown inputs.

Fig. 4. Estimation results of transient voltages on the direct and quadratic axes of G10 under
unknown inputs.

5 Conclusion

An adaptive DSE method was proposed to address the bias in estimation results caused
by unknown inputs. In order to avoid complex parameter settings in UKF, amore flexible
CKF was chosen for state estimation of synchronous motors. Furthermore, by utilizing
adaptive factors to correct the error variance matrix of state variables, the estimation
bias caused by unknown inputs was effectively suppressed. Compared with UKF and
CKF, ACKF had good estimation performance in both normal operating conditions and
unknown input scenarios.
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Abstract. The transmission expansion planning (TEP) problem is one of the
perilous issues, which allows electricity transmission planners to design a cost-
effective and reliable strategic model for the implementation of optimal transmis-
sion reinforcements in existing power grid networks. In this paper, a novel TEP
model is proposed considering long- and short- term uncertain factors. The three-
stage adaptive robust optimization (ARO) method deals with long-term uncertain-
ties while prudently representing short-term uncertain parameters via scenarios.
The formulated strategic scheme is elucidated through a modified decomposition
algorithm that applies primal cutting planes and focuses on the subproblem feasi-
ble solution. The efficacy of the presented model is demonstrated through realistic
case studies based on a 6-bus test system.

Keywords: Transmission expansion planning · Robust optimization ·
Renewable energy · Uncertainty · Decomposition algorithm

1 Introduction

The modernization and electrification of traditional power grid networks have encour-
aged power system researchers and engineers to predominantly concentrate on proficient,
cost-effective, and reliable electricity supply from power generation units to gigantic dis-
tribution stations and then to end-users [1]. With adverse climate variations, one of the
tenacious challenges is to limit global greenhouse gas (GHG) emissions [2]. In recent
years, renewable energy integration has occupied a prominent position in critical agendas
of many industrial countries, aiming to reduce carbon dioxide (CO2) emissions andmeet
the requirement of intensifying energy demand [3, 4]. The large-scale deployment of
renewable energy sources (RESs) and decommission of orthodox energy resources have
sparked a flurry of discussion onwell-planned power transmission networks under uncer-
tainties for dexterous power system operations. Transmission expansion planning (TEP)
provides optimal and strategic decisions for the expansion and/or construction of trans-
mission lines while reducing investment and operational costs of the power system by
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observing administrative, environmental, and technical requirements [5]. Furthermore,
optimization problems related to transmission network expansion computeminimumnet
investment cost-based expansion plans that can adequately satisfy the forecasted elec-
tric load over a pre-defined planning time horizon. Herein, the forecasted load demand
and stochastic power recourses have been deliberated as major sources of uncertainty
that must be taken into attention in the planning problem. Therefore, the TEP under
uncertainty has engrossed ample interest in the past couple of years from the power
industry for the formulation of economic robust designs that can significantly tackle all
foreseeable values of net injections [6].

In TEP problems, the expansion decisions need to be calculated under the impact
of uncertain factors including both long- and short- term uncertain parameters. The
long-term uncertainty is usually associated with year-to-year deviations such as varia-
tions in future load demand growth and power generation capacity, while the short-term
uncertainty belongs to day-to-day variability such as stochastic power production from
RESs, electrical demand fluctuations, and equipment failure [7]. In the literature, there
are numerous TEP models that are carried out without considering uncertainties [8–10].
For instance, the TEP approach adopted in [8] is based on the DC networks, formulated
through mixed-integer non-linear programming (MINLP). In the same way, the authors
formulated TEP as a mixed-integer linear programming (MILP) model and solved it via
branch-and-cut approaches [9, 10]. As these expansion planning models did not con-
sider uncertain factors, therefore, the accuracy is near to low. Thus, the TEP investment
decision-making model must be articulated within an uncertain environment in order to
tackle inherited risk factors.

According to recent studies, it is observed that there are various planning formula-
tion schemes that have been attempting to model uncertainties during the analysis of
TEP optimization problems [11, 12]. Over the past few years, stochastic programming
(SP) and robust optimization (RO) have been vastly adopted for the characterization of
uncertainties [13]. The SP approach entails exact probabilistic information and highly
depends on computationally complex uncertainty discretization through scenarios. In
[14], an SP-based framework is presented to deal with generation and transmission
expansion planning problems under the influence of load demand variations. A MILP
formulation is proposed to tackle the TEP optimization problem in a pool-based competi-
tive electricitymarket, whereas, SP is employed for the realization of long-term futuristic
load demand fluctuations [15]. The authors in [16] solved MINLP based TEP problem
by taking into account future load demand uncertainty via a large number of scenarios
by using the SP approach to reduce net investment cost and enhance reliability. In gen-
eral, the SP is reliant on massive scenarios generation that may lead to computational
intractability for multi-dimensional complex real-time optimization problems.

On the contrary, the RO uncertainty modeling technique has a protuberant advantage
over the SP approach; all the uncertain factors are represented in the form of robust sets
instead of scenarios, therefore the size of the problem does not increase with the number
of scenarios [13]. In modern research on TEP optimization problems under uncertainty,
the RO approach has gained a lot of interest. Various researchers and engineers have
been working on RO-based TEP methodologies. Jabr in [17] presented a RO-based TEP
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approach, a polynomial uncertainty set is used to deal with load and renewable genera-
tion uncertainties. The formulatedmodel is elucidated by a Benders decomposition (BD)
algorithm for the minimization of the expansion planning cost of the power transmis-
sion systems. Similarly, a three-level robust framework is proposed in [18] by applying
a polyhedral uncertainty set to regulate the fluctuation range of uncertain parameters
linked with different regions of the power system, while a primal BD algorithm is used
to solve the model. M´ınguez and Garc´ıa-Bertrand [19] improved computation perfor-
mance of the TEP problem via a robust polynomial uncertainty set by differentiating
between long- and short- term uncertainties. This work formulates a three-level adaptive
robust optimization (ARO) based approach to solve MILP problems, while a modified
BD algorithm is employed to evaluate the designed approach. In another article [20],
the TEP problem is addressed under long- and short- term uncertainty, whereas, the
expansion problem is formulated via ARO and solved through the primal BD algorithm
to enhance computational efficiency. The authors in [21] suggested ARO constituted
the TEP approach by taking into account the impacts of load demand and generation
capacity uncertainties. Liang et al. addressed issues of uncertainty set size and uncer-
tainty budget amount by using a novel ARO method while providing protection against
the risk associated with wind generation. Furthermore, the RO-based TEP approach is
recommended in [22] to determine the optimized uncertainty budget by minimizing the
uncertainty set size pertained to the risk of fluctuation in wind power generation.

After a comparative study, it is observed that references [17, 18] focused on the
realization of uncertain factors by using complex polyhedral uncertainty set without
considering uncertain parameter correlations. On the other hand, article [19] demon-
strated that the presented methodology is computationally effective but they omitted the
integrality budget uncertainty constraint. Moreover, [20] provides a dynamic robust TEP
model with a limitation of the tradeoff between complexity and accuracy. The article
[21] proposed an effective static robust model to find out TEP, which may lead to com-
promise on the accuracy of the expansion plan for the long-term planning horizon, while
the work in [22] faced a tradeoff between investment cost and robustness. By keeping in
view aforesaid limitations in the existing TEP, this paper introduces a novel data-driven
dynamic approach to find out the optimal expansion plan for the transmission network.
Our main contributions are stated below:

(1) To design a three-staged dynamic TEP model based on ARO.
(2) Explicitly characterize long-term uncertain factors that commonly involve multi-

year financial commitments and short-term variations that include hourly operating
decisions to maximize the expected profit.

(3) Modify the decomposition algorithm based on the constraint-and-column generation
method [19] to solve the presented multi-level optimization problem.

The rest of thiswork is structured as follows. In Sect. 2, themathematical formulation
for TEP is provided, whereas Sect. 3 describes the proposed solution algorithm. The
results are discussed in Sect. 4 by analyzing a real-time case study on multiple test
benches. In the end, the concluding remarks and future research direction are stated in
Sect. 5.
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2 TEP Problem Formulation

In this section, a detailed mathematical formulation for TEP optimization problem under
uncertainty is discussed.

2.1 Framework of ARO-TEP

In the three-layeredARO-basedTEP framework, the first stageminimizes the investment
cost (decision variables associated with the expansion of an existing line and/or con-
struction of a new one), the second layer considers all the realization of uncertain factors
within the ambiguity set (decision variables linked with uncertain parameters), while
system operators select decision variables in the third layer for the reduction in opera-
tional cost by taking into account outputs from first and second stages. Our focal goal
is to attain a cost-effective expansion scheme while satisfying the worst-case uncertain-
ties identified from the uncertainty set. The systematic approach for the recommended
ARO-based TEP is illustrated in Fig. 1.

Fig. 1 Framework of ARO-based TEP

2.2 Problem Formulation

The ARO technique represents uncertainties in the form of uncertainty sets, computa-
tionally less complex than the SP models [13]. In this work, load demand and power
generation resources have been considered as a source of uncertainty in the subjected
TEP problem. Thus, the hierarchical structure of the three-layered ARO-based TEP
optimization problem is provided below.

min
�1

∑

l∈�L+
Ilxl + max

�2

∑

s∈�S

ρS
[
�

(
�1, ξ̃

)]
(1)

Subject to:

∑

l∈�L+
Ilxl ≤ �L,max

(1a)
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xl ∈ {0, 1}; xl ∈ �L+ (1b)

xl = 1; xl ∈ �L

�L+ (1c)

Subject to:

P
T
gi ∈

[
P
T ,min
gi ,P

T ,exp
gi

]
; ∀gi ∈ �T (1d)

∑
gi∈�Z

(
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T ,exp
gi − P
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)

∑
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(
P
T ,exp
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z ; ∀z ∈ �Z (1e)
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d
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; ∀d ∈ �D (1h)

∑
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(
Pd − P

exp
d

)

∑
d∈�Z

(
P
max
d − P

exp
d

) ≤ �D
z ; ∀z ∈ �Z (1i)

where, l is the index of transmission lines in the set of candidate lines �L+ , Il. is the
annualized investment cost of the transmission line and xl is the binary variable (i.e. if
xl = 1, then line l is built). The first term of Eq. 1 is the annualized investment cost of
building new transmission lines over investment decision variable set (�1 = xl ∈ �L+).
Furthermore, s is the index of operating scenarios in the set �S and ρS is the weight
of scenario s. The uncertainty set is denoted by �2 includes uncertain parameters (i.e.

P
T
gi ; ∀gi ∈ �T, P

R
gj ; ∀gj ∈ �R, Pd ; ∀d ∈ �D, ,) within ambiguity set ξ̃ . In this work, the

load demand and installed power generating capacity have been considered as long-term
uncertainties that are represented by the polyhedral robust sets as in [20]. Constraint
(1d-1e) characterizes the uncertainty set of conventional power generation capacity,
Constraint (1f-1g) depicts the stochastic power production units, while Constraint (1h-
1i) defines the future peak load demand. The long-term uncertain factors for generation

capacitiesP
T
gi andP

R
gi that are belonged to the range fromminimum level (P

T ,min
gi ,P

R,min
gj )

to the expected level (P
R,exp
gi ,P

R,exp
gj ), whereas, the peak load demand Pd at each load

node fluctuates between the expected level (P
exp
d ) to its maximum level (P

max
d ). . If there

is no case for long-term uncertainty, then no robust protection (i.e. uncertainty budget is
0) is required. With the growth in the uncertainty budget, the uncertainty level increases
and higher robust protection is needed. Moreover, the ambiguity set links to predefined
geographical zones with index z in�Z . Herein, the value for uncertainty budgets�T

z ,�
R
z ,
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and �D
z must does not exceed the quantity of generating units and load demand within z

zone. Furthermore,�
(
�1, ξ̃

)
is the recourse function that anticipates operator reactions

by ensuring the operating decisions feasibility over the set �1 and all the realizations of
uncertainties in ξ̃ .

R = min
�3

β

⎛

⎜⎝
∑

gi∈�T

�T
gi
PT,s
gi

+
∑

gj∈�R

�R
gj
PR,s
gj

+
∑

d∈�D

�L
d P

L,s
d

⎞

⎟⎠ (2)

Subject to:
∑

gi∈�T
n

PT ,s
gi +

∑

gj∈�R
n

PR,s
gj −

∑

l|s(l)∈�n

f sl +
∑

l|r(l)∈�n

f sl

=
∑

d∈�D
n

ω
D,s
d Dd −

∑

d∈�D
n

PL,s
d : αs

n; ∀n ∈ �N ,∀s ∈ �S (2a)

f sl − xlbl
(
θ ss(l) − θ sr(l)

)
= 0 : μ

L,s
l ; ∀l ∈ �L,∀s ∈ �S (2b)

−f max
l ≤ f sl ≤ f max

l : γ
Lmin,s
l , γ

Lmax,s
l ; ∀l ∈ �L,∀s ∈ �S (2c)

0 ≤ PT ,s
gi ≤ eT ,s

gi P
T
gi : ρ

Tmin,s
gi , ρ

Tmax,s
gi ; ∀gi ∈ �GT

,∀s ∈ �S (2d)
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−π ≤ θ sn ≤ π : δmin,s
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n ; ∀n ∈ �N ,∀s ∈ �S (2g)

θ sn = 0 : ϕs
n; n : ref ,∀s ∈ �S (2h)

Here, � minimizes the operation cost comprises of power generating cost and load
shedding cost, computed over all the short-term scenarios. The set of operating decision
variables is �3, defined as �3 = PT ,s

gi ,∀gi ∈ �GT
,∀s ∈ �S;PR,s

gj , ∀gj ∈ �GR
,∀s ∈

�S;PL,s
d , ∀d ∈ �D,∀s ∈ �S; f sl ,∀l ∈ �L,∀s ∈ �S; θ sn,∀n ∈ �N ,∀s ∈ �S . In contrast

to the long-term uncertainty throughout the targeted year, the short-term uncertainties
pertain to the circadian demand and production variations in every node during a target
planning year, represented via scenarios (such as s ∈ �S ). The dual variables linked
with each constraint are displayed by a colon. The parameter β denotes the number of
functional hours. Moreover, constraint (2a) imposes the power balancing equation at
each node n, constraint (2b) calculates the power flow, and constraint (2c) forces the
capacity limit of transmission line l. The minimum and maximum limits on demand and
production capacities under diverse operational scenarios are denoted by constraints
(2d, 2e, and 2f) via factors eT ,s

gi , eR,s
gj , and eL,s

d respectively. Constraint (2g) bounds the
voltage angle θ sn at node n in scenario s and constraint (2h) states the reference node by
fixing it at zero.
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3 Proposed Solution

According to [11, 12], and [13], the ARO-TEP optimization problem under optimization
can be mathematically expressed in a compact form as;

min
x

(
IT x + max

u∈U min
y∈�(x,u)

bT y

)
(3)

Subject to:

IT x ≤ γ (3a)

x ∈ {0, 1} (3b)

where x is the first stage vector with binary variables, shows installment states for the
transmission line, I is the vector of investment cost, u is the continuous variable of second
stage that defines uncertain parameters in the uncertainty set U, vector b includes oper-
ating costs, and y is the continuous vector referring to operational variables Moreover,
γ represents the investment transmission expansion budget and �(x, u) expresses the
feasibility region as a function of x and u for the operating variables y. In the following
part, the proposed three-layered optimization problem is transformed into a two stage
problem by merging the second and third stage problems. This can be achieved by using
the dual of the third-level problem.

3.1 Subproblem

After merging the second and third stage problems in Eq. (1) by employing the KKT
conditions, the resultant single level maximization problem in compact form (see [20]
for detail formulation) is stated below:

Fdual = max
u,y,λ,μ,α,ϕ

bT y (4)

Subject to:

Ax + By = E (4a)

Ieqy = d (4b)

0 = b + BTλ − GTμ + ITeqα + ITineqϕ (4c)

0 ≤ K − Fx − Gy⊥μ ≥ 0 (4d)

0 ≤ d − Iineqy⊥ϕ ≥ 0 (4e)

u ∈ U (4f)

where constraint (4c) is obtained from differentiation of the third layer problem
Lagrangian with respect to its variables y and constraints (4d) and (4e) represent the
complementary conditions linked with inequality constraints.



356 S. Rahim et al.

3.2 Master Problem

The master problem can be expressed as

min
�1

∑

l∈�L+
Ilxl + η (5)

Subject to:
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θ
s,(ν)
n = 0; n : ref , ∀ν ≤ k, ∀s ∈ �S (5l)

Here, M is a large enough positive constant.
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3.3 Solution Algorithm

The proposed algorithm iteratively solved the presented three-layered ARO-TEP opti-
mization problem. At each iteration, the master problem’s optimal solution is applied
to the subproblem and the optimal solution of the subproblem is used to solve master
problem, continues until convergence. The steps of this iterative algorithm are stated
below:

1. Set lower and upper bounds to Zlo = −∞ and Zup = +∞, respectively.
2. Set the iteration counter to ν = 1.
3. Solve the master problem (5) subject to its constraints (5a) - (5l). The resulting values

of decision variables x(ν) and η(ν).
4. Update the lower bound of the optimal objective function Zlo = IT x(ν) + η(ν).
5. Solve the subproblem for the given value of the x(ν) obtained from (3) to get

PT ,s,(ν)
gi ,PR,s,(ν)

gj and PL,s,(ν)
d

6. Update the upper limit by Zup = IT x(ν) + Fdual,(v).
7. If Zup − Zlo ≤∈ then, the algorithm is terminated, else update the iteration counter

and continue with step (3).

The data exchange between master and subproblem is depicted in Fig. 1. The invest-
ment decision variable xl is transferred frommaster to subproblem and from subproblem

to master problem, the values of P
T
gi ; ∀gi ∈ �T, P

R
gj ; ∀gj ∈ �R, Pd ; ∀d ∈ �D are send.

4 Numerical Case Studies

In this work, all the simulations are done in MATLAB (R2022a) and general algebraic
modeling software (GAMS). The CPLEX solver is applied to elucidate the proposed
ARO-TEP model on the machine with specifications: Intel (R) Core (TM) i5-CPU M
460@ 2.53 GHz 2.53 GHz with 8 GB installed RAM. Herein, the MILP problem is
solved with the optimality gap of 10−6.

4.1 Data

The presented strategic planning methodology is tested to demonstrate its generality on
the modified version of the IEEE 6-bus test system comprises of 6 buses, 8 branches, 5
dispatchable energy units, 4 non-dispatchable units, and 5 domestic load. In our model,
a set of 6 candidate transmission lines is considered. For the long-term uncertain factor
bounds, we have made following assumptions.

1. Themaximumfuturistic peak loaddemand isD
max
d = 1.5D

exp
d in the targeted planning

year.
2. Moreover, the minimum future generating capacity of installed conventional power

is 80% to its expected bounds such as P
T ,min
gi = 0.8 P

T ,exp
gi , whereas the minimum

level of future stochastic generating capacity is 50% to its expected limit i.e.P
R,min
gj =

0.5P
R,exp
gj ..
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In short-term uncertainties, the daily load demand and power production fluctuations
at each node of the considered system are taken, represented through scenarios that
epitomize operating conditions in every hour of the planning year.Note that by taking into
account 8760 h of the target year may lead to intractability. Therefore, this paper adopts
a clustering technique, known as the K-means algorithm [23]. In order to circumvent
intractability condition, the number of representative hours are selected via K-mean
clustering techniques for the sake of simplicity. The historical data related to the Illinois
hub for the 2022 year is considered. More specifically, the hourly datasets of the load
demand are taken from the MISO [24], while the statistics related to solar and wind
energy units are obtained from the NREL and PJM Interconnection [25, 26], as shown
in Fig. 2

Fig. 2 a Hourly historical load demand datasets, b Hourly historical datasets for Solar units,
c Hourly historical datasets for Wind turbine units
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After obtaining the required historical datasets, the traditional K-means clustering
algorithm is applied to curtail the considered year (2022) into representative days. The
variation in the conventional wer production plants (i.e., thermal unit) is much less than
the stochastic units, therefore its scenarios are represented by random numbers within
bound of [0.85, 1]. Each scenario that signifies a operation condition comprises of eT ,s

gi ,

eR,s
gj , and eL,s

d . The generation system is divided into east and west zones with same
demand in both regions. For the analysis of uncertainty budget impacts, range of budget
for future generating is [0, 9] and for the future peak demand is [0, 90].

4.2 Result

After applying K-mean algorithm, 8 clusters corresponding to 8 representative days
and 192 operating conditions have been selected. The acquired data of 24-h-length
operational conditions for each representative day is stated in Table. 1.

Additionally, the scenarios weight set is given as ρS = {0.106, 0.124, 0.140, 0.143,
0.110, 0.138, 0.116, 0.123}. Table 2 shows different three investment budgets.

From the Table 2, it is clear that with the increase in the investment budget, Il is
increasing with new lines built in order to relieve transmission congestion and net cost
keeps decreasing (also reported in [20]).

5 Conclusion

By considering the theoretical form of the presented ARO-TEP model and stated case
study, it can be deduced that the proposed model offers optimal robust transmission
plans by providing protection against long- and short- term uncertainties. Through the
K-means clustering technique, short-term uncertainties can be accurately represented
and formulatedmodel remains tractable. The three-layer ARO-TEP formulation is trans-
ferred into a dual-staged problem by using KKT condition and then effectively solved
via the primal BD. Results illustrate that TEP decisions highly dependent on realization
of uncertain factor and the availability of investment budget. Note that same model can
be easily implemented with any case studies such as 12-bus test system, 33-bus test, and
118-bus test system. In the future research directions, we will test our model for other
test benches and will enhance the computational efficiency.
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Table 2: Impact of investment budget

�L,max(M) 1 2 3 4

Lines built 5–6 3–6 2–4, 3–6 3–4, 3–6

Il(M$) 0.7 1.6 3 3.4

Total cost (M$) 1590 1271 1089 1019
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Abstract. Accurate wind power forecasting is crucial for the stability of modern
power systems and fostering wind power utilization. However, very short-term
forecasting faces challenges due to its limited input duration, and the utilization
of long sequences is rarely employed in this context. The reason behind this limi-
tation lies in the fact that traditional forecasting models often encounter the issues
of gradient disappearance or gradient explosion when handling long sequences.
Therefore, this paper presents a novel very short-term wind power forecasting
model based on Transformer (TF), aiming to explore the feasibility of utilizing
long sequences for very short-term forecasting. The proposed model is evaluated
through case using real-world engineering data. The obtained numerical results
demonstrate that TF is capable of effectively processing long sequences, providing
valuable insights for the advancement of future forecasting models.

Keywords: Transformers · Wind power · Very short-term · Deterministic
forecasting

1 Introduction

The robust development of renewable energy sources has emerged as a global consensus
in the trajectory of energy evolution [1]. Among these sources, wind power (WP) stands
out due to its non-polluting, renewable nature and widespread distribution [2–4]. Never-
theless, the climate environment considerably influences WP, imbuing it with elements
of randomness, volatility, and instability. The large-scale incorporation of WP into the
power grid has consequently altered the grid structure, with renewable energy becom-
ing the predominant energy. This paradigm shift toward a power system predominantly
sustained by WP poses significant challenges to its safe and stable operation. Accu-
rate wind power forecasting (WPF) is instrumental in addressing these challenges [5].
The forecasting results aid in various facets such as WP consumption, operational and
maintenance activities of stations, dispatching decisions, and transactions in the power
market.
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Currently, the utilization of the recurrent neural network (RNN) [6], specifically the
long short-term memory (LSTM) [7], is widespread. LSTM and its various adaptations
find extensive employment in the domain of time series forecasting. In [8], a high-
precision short-term forecasting of photovoltaic power based on LSTM was achieved
by categorizing weather patterns. In [9], a deep residual network was proposed as a
solution to address the overfitting issue associated with bidirectional LSTM. This net-
work significantly enhances the accuracy and efficiency of very short-term WPF. In
[10], a novel very short-term WPF model was proposed, which integrates multi-task
learning with long-term and short-term forecasting approaches. The model considers
wind speed forecasting as an auxiliary task, offering a fresh perspective on WPF. This
approach aims to enhance the accuracy and reliability of WPF by incorporating both
short-term and long-term factors. A novel approach was presented in this paper, wherein
an error forecasting model was proposed [11]. This model utilizes a gated recurrent
unit (GRU) to enhance the performance of the forecasting model by incorporating error
correction mechanisms. However, despite its merits, LSTM also possesses several lim-
itations. One notable drawback is its inability to execute parallel computing, resulting
in significant wastage of computational resources. Moreover, LSTM exhibits restricted
memory capacity, impeding its effectiveness in extracting long-term dependent features
from data.

The Transformer (TF) model is a type of deep learning model widely utilized in
natural language processing (NLP). The main characteristic of this model lies in its
foundation on the attention mechanism, which allows the model to take into account the
relationships between different elements within a sequence while processing sequential
data. In forecasting,many researchers have explored. In [12], a TF-based load forecasting
modelwas proposed,which solved the problemof long-termmemory loss by introducing
an attention mechanism. In [13], a spatio-temporal wind speed forecasting model based
on graph neural network and TF was proposed. In [14], TF was used as the main model
to realize the forecasting of SO2 emission concentration. In [15], the TF was used
to learn local and global features, which effectively improves the performance of high-
speed train wheel wear state forecasting. In [16], a novel multi-view spatial-temporal TF
model was proposed. This model can effectively learn complex spatio-temporal domain
correlations and latent features from multiple views. In [17], short-term forecasting
of highway speeds was proposed based on improved TF. In [18], incorporating high-
dimensional meteorological features into the forecasting model, a new airport capacity
forecasting method based on the improved TF was proposed. In different forecasting
horizons, high accuracy has been achieved. However, the application of TF has not been
extensively investigated in the realm of WPF.

The objective of this study is to propose a deterministic forecasting model for very
short-term WP based on TF. The advantage of this model is that it can handle longer
sequences. Because it does not depend on positional information in the sequence, it
reduces the problem of vanishing or exploding gradients due to long sequences.

The remaining sections of this paper are organized as follows: The formulation of
WPF based on TF are proposed in Sect. 2. Case studies, results comparisons and analysis
are given in Sect. 3. Finally, the conclusions of this paper are drawn in Sect. 4.
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2 Forecasting Model

The TF, initially introduced in 2017, combines a fully connected layer with a self-
attention mechanism [20]. ChatGPT, which is very popular recently, and TF is its main
model. This model structure eliminates redundant loops and relies on global dependen-
cies within the attention mechanism to establish input and output functions. Its remark-
able success lies in the field of machine translation, where achieving precise translation
requires comprehending extensive long-term dependencies to capture the wealth of con-
textual information present in the text. The TF effectively addresses this challenge by
providing a robust solution.

A further advantage of TF lies in their efficiency compared to other deep learning
methodologies such as LSTM, RNN, and GRU [21]. TFT can process all time steps
in parallel, markedly reducing computational time. This characteristic renders them
particularly suitable for very short-term forecasting, providing a competitive edge in
time-sensitive applications.

2.1 Positional Encoding

The TF model requires the use of position embedding in addition to input embedding to
accurately depict the position of each element. Unlike RNNs, which rely on sequential
information, the TF utilizes global information and thus does not inherently incorporate
ordering information, despite its importance. To address this, position embedding is
employed by the TF to encode and retain the relative or absolute positions of elements
in the sequence.

PE(pos,2i) = sin
(
pos/100002i/d

)
(1)

PE(pos,2i+1) = cos
(
pos/100002i/d

)
(2)

where pos is the positional in sequence, d is the dimensions of PE.

2.2 Self-Attention

Self-attention in TF is more recognized among the models using attention mechanism.
It is better at capturing the internal relevance of the data than the existing attention
mechanism. It can better alleviate the deficiency of long-range dependency.

The self-attention employed in this study involves mapping the input sequence
into query-key-value format and determining the weight by computing the dot prod-
uct between a question and all keys. This enables the model to capture the inherent
relationship between each data point and the entire sequence, as depicted in Fig. 1. Such
an approach proves particularly advantageous for WPF, especially when relying on his-
torical WP data as input for forecasting models, as high-precision meteorological data
may not always be available.
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For each input X, it is linearly transformed to three different spaces.

⎧⎨
⎩
Q = WqX
K = WkX
V = WvX

(3)

The attentional function is defined as

Attention(Q,K,V ) = Vsoftmax

(
QKT

√
Dk

)
(4)

where Q is the queries vector, K is the keys vector, V is the value vector,
√
Dk is the

magnification or reduction factor,W∗ is the weight.

Fig. 1. Scaled Dot-product Attention

2.3 Multi-Head Attention

TFusesmulti-head attention to performparallel operations, not just a single self-attention
module. Multi-headed attention allows the model to focus together on information in
different subspaces, resulting in more comprehensive attentional information. The struc-
ture of multi-Head attention is illustrated in Fig. 2. Figure 3 shows the complete structure
of TF.

MultiHead(Q,K,V ) = Wo[head1; · · · ; headM ] (5)

where ∀h ∈ {1, · · · ,M }, headm = Attention(Qm,Km,Vm).
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Fig. 2. Multi-head attention
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3 Case Study

This study draws from the empirical operating data of an offshore wind farm located
in Jiangsu, collected within the 2020. The wind farm, boasting an installed capacity of
99MW, presents a time resolution of 15 min. The data has been subdivided into different
sets for various purposes: training, validation, and testing. The initial 70% of the dataset
forms the training set, designated for the initial model training. The subsequent 25%
constitutes the validation set, employed to ascertain the model’s performance. This not
only helps in preventing overfitting, but also facilitates parameter tuning. The remaining
data serves as the test set, utilized to evaluate the model’s final performance. Last but
not least, the results are analyzed using common evaluation metrics.

3.1 Datasets

In 2020, a comprehensive dataset consisting of 35,136 WP measurements was com-
piled, with values ranging from 0 to 99 MW. The mean power output was calculated to
be 27.0622 MW, demonstrating a standard deviation of 28.1026, indicative of the vari-
ability in the power output. The median, 50% quantile, was established at 17.12 MW.
There are no outliers in these data. This robust dataset provides a broad perspective
on power generation patterns for the given year. The configuration of parameters is a
crucial determinant that significantly influences the model’s performance. To ensure
reproducibility, the important parameters of TF are outlined in Table 1.

Table 1. Important parameters of TF

Name Number

Input 96

Output 1

Loss function MSE

Optimization Adam

Encoder layer 1

Decoder layer 1

Feedforward 64

Multi-head 6

Activation Relu

3.2 Evaluation Indicator

To comprehensively assess the performance of the proposed model, we employ two
evaluation metrics: the Mean Absolute Percentage Error (MAPE) and the Root Mean
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Square Error (RMSE). These indicators are utilized to analyze and gauge the accuracy
of the forecasting results from various perspectives.

eMAPE = 1

T

T∑
t=1

∣∣∣∣
p̂t − pt

C

∣∣∣∣ × 100% (6)

where C is the wind farm install capacity, pt is the actual WP at t, p̂t is the forecasting
WP at t.

eRMSE =
√√√√ 1

T

T∑
t=1

(
p̂t − pt

)2 (7)

3.3 Result Analysis

To comprehensively assess the predictive capabilities of TF from various angles, this
study employs RNN, LSTM, GRU, and multi-layer perceptron (MLP) as comparative
models. These models have been extensively utilized in the domain of time forecasting.
To present the findings, we randomly selected the forecast outcomes for two-day and
three-day intervals in the months of November and December 2020.

Figure 4 presents the forecast results for November 30 and December 30, 2020.
Sub-figure (a) illustrates that both TF and LSTM have yielded favorable forecasting
outcomes in comparison to MLP, which possesses a simplistic structure. However, due
to MLP’s simple structure, its stability is compromised. As TF and LSTM employ
similar parameters, distinguishing between the two models based solely on the figure is
challenging. Similar observations can be made from sub-figure (b). Nevertheless, it is
worth noting that TF’s forecasting effectiveness is subpar at certain instances, indicating
that TF’s performance is not consistently optimal.

Figure 5 presents the forecast results for three consecutive days, specifically Novem-
ber 13th to 15th, 2020. The figure demonstrates that all three models exhibit favorable
predictive performance. Nonetheless, the GRU demonstrates limited robustness in sce-
narios where power changes continuously and rapidly. While the TF may not achieve
optimal forecasting performance at certain instances, it maintains an overall high level
of accuracy. To facilitate a comprehensive comparison of the predictive performance
among the models on a global scale, Table 2 displays the calculated MAPE and RMSE
results for different models.

It can be concluded from Table 2 that there is little difference between the models.
To facilitate a more intuitive comparison, we present Table 2 in a visual format, depicted
as Fig. 6. The TF demonstrates the highest accuracy based on the MAPE metric. From
an RMSE standpoint, although TF is not the optimal model, the discrepancy between
TF and the optimal model (GRU) is less than 0.01, which is practically insignificant.
This becomes particularly relevant when considering the use of one year of data in this
example. It is obvious that TF is the globally optimal model.
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Fig. 4. Different model for Nov. 30 and Dec. 30, 2020

4 Conclusion

Accurate forecasting of WP is integral to the secure and steady operation of power
systems that rely heavily on renewable energy. In this context, the paper puts forth a
TFT-based model designed for very short-term probabilistic forecasting of WP. The
primary inferences drawn from the simulations conducted are

(1) TF can handle longer sequences in WPF. Maintains good performance on very
short-term forecasts with long inputs.

(2) The TF-based forecasting model proposed in this study demonstrated superior
performance in the realm of WPF.

In conclusion, the TF-basedWPFmodel introduced in this study has demonstrated its
feasibility, as supported by the promising results obtained from preliminary simulations.
Future research could focus on refining this model by incorporating various elements,
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Fig. 5. Different model from Nov. 13 to 15, 2020

Table 2. Comparison of different evaluation indicators

Group MAPE (%) RMSE

MLP 4.49 6.9067

RNN 4.41 6.9238

GRU 4.28 6.6868

LSTM 4.34 6.7595

TF 4.26 6.6895
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Fig. 6. RMSE and MAPE of different models

such as slope forecasting, seasonal segmentation, and scene recognition, with the aim
of enhancing the predictive performance of WP generation.



Very Short-Term Forecasting of Wind Power Based on Transformer 373

Acknowledgements. This work was supported by the EMA-PSA, Singapore under Award R-
263–000-F04–592 (EMA-EP005-EPJGC-0003), National Natural Science Foundation of China
(No. 62073121) and the China Scholarship Council (No. 202206710082).

References

1. Xue, Y., et al.: A review on short-term and ultra-short-term wind power prediction. Autom.
Electric Power Syst. 39(6), 141–151 (2015)

2. Quan, H., Zhang, W., Zhang, W., Li, Z., Zhou, T.: An interval prediction approach of wind
power based on skip-gru and blockbootstrap techniques. IEEE Trans. Indus. Appl. (2023)
101109/TIA20233270114

3. Hong, T., Pinson, P., Wang, Y., Weron, R., Yang, D., Zareipour, H.: Energy forecasting: a
review and outlook. IEEE Open Access J. Power Energy 7, 376–388 (2020)

4. Wang, K., Zhang, Y., Lin, F., Wang, J., Zhu, M.: Nonparametric probabilistic forecasting for
wind power generation using quadratic spline quantile function and autoregressive recurrent
neural network. IEEE Trans. Sustain. Energy 13(4), 1930–1943 (2022)

5. Zhang, H., Liu, Y., Yan, J., Han, S., Li, L., Long, Q.: Improved deep mixture density network
for regional wind power probabilistic forecasting. IEEE Trans. Power Syst. 35(4), 2549–2560
(2020)

6. Connor, J.T., Martin, R.D., Atlas, L.E.: Recurrent neural networks and robust time series
prediction. IEEE Trans. Neural Networks 5(2), 240–254 (1994)

7. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8), 1735–1780
(1997)

8. Gao,M., Li, J., Hong, F., Long, D.: Day-ahead power forecasting in a large-scale photovoltaic
plant based on weather classification using LSTM. Energy 187, 115838–115850 (2019)

9. Ko, M.S., Lee, K., Kim, J.K., Hong, C.W., Dong, Z.Y., Hur, K.: Deep concatenated residual
network with bidirectional LSTM for one-hour-ahead wind power forecasting. IEEE Trans.
Sustain. Energy 12(2), 1321–1335 (2020)

10. Wei, J., Wu, X., Yang, T., Jiao, R.: Ultra-short-term forecasting of wind power based on
multi-task learning and lstm. Int. J. Electr. Power Energy Syst. 149, 109073–109084 (2023)

11. Li, C., Tang, G., Xue, X., Saeed, A., Hu, X.: Short-term wind speed interval prediction based
on ensemble gru model. IEEE Trans. Sustain. Energy 11(3), 1370–1380 (2019)

12. Ran, P., Dong, K., Liu, X., Wang, J.: Short-term load forecasting based on CEEMDAN and
transformer. Electric Power Syst. Res. 214, 108885–108893 (2023)

13. Bentsen, L.Ø., Warakagoda, N.D., Stenbro, R., Engelstad, P.: Spatiotemporal wind speed
forecasting using graph networks and novel transformer architectures. Appl. Energy 333,
120565–120578 (2023)

14. Li, R., Zeng, D., Li, T., Ti, B., Hu, Y.: Real-time prediction of SO2 emission concentra-
tion under wide range of variable loads by convolution-LSTM VE-transformer. Energy 269,
126781–126793 (2023)

15. Wang, H., Men, T., Li, Y.F.: Transformer for high-speed train wheel wear prediction with
multiplex local–global temporal fusion. IEEE Trans. Instrum. Meas. 71, 1–12 (2022)

16. Pu, B., Liu, J., Kang, Y., Chen, J., Yu, P.S.:MVSTT:Amultiview spatial-temporal transformer
network for traffic-flow forecasting. IEEETrans. Cybernetics (2022). https://doi.org/10.1109/
TCYB.2022.3223918

17. Zhang, H., Zou, Y., Yang, X., Yang, H.: A temporal fusion transformer for short-term freeway
traffic speed multistep prediction. Neurocomputing 500, 329–340 (2022)

https://doi.org/10.1109/TCYB.2022.3223918


374 S. Wang et al.

18. Du, W., Chen, S., Li, H., Li, Z., Cao, X., Lv, Y.: Airport capacity prediction with multisource
features: A temporal deep learning approach. IEEETrans. Intell. Transp. Syst. 24(1), 615–630
(2023)

19. Wang, S., Sun, Y., Zhang, S., Zhou, Y., Hou, D., Wang, J.: Very short-term probabilistic
prediction of PV based on multi-period error distribution. Electric Power Syst. Res. 214,
108817–108826 (2023)

20. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, Ł.,
Polosukhin, I.: Attention is all you need. Adv. Neural Inf. Process. Syst. 30 (2017)

21. Cho, K., Van Merriënboer, B., Gulcehre, C., Bahdanau, D., Bougares, F., Schwenk, H., Ben-
gio, Y.: Learning phrase representations using RNN encoder-decoder for statistical machine
translation (2014). arXiv preprint arXiv:1406.1078

http://arxiv.org/abs/1406.1078


Charging and Discharging Model of Electric
Vehicle Virtual Power Plant Considering

Dynamic Electricity Price in New Power System

Li Mingyang1,2(B), Zheng Yukun3, Wang Yanqian1,2, Yin Yao1,2, Dai Yang1,2,
and Cai Kesu1,2

1 NARI Group Corporation (State Grid Electric Power Research Institute), Nanjing 211106,
China

781911518@qq.com
2 NARI Technology Co. Ltd, Nanjing 211106, China

3 Xi-an Jiaotong-Liverpool University, Suzhou, Jiangsu Province 215123, China

Abstract. Electric vehicles are being used on a large scale, and virtual power
plants are redefining electric vehicles. A profit maximization model of EVs charg-
ing/discharging is constructed in this paper.The model is aimed at the maxi-
mum profits, while being constrained by power/energy storage batteries charg-
ing/discharging capacities and the travel needs of EVs.The model also express the
charging/discharging decision of EVs very well. An analysis and calculation of
the economic benefit and charging distribution of EV charging/discharging have
been made by simulating user travel needs with Monte Carlo method. The data
of the user travel rule come from NHTS (National Household Travel Survey) in
2021. The results indicate the rational charging/discharging model which can be
significantly improved by responding to the TOU(Time Of Use) and RT (Real-
Time) electricity price. Meanwhile, due to the cheaper off-peak electricity price
at night, the expensive on-peak electricity price during the day, electric vehicles
tend to charge at low load time and discharge at peak load time inversely so as to
achieve peak load shifting. The power/energy storage batteries storage function
of EVs is worth further developing.

Keywords: New power system · Virtual power plant · EV · V2G · Monte Carlo
simulation · Peak load shifting

1 Introduction

Electric vehicle charging load forecasting is the basic issue of the electric vehicle charg-
ing management. Electric vehicle charging load distribution is defined as the distribution
characteristics of the charging load in 24 h a day. If the charging load of the electric vehi-
cles can be arranged in the off-peak periods, it could reduce the construction investment
of the distribution network and save plenty of power grid investment costs [2–4].

Recently, scholars around the world have done a lot in the electric vehicle charging
load forecasting. According to the parking statistics, reference has further discussed the
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charging load on different spaces. This kind of research is based on the travel laws of
the existing traditional cars and has well solved the forecasting of the charging load
distribution of electric vehicles by the travel characteristics of electric vehicles. The
concept of a vehicle to grid has been a focus since its proposition. According to the
travel statistics of the existing traditional vehicles, a vehicle is moving more than 91%
of the time, which makes it possible that its power/energy storage batteries can provide
energy to charge in the low load periods and provide peak load shifting, frequency
modulation, and steady voltage by V2G in the peak load periods [5–7]. Nowadays,
the economic suitability, and the technical feature and management mode of V2G are
widely re-searched. However, there is a lack of research into the synthesized impacts on
the power load curve of the charging of electric vehicles and the discharging of V2G [8,
13].

This paper has made a decision model to ensure the maximum operating income
where charging or V2G discharging is needed. It has also discussed the effects of
differently charged electricity prices on the charging load distribution.

2 The Travel Data of EVs

2.1 NHTS (National Household Travel Survey)

The NHTS survey conducted by the Department Of Transportation (DOT) represents
millions of vehicles in the United States. It reports on hundreds of thousands of vehicle
trips made across the United States in 2021. The vehicle travel behaviour data used in
this paper are derived from the 2021 National Household Travel Survey (NHTS). The
NHTS data contains four major files, including a daily trip dataset and a vehicle dataset
[1, 9–11].

Several processing steps were required in order to prepare the data for input to the
model. For each trip, the daily trip file contains the data on the distance travelled, the type
of vehicle, the time of departure, and the type of departure. Vehicle-level information,
such as the state of the vehicle and the vehicle’s age, comes from the vehicle file. From
the full survey, we only select trips taken by private vehicles, driver ID and vehicle ID.
Table 1 shows a typical daily trip of a vehicle, and the start time, end time, duration,
average velocity, and distance [12].

Table 1. A typical daily trip of a vehicle.

Trips Start time End time Time (h) Duration (km) Velocity (km/h)

1st 08:48 09:03 0.25 7.2 28.8

2nd 12:28 12:43 0.25 8.0 32.0

3rd 15:00 15:12 0.20 6.8 34.0

4th 17:24 17:45 0.25 6.4 25.6
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2.2 Electricity Tariff Structure

To some extent, the EV load demand can be dictated by the electricity tariff structure.
Two types of typical electricity tariff structures are taken into consideration: Time-Of-
Use (TOU) pricing and Real-Time Pricing (RTP). TOU pricing divides the tariff into
three main blocks: peak, flat, and valley price, as shown in Fig. 1 [9, 11]. The latter
option provides a real-time rate which varies by season of the year, hour of the day, and
by weekday and weekend, as shown in Figs. 1 and 2.

Fig. 1. Time of use electricity rate(TOU).

Fig. 2. Real time electricity rate(RT).

3 Charging and Discharging Decision–Making Model of EVs

Electric vehicles are associated with a power grid by the battery charge/discharge, whose
key index is the battery state of charge. SOC is the ratio of current electric quantities
and the full electric quantities of a battery, which describes the current available in the
capacity of a battery by centesimal grade. Battery energy is in kWh, which is denoted
by the product of the battery capacity and rated current.
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3.1 Calculation of Power Battery SOC and Loss Cost

In this paper, the power/energy storage battery charge/discharge procedure involves
the SOC calculation of. To avoid over-discharging, the SOC must be greater than the
minimumSOC (SOCmin), or else, the dischargingmust be terminated. Similarly, to avoid
the over-charging of a battery, the SOC must be less than the allowed maximum SOC
(SOCmax), or else, the charging must be terminated. We assume that the initial value of
SOC is 0.83 (marked as SOCS ), and the end value of SOC is 0.58 (marked as SOCe), as
shown in Fig. 3 [5, 7].

Fig. 3. SOC level available for different application types.

(1) Under the condition that the travelling distance of an electric vehicle is given, its
SOCt cost during the trip can be obtained by the following formula:

SOCt = ξ100

100 · CB
d (1)

where ξ100 is the power consumption per hundred kilometers of the energy
storage battery (kW · h/100km), d is the travelling distance (km), and CB is the
capacity of energy storage battery (kW · h).

(2) When charging electric vehicles, the way of fully-charging within six and four hours
is adopted, duringwhich time the battery is in the allowedSOC interval and the charg-
ing can be regarded as constant current charging. Then, the relationship between the
charging time and SOC is

SOCcharge = Qdown(t)

CB
= ηdown

∫ tdown

0 Pdown(t)

CB
(2)

where SOCch arg e is the SOC after charging, Qdown(t) is the charged electric
energy (kW · h), pdown(t) is the charge power (kW),tdown is the charge time (h) and
ηdown is the charge efficiency.

(3) In the service that electric vehicles supply power to the power grid, we just discuss
the peak load shifting, that is the selling power of the stored battery energy. Suppose
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that the electric energy of electric vehicles is sold by constant power, then the sold
battery SOC is

SOCV2G = Qup(t)

CB
= ηup

∫ tup

0 Pup(t)

CB
(3)

where SOCV2G is the SOC of the sold batteries of the V2G in the discharg-
ing, Qup(t) is the discharged electric energy (kW · h),pup(t) is the discharge power
(kW),tup is the discharge time (h) and ηup is the discharge efficiency.

(4) The battery loss cost is the product of equivalent battery loss cost rateωd per kilowatt-
hour and the battery electric energy of charging / discharging.

Wb = 1

2
ωd (λ

upQup + λdownQdown) (4)

where ωd is the loss rate of power batteries ($/kW · h), λup is the discharge
power coefficient of V2G, λdown is the charge power coefficient of power batteries,
Qup is the discharged electric quantities (kW · h) and Qdown is the charged electric
quantities (kW · h).

3.2 Model

An objective Function.

EV power batteries have charging and discharging genergy processes throughout the
course of one day. For example, a vehiclemaymakem trips during the course of 24 h. The
periods of battery SOC may decrease (i.e., electricity consumption) or increase during a
period. In ith trip, a dwelling activity takes up a set of segments (i.e., seg(i)).The objective
of a charging/discharging problem is to maximize the operating income (minimize the
operating cost) subject to the constraints of EV travel. The income function of EV can
be represented as described in (5):

maxFprofit =
m∑

i=1

seg(i)∑

j=1

{

[ηηupgi,j(t) − 1

2
ωdλ

up ]
∫ tupi,j

0
Pup(t)dt

− [ηηdownfi,j(t) + 1

2
ωdλ

down]
∫ tdowni,j

0
Pdown(t)

}

(5)

where gi,j(t) is the charging rate ($/kW ·h),fi,j(t) is the discharging rate ($/kW ·h), and
η is the power grid convert efficiency. tdowni,j , tupi,j are the charging and discharging time
of segment j for trip i, respectively. Equality and Inequality Constraints:

(1) The power balance constraints: in a period (usually 24h), the state of charge of the
battery in the first stroke equals that in the last stroke, namely the difference of the
charge electric quantities and the discharge electric quantities (vehicle discharge and
V2G discharge) is zero. The power balancing constraint must be satisfied as follows:

m∑

i=1

seg(i)∑

j=1

η[ηdown
∫ tdowni,j

0
Pdown(t) − ηup

∫ tupi,j

0
Pup(t)] − 100ω100

m∑

i

di = 0 (6)
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(2) Electric vehicles travel constrains: the dis-charge process must equal the battery
SOC in the next trip. That is to say, the initial battery electric quantities of electric
vehicles must satisfy the first trip.

SOCminCA ≤ SOCSCB − W100

100
d1 ≤ SOCmaxCB (7)

The electric vehicles start charging/discharging after the kth (k = 1, 2, . . . ,m)

stroke, but after charging and discharging, the electric quantities of electric vehicles
must be satisfied in the (k + 1)th stroke. Therefore, there are m constraints.

SOCminCB ≤ SOCSCB +
k∑

i=1

seg(i)∑

j=1

η[ηdown
∫ tdowni,j

0
Pdown(t) − ηup

∫ tupi,j

0
Pup(t)]

− ω100

100

k+1∑

i=1

di ≤ SOCmaxCB (8)

(3) The battery SOC constraints: battery states of charge constraints. The summation of
the charged electricity quantities and the minimum allowed electricity quantities is
no more than the maximum allowed electricity quantities.

∫ tdowni,j

0
Pdown(t) + SOCmaxCB ≤ SOCmaxCB (9)

The difference of maximum allowed electricity quantities and the total dis-
charged electricity quantities is no more than the allowed minimum electricity
quantities.

SOCminCB +
∫ tUPi,j

0
Pup(t) ≤ SOCmaxCB (10)

The electricity quantities after charging/discharging in the lth (l =
1,2,3,…,seg(i)) period of the kth (k= 1,2,3,…,m) stroke are not only no less than the
minimum allowed electricity quantities but also no more than the maximum allowed
electricity quantities. There are such constraints.

SOCminCB ≤ SOCSCB +
k∑

i=1

l∑

j=1

η[ηdown
∫ tdowni,j

0
Pdown(t) − ηup

∫ tupi,j

0
Pup(t)]

− ω100

100

k∑

i=1

di ≤ SOCmaxCB (11)

(4) Time constrains: After each stroke, the charging/discharging time of electric vehicles
should be less than the time difference between the two periods and be non- negative.
In the same period, charging and discharging can only be selected alternatively.
Charging and V2G charging are prohibited during the running of electric vehicles.

0 ≤ tdowni,j ≤ ti,j+1 − ti,j (12)

0 ≤ tupi,j ≤ ti,j+1 − ti,j (13)
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tupi,j ∗ tdowni,j = 0 (14)

ttrip=0 (15)

where ttrip is the electric vehicle travel time.
In this paper, the establishedorderly chargingoptimizationmodel for electric vehicles

is a mixed programming model and is solved by utilizing the YALMIP toolbox.

4 The Results of Calculation and Simulation

4.1 The Data of EVs

Lithium-ion ferrous phosphate battery is currently the main power battery for EV bat-
teries. Lithium iron phosphate battery has the advantages of low price, safety, long life,
big capability and so on. The two types of EVs (BYD E6 and the Tesla model) are using
lithium-ion ferrous phosphate in this paper. The capacity, duration of charging process,
power demand are different from each other, but the charging/discharging characteris-
tics, efficiency and related battery SOC profiles of the two types of EV are same. The
following Table 2 lists the the EV power/energy storage battery.

Table 2. EV power/ energy storage battery

Types CB P ωd W100

BYD 76.91/kWh 9.5/kWh 4.0/cent/kWh 21.5kWh/100km

Tesla 89.12/kWh 7.0/kWh 4.0/cent/kWh 15.1kWh/100km

Types SOCmin SOCmax ηup/ηdown η

BYD 0.12 0.98 0.98 0.92

Tesla 0.12 0.98 0.92

4.2 Monte Carlo Simulation Considering on Electricity Rate and Uncertainty
Schedule

Based on Part 2, Monte Carlo simulation is employed to sample the data, considering
the change of EV trips, their duration, as well as the start time and the trip’s distance.
The charging/discharging load curve of all EVs is accumulated and a single EV charg-
ing/discharging load curve L is obtained. The entire calculation of charging and dis-
charging decision-making modeling is carried out as described in Fig. 4. The vehicle
travel behaviors used in this paper are derived from Sect. 1.1, and the electricity tar-
iff structures are derived from Sect. 1.2. The practical simulation results show that the
average benefits remain invariant basically after simulating 5000 times. Considering the
accuracy and the calculation speed, the simulation process is repeated for 5000 times.
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Fig. 4. Flow chart of EV profits maximization algorithm based on Monte Carlo simulation.

4.3 Charging and Discharging (V2G) Profile Base on a Single EV

The TOU electricity rate is employed to determine the most economic starting time of
EV battery charging, while the RT electricity price is adopted to discharge (V2G) during
the peak time based on the algorithm of Sect. 2.2. In this paper, the peak load time is
15.00–19.59 pm, while the valley load time is 0.00–6.59 am and 22.00–23.59 pm. At
last the maximum operating profits of the average electric vehicle are 88.79 cents. An
obvious charging load peak appears from 0.00 am to 6.59 am and an obvious discharg-
ing (V2G)load peak appears from 16.00 am to 22.59 am. The charging peak and the
regular load peak occur during different periods of time, while the discharging peak and
the regular load peak almost occur simultaneously. Fig. 5 shows the profile of charg-
ing/discharging load based on a single EV. The large scale development of private EVs
will impose huge impacts on power grids. From 2021 to 2050, with the popularity of
private EVs, the charging and discharging load of EVs increases dramatically. It is a
controlled charging/discharging strategy to smooth load the profile of a power grid. The
main factor for this phenomenon is the charging and discharging electricity tariff struc-
ture. Based on the high level prediction, the large scale development of private EVs will
pose huge impacts on power grids.
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Fig. 5. Profile of charging/discharging load based on an average EV

5 Conclusions

EVs are increasing their great potentials in the global automotive market share. EVs
can be regarded as distributed energy storage units, if we can logically and reasonably
control and operate them, they have great potentials to contribute to load shifting. The
charging/discharging load of EVs is influenced by many factors. Therefore it is difficult
to build a deterministic model between the charging demand and these uncertain factors.
In this paper, under the constraints of power battery charging/discharging capacity and
customer travel needs, an electric vehicle charging/discharging model is proposed to
maximize the electric vehicle economic benefits. The vehicle travel behavior’s data used
are derived from the 2021 NHTS. A Monte Carlo simulation based model is proposed
to forecast the charging load and discharging load of a single EV. On the top of that,
several conclusions are reached below:

(1) The uncertainties of EVs charging behavior bring great challenges to power grid
operation and peak-valley regulation. EVs charging load are mainly determined by
EVs ownership, EV types, charging duration, charging modes, charging frequency,
battery characteristics, and electricity tariff structure.

(2) While a single EV charging load has spatial temporal uncertainties, a large number
of EVs charging behavior obeys certain probability models. Therefore, we can cal-
culate and analysis an EV’s charging load, based onMonte Carlo EVs charging load
calculation model.

(3) The results of the simulation indicate that with guiding and controlling EV owners’
charging behavior, the peak discharging load appears at the same time when the
whole grid’s load reaches peak value, which further narrows the gap between peak
and valley.
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Abstract. For the problem of siting and capacity of PV and energy storage con-
nected to distributed PV distribution network with high penetration rate, a PV
energy storage siting and capacity strategy based on dynamic network reconfigu-
ration and cluster division is proposed. Themethod first proposes a cluster division
model considering dynamic reconfiguration for cluster division method, on this
basis, a PV energy storage siting and capacity setting model based on dynamic
network reconfiguration and cluster division is established, the upper-level plan-
ning model takes the equal annual value installation cost, annual operation and
maintenance cost, cluster power purchase cost active network loss minimization
as the objective function, each cluster DG capacity, ESS capacity and power as the
decision variables for The upper-level planning, the lower-level planning model
takes network loss minimization as the objective function, and the DG and ESS
access capacity and access location of each cluster internal node as the decision
variables for the lower-level planning. Finally, the feasibility and effectiveness of
the method are verified with the improved IEEE33 node system.

Keywords: Distributed generation · Network reconfiguration · Energy storage ·
Siting and capacity setting

1 Introduction

In order to promote the “double carbon” goal, “whole county photovoltaic” work in the
national orderly promotion, distribution network in the distributed photovoltaic (DPV) as
a representative of renewable distributed power The penetration rate is rapidly increas-
ing [1] The penetration of distributed photovoltaic in the distribution grid is rapidly
increasing. In order to solve the source-load imbalance problem caused by distributed
generation (DG) access and give full play to the active role of DG, the joint expansion
planning of DG and energy storage system (ESS) has become a research hotspot.

The flexible restructuring capability of distribution networks has become one of the
hallmarks of smart distribution networks [2] Many scholars have studied the impact
of network reconfiguration as an active management tool on the optimal configuration

© State Grid Electric Power 2024
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of DG. Literature [3] A robust planning model of DG with network reconfiguration is
developed with the objective of minimizing the annual integrated cost, which improves
the economy and reliability of system operation. Literature [4] A DG siting and capac-
ity optimization method considering network dynamic reconfiguration is proposed for
the closed-loop design of distribution networks, which improves the overall economic
efficiency of DG consumption capacity and investment cycle. Literature [5] The optimal
topology of the distribution network and the optimal charging and discharging method
of ESS are presented for distribution networks with high permeability DG and ESS,
which effectively reduce the operating cost and improve the operational reliability of
the distribution network. Literature [6] A renewable energy planning method consider-
ing dynamic network reconfiguration and distribution network uncertainty is proposed.
Many studies have shown that network reconfiguration can effectively improve the con-
sumption capacity, operational reliability and economy of distribution grid DG. The
current distribution network planning is based on the load characteristics of a fixed
scenario and does not consider the change of system contact switch, so there is room
for further research on the distribution network planning technology under dynamic
topology and time-varying load. Moreover, most of the above distribution network plan-
ning with DGs is a centralized planning model, and the complexity of the centralized
optimization model will increase dramatically when large-scale DGs are connected to
the distribution network, which will lead to “dimensional disaster” [7]. The complexity
of the centralized optimization model increases dramatically when large scale DGs are
connected to the distribution network, leading to “dimensional disaster”. The distributed
generation cluster (DGC) is formed by aggregating DGs, energy storage, loads and other
control devices that are geographically or electrically close to each other or form com-
plementary relationships. Planning the distribution network in terms of DGCs not only
reduces the complexity of the problem, but also greatly increases the DG’s capacity to
consume because the DGCs take into account the degree of power matching between
source and load in the division process [8].

For cluster planning, existing research is divided into two main aspects: cluster
delineation and cluster planning. In terms of cluster classification, the existing clus-
ter classification methods are mainly based on electrical modularity [9], active power
balance degree [10] and reactive power balance [11] as cluster classification indexes,
using association discovery algorithm [12] and intelligent optimization algorithm [13]
and clustering algorithm [14] Cluster classification is performed. The existing cluster
classification metrics do not consider the impact of cluster size on the subsequent clus-
ter operation control, and the clusters are classified with too large a difference in size,
even producing isolated nodes. In terms of cluster planning, existing studies have demon-
strated that reasonable cluster classification is beneficial to the planning and configuration
of distribution networks [8, 15, 16]. Literature [15] proposed a distributed energy storage
capacity planning strategy considering cluster voltage autonomy to improve node volt-
ages based on cluster delineation for distribution networks. Literature [16] developed a
distributed PV and energy storage two-layer planning model by using PV capacity and
location within the cluster as decision variables. Literature [8] proposed a joint network-
source-storage two-layer expansion planning strategy for distribution networks based on
cluster division, which reduces the conservativeness of distribution network planning.
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All the above studies consider the influence of system contact switch action on cluster
division, and the existing cluster division methods still have certain defects.

Considering the shortcomings of existing research cluster delineation methods and
the fact that few papers combine cluster delineation with network reconfiguration, this
paper proposes a two-tier planning method for PV energy storage based on network
reconfiguration and cluster delineation. Firstly, a distributed generation cluster classi-
fication method considering dynamic network reconfiguration is proposed, secondly, a
two-layer planning model is established based on the above cluster classification results,
where the upper-level planning model takes the equal annual value installation cost,
annual operation and maintenance cost, cluster power purchase cost, and active network
loss minimization as the objective functions, and the DG capacity, ESS capacity and
power of each cluster as the decision variables for the upper-level planning, the lower-
level planning model takes the network The lower-level planning model uses network
loss minimization as the objective function and DG and ESS access capacity and access
location of each cluster internal node as the decision variables for lower-level planning,
finally, the feasibility and effectiveness of the method are verified with the improved
IEEE33 node system.

2 Two-Layer Planning Architecture for PV Energy Storage
Considering Dynamic Network Reconfiguration and Cluster
Division

For the problem of cluster division and siting and capacity planning of DG distribution
network with high penetration rate, a PV energy storage siting and capacity model
based on dynamic network reconstruction and cluster division is established, and its
architecture diagram is shown in Fig. 1.

In the cluster partitioning method considering dynamic network reconfiguration, the
dynamic network reconfiguration optimizes the best network reconfiguration scheme for
each time period with the minimum number of device actions and the minimum network
loss as the objective function. Based on the reconfiguration scheme for each time period,
the cluster division is performed with the objective of maximizing the mean value of the
comprehensive cluster division index for all-weather.

Based on the above cluster division results, in the PV and ESS two-level planning
model, the upper-level planning model takes the equal annual value installation cost,
annual operation and maintenance cost, cluster power purchase cost, and active network
lossminimization as the objective function, and theDGcapacity, ESS capacity and power
of each cluster as the decision variables for the upper-level planning, the lower-level
planning model takes the network loss minimization as the objective function, and the
DG and ESS of each node within the cluster as the decision variables for the lower-level
planning. Access capacity and access location of each cluster are the decision variables
for lower-level planning. The decision variables of the upper-level planning model are
passed to the lower-level planning model as its initial conditions and constraints, and
the lower-level planning is based on the above-mentioned intra-cluster planning, and
the active network loss power obtained from the tide calculation is uploaded to the
upper-level planning model.
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Fig. 1. Architecture diagram of PV energy storage double layer planning considering dynamic
network reconfiguration and cluster division

3 Cluster Partitioning Approach Considering Dynamic Network
Reconfiguration

3.1 Dynamic Network Reconfiguration

Dividing the network reconfiguration study time period into N time points, the system
load corresponding to time point k isXk = [Xk1,Xk2, · · · ,Xkn]T , where n is the number
of nodes, and the daily load can be expressed as X = [X1,X2, · · · ,XN ]T . If this matrix
is divided into time periods and the data difference between the divided time periods is
minimized, let 1 ≤ θ1 ≤ θ2 ≤ T, then the segment difference between moment θ1 and
moment θ2 is

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

dθ1θ2 =
θ2∑

k=θ1

n∑

j=1

(xkj − xj)

xj = 1

θ2 − θ1 + 1

θ2∑

k=θ1

xkj

(1)

Then, after dividing the N moments into k time periods, the sum of the differences
of each time period is

SN ,k
d =

k∑

j=1

D(ij−1 + 1, ij) (2)
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where: D is the segment difference matrix, where the i-th row and j-th column element
D(i,j) = dij, S

N ,k
d as the reconstruction frequency measure, the smaller the division time

period k the larger its value.
Through dynamic network topology reconfiguration, the network switching state is

changed so as to adjust the network structure, which has the effect of reducing network
losses and improving node voltageswhile satisfying the operating constraints. Combined
with the time period division method proposed above, the objective function of dynamic
network reconfiguration is

f1 = max

⎡

⎣α1S
N ,k
d − α2

24∑

i=1

b∑

j=1

ri(Ii)
2�T

⎤

⎦ (3)

where: α1, α2 are the weight coefficients of each target, respectively, ri is the resistance
value of branch i, I i is the current amplitude of branch i, ΔT is the duration of each time
period, and �T = 1h is taken in this paper, b is the number of network branches.

3.2 Cluster Division

The cluster partitioning objective function is

f2 = max[w1ρ + w2β + w3λ] (4)

where: ρ, β, λ are the electrical modularity index, power balance index, and node affilia-
tion index for cluster classification, respectively,w1,w2,w3 are the weight coefficients of
each index, and w1 + w2 + w3 = 1. Different weight coefficients are selected according
to different cluster classification objectives, and the corresponding cluster classification
results can be obtained.

(1) Electrical modularity index

The concept of modularity function was proposed by Newman [17] to quantify the
strength of community structure in complex networks. The larger the modularity index,
the higher the intra-cluster coupling tightness, the smaller the modularity index, the
lower the inter-cluster coupling tightness. The expression of the modularity function is

ρ = 1

2m

∑

i

∑

j

(

eij − kikj
2m

)

ϕ(i, j) (5)

where: eij is the weight of the edge between node i and j. By changing the definition
of eij, the modularity function will have a different meaning, ki is the sum of all edge
weights of node i, m is the sum of edge weights of all nodes in the network, ϕ(i, j) = 1
when nodes i and j are in the same DGC, otherwise ϕ(i, j) = 0.

Measuring the structural performance of clusters based only on the topological rela-
tionship of distribution networks lacks consideration of the electrical connection between
nodes, and most scholars currently use electrical distance to measure the tightness of
electrical coupling between nodes, as expressed in the following equation:

�V = SQV�Q (6)
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dij = lg
SQV ,jj

SQV ,ij
(7)

where: SQV is the sensitivity matrix, SQV, ij is the element of the i-th row and j-th column
of the matrix, which indicates the value of the change of voltage at node i caused by the
change of power at node j, ΔQ is the change of reactive power and ΔV is the change
of voltage, dij is the ratio of the change of voltage at node j to the change of voltage at
node i when the change of reactive power at node j occurs.

Consider that the electrical distance between two nodes is not only related to itself,
but also to other nodes in the network. Let the network have n nodes and define the
electrical distance between node i and node j as [18]: the

Lij =
√

(di1 − dj1)2 + (di2 − dj2)2 + · · · + (din − djn)2 (8)

where: Lij is the electrical distance between node i and node j. The larger the value
means the farther the electrical distance between nodes, the smaller the value of the
edge weights in the corresponding modularity function, and vice versa. Accordingly, the
expression of the relationship between node edge weights and electrical distance is

eij = 1 − Lij/max(L) (9)

where: L is the electrical distance matrix.

(2) Power balance index

The access of a large number of DGs may cause problems such as power backfeeding
and voltage crossing of the distribution network. The power backward transmission will
not only increase the line loss sharply, but also has the risk of overloading and burning
the equipment. Cluster division should take into account the internal power balance
of the cluster, reduce the active power out of the cluster, and have a certain voltage
regulation capability when the voltage exceeds the limit. When the voltage exceeds
the limit, the voltage level is first restored by adjusting the reactive power, when the
reactive power adjustment margin is exceeded, the active power is adjusted to maintain
the stable operation of the distribution network. Therefore, the power balance index
needs to consider the balance degree of active and reactive power within the cluster, and
the larger the active and reactive power balance index is, the higher the power balance
degree within the cluster.

β = (βP + βQ)/2 (10)

where: β is the power balance index, βp is the total active power balance index of the
system, βQ is the total reactive power balance index of the system. The active power
balance index is used to describe the balance between active power demand and supply
within the cluster, and the calculation formula is calculated as

βP = 1

c

c∑

i=1

(1 − 1

T

T∑

t=1

Pclu(t)i
max(Pclu(t)i)

) (11)
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where Pclu (t)i is the net power characteristic of cluster i, T is the typical time-varying
scene duration, and c expresses the number of clusters.、

The reactive power balance indicator is used to describe the balance between reactive
power demand and supply within the cluster:

Qi =
⎧
⎨

⎩

Qsup,i

Qneed,i
Qsup,i < Qneed,i

1 Qsup,i ≥ Qneed,i

(12)

βQ = 1

c

c∑

i=1

Qi (13)

where:Qsup,i,Qneed,i are themaximumvalue of reactive power output and reactive power
demand of cluster i, respectively, Qi is the reactive power balance of cluster i.

(3) Node affiliation metrics

Whether the cluster size is balanced or not affects the difficulty of “intra-cluster auton-
omy” and “inter-cluster coordination”, and improving the balance of cluster size can
reduce the complexity of cluster optimization model and improve the regulation ability
of set DG. To address the problem of unbalanced cluster size, the paper proposes the
node affiliation index to evaluate the reasonableness of each cluster size:

λ = μ(i,V [i])
μ(i,V − V [i]) (14)

μ(i,V [i]) = 1

|V [i]|
∑

j∈V [i]
eij (15)

μ(i,V − V [i]) = 1

|V − V [i]|
∑

j∈V−V [i]
eij (16)

where: λ is the node affiliation metric, the larger the value the more balanced the size
of each cluster, V [i] is the cluster where node i is located, | V [i] | is the sum of the
number of edges between all nodes in the cluster, j ∈ V [i] denotes the nodes in the same
cluster as node i and connected, μ(i,V [i]) is the affiliation degree of the nodes in the
same cluster as node i and connected in cluster V [i], V − V [i] is the cluster that does
not contain node i, |V − V [i]| is the sum of the number of edges between the remaining
clusters except cluster V[i], j ∈ denotes the nodes that are not in the same cluster as node
i but connected, μ(i,V [i]) is the affiliation degree of the nodes in the cluster V [i] that
are connected to node i, is the cluster that does contains node i, |V − V [i]| is the sum
of the number of edges between nodes in the remaining clusters except cluster V [i], j ∈
V − V [i] denotes a node that is not in the same cluster as node i but is connected, μ(i,
V − V [i]) is the degree of affiliation of a node that is not in the same cluster as node i
but is connected in cluster.

In terms of cluster division indexes, the existing cluster division indexes mainly
include electrical modularity, active power balance and reactive power balance indexes.
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None of them consider the impact of cluster size on the subsequent cluster operation
control, and thedifferences in the size of the divided clusters are too large, evengenerating
isolated nodes.

In contrast, the comprehensive cluster division index proposed in this paper can
effectively equalize the cluster size, avoid the situation of isolated nodes forming a
separate group, and facilitate the subsequent cluster planning.

4 Two-Tier Planning Model

4.1 Upper-Level Planning Model

The upper-level planning model takes the equivalent annual value of DG and ESS instal-
lation cost C1, annual operation and maintenance cost C2, cluster power purchase cost
C3, and minimum network loss cost C4 as the objective function, and uses the cluster
as the basic unit to optimize the DPV capacity, ESS capacity and power for each cluster
access.

4.1.1 Objective Function
minC = C1 + C2 + C3 + C4 (17)

(1) Equivalent annual value installation cost

C1 =
NC∑

i=1

⎡

⎢
⎢
⎣

CDGS
DG
clu.i

r(r + 1)yDG

(r + 1)yDG − 1
+ CES

ESS
clu,i

r(r + 1)yESS

(r + 1)yESS − 1

+CPP
ESS
clu.i

r(r + 1)yESS

(r + 1)yESS − 1
+ CIED

r(r + 1)yIED

(r + 1)yIED − 1

⎤

⎥
⎥
⎦ (18)

where: NC is the number of DGCs, CDG, CE, CP, CIED are the DG unit capacity invest-
ment cost, ESS unit capacity and power investment cost and intelligent equipment acqui-
sition cost, respectively, SDGclu.i, S

ESS
clu,i , P

ESS
clu.i are the DG and ESS installed capacity and

ESS inverter rated power of cluster i, respectively, yDG, yESS, yIED are the service life of
DG, ESS and intelligent equipment, respectively, r is the discount rate, and r = 10% is
taken in this paper.

(2) Annual operation and maintenance costs

C2 =
8760∑

t=1

NC∑

i=1

[
COM
DG PDG

clu,i,t + COM
ESS

∣
∣
∣PESS

clu,i,t

∣
∣
∣ +COM

IDE

]
(19)

where: COM
DG , COM

ESS, C
OM
IDE are the annual operation and maintenance costs of DG, ESS

and smart devices, respectively, PDG
clu,i,t is the DG output of cluster i at time t, PESS

clu,i,t is
the ESS charging and discharging power of cluster i at time t.

(3) Cluster power purchase cost
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C3 = Cin
t

8760∑

t=1

NC∑

i=1

Pin
clu,i,t (20)

where: Cin
t is the real-time electricity price at moment t, Pin

clu,i,t is the net power flowing
into cluster i at moment t.

(4) Network damage costs

C4 = Cin
t

8760∑

t=1

NC∑

i=1

Ploss
clu,i,t (21)

where: Ploss
clu,i,t is the total active network loss of cluster i at time t.

4.1.2 Constraints

(1) Cluster Installation Capacity Constraints

0 ≤ PDG
clu,i ≤

n∑

i=1

Pmax
DG,i,j (22)

where: PDG
clu,i is the installed DG capacity of cluster i, Pmax

DG,i,j is the maximum installed
DG capacity of cluster i node j.

(2) Upper grid power backfeed constraint

Poff
cp,l,t ≤ Pmax

cp,l,t (23)

where: Poff
cp,l,t , P

max
cp,l,t are the backward power and its maximum allowable backward

power on the contact line l at time t, respectively.

(3) Inter-cluster power transfer constraints

∣
∣Pclu,l,t

∣
∣ ≤ Pmax

clu,i,l,t (24)

where: Pclu,l,t , Pmax
clu,i,l,t are the transmission power and the maximum allowed transmis-

sion power on the inter-cluster contact line l at time t, respectively.

4.2 Lower Level Planning Model

The lower layer planningmodel takes theminimumactive network losswithin the cluster
as the objective function, and takes the nodes as the basic unit to optimize the access
location and access capacity of DPV and ESS.

4.2.1 Objective Function

F =
24∑

i=1

bclu,i∑

j=1

ri(Ii)
2�T (25)

where: bclu,i is the number of branches of cluster i.
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4.2.2 Constraints

(1) Tidal equation constraint

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Pi,t = Ui,t

∑

j∈i
Uj,t(Gij cos θij,t + Bij sin θij,t)

Qi,t = Ui,t

∑

j∈i
Uj,t(Gij cos θij,t − Bij sin θij,t)

(26)

where: Pi,t ,Qi,t are the injected active and reactive power at node i at time t, respectively,
θ ij,t is the voltage phase angle difference between nodes i and j at time t,Uj,t is the voltage
amplitude at node j at time t, Gij, Bij are the conductance and conductance of branch ij,
respectively.

(2) Node voltage constraints

Umin
i,j ≤ Ui,j,t ≤ Umax

i,j (27)

where: Umin
i,j , Umax

i,j are the upper and lower limits of the voltage amplitude of node j in
cluster i, respectively, Ui,j is the voltage amplitude of node j in cluster i at time t.

(3) Node installation capacity constraint

The installation capacity constraint mainly includes node installation capacity constraint
and cluster i installation capacity constraint.

⎧
⎪⎪⎨

⎪⎪⎩

0 ≤ SDG,i,j ≤ Smax
DG,i,j

n∑

i=1

SDG,i,j−SDGclu,i = 0
(28)

where: SDG,i,j and Smax
DG,i,j are the installed DG capacity and the maximum installed

capacity of node j in cluster i, respectively, SDGclu,i is the installed DG capacity in cluster
i optimized by the upper-level planning model.

(4) Intra-cluster power transfer constraints

Smin
clu,i,l ≤ Sclu,l,t ≤ Smax

clu,i,l (29)

where: Smin
clu,i,l , S

max
clu,i,l are the transmission power and themaximum value of transmission

power on branch l in the cluster, respectively, Sclu,l,t is the transmission power on branch
l in the cluster at time t.

(5) ESS operational constraints

−Pbess ,M ≤ P∗
bess (t) ≤ Pbess ,M

SOC,m ≤ S∗
OC(t) ≤ SOC,M

(30)
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where: Pbess ,M is the maximum power limit of ESS, P∗
bess(t) is the power of the storage

system at time t, SOC,M and SOC,m are the upper and lower SOC limits of ESS, SOC,M
and SOC,m are the upper and lower SOC limits of ESS, and SOC,M and SOC,m are the
upper and lower SOC limits of ESS. limits of ESS, and S∗

OC (t) is the state of charge of
the energy storage system at moment t.

(6) DG operational constraints:

{
0 ≤ Pi,DG ≤ Pmax

i,DG

−Qmax
i,DG ≤ Qi,DG ≤ Qmax

i,DG

(31)

where: Pi,DG is the i-th DG active power output, Pmax
i,DG and Qmax

i,DG are the i-th DG
active power output and reactive power output maxima, respectively, In order not to lose
generality, this paper adopts the DG power control strategy with constant power factor,
Qmax
i,DG = Pmax

i,DG tan ϕk .

4.3 Two-Level Programming Model Solution Algorithm

For the characteristics of many types and numbers of variables of the proposed two-layer
planning model in this paper, the two-layer iterative hybrid particle swarm algorithm
is used. The solution is performed. In the two-layer planning model, the upper layer
particles represent the installed capacity of DG and ESS and the power of ESS in each
cluster, the lower layer particles represent the installedDG and ESS installation locations
in each cluster, and its structure is shown in Fig. 2.

Fig. 2. Particle encoding

The main steps of the two-layer programming model solving algorithm based on the
two-layer iterative hybrid particle swarm algorithm are as follows:

Step 1 Parameter initialization. Based on the original data of the distribution network to
be planned, preliminary tide calculation is performed to obtain node voltage and branch
tide data and initialize the parameters of the particle swarm algorithm.

Step 2 Upper level particle swarm optimization:
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(1) Initialization of upper layer particle swarm algorithm. Each particle in the upper
layer consists of each cluster DG, ESS access capacity and ESS power. Initialize
the velocity, position, individual optimal value and group optimal value of the upper
layer particle swarm, and set the current iteration number i = 0.

(2) Iterative solving. Update the velocity and position of the upper particles, and when
the velocity and position of the particles are the same before and after the update,
introduce a random number between (0,1) for the current particle velocity to prevent
the algorithm from falling into local optimum, and the number of iterations i = i +
1.

Step 3 Lower level particle swarm algorithm optimization.

(1) Initialization of the lower particle swarm algorithm. The upper particle optimization
result is used as the initial condition of the lower particle swarm algorithm, initialize
the velocity, position, individual optimal value and group optimal value of the lower
particles, and set the current iteration number i* = 0.

(2) Parameter update. The lower particle velocity and position updates are the same as
(2) in step 2, with iteration number i* = i* + 1.

(3) Calculate the lower layer particle adaptability. Update the access data of nodes DG
and ESS in the distribution network cluster, perform the tide calculation and update
the lower layer particle adaptation value.

(4) Update the individual and group fitness of lower level particles. Compare the cur-
rent individual fitness with the optimal individual fitness, and update the individual
optimal value and individual fitness. Similarly, update the population optimum and
population fitness.

(5) Iteration number judgment. If the current number of iterations i∗ < i*,max, then return
to step 3 in (2) keep iterating, if the current number of iterations i i∗≥*,max, output
the population optimal value and the population fitness value is the most optimized
result.

Step 4 Update the upper layer particle fitness. Update the access data of each cluster
DG, ESS to calculate the upper layer particle fitness, same as (4) in step 3 to update the
upper layer particle fitness.

Step 5 Iteration number judgment. If the current number of iterations i < imax, then
return to step 2 (2) to iterate continuously, otherwise output the result of upper and lower
layer double layer planning.

5 Example Analysis

In order to verify the effectiveness of the proposed method, this paper takes the modified
IEEE33 system as an example, simulation tests are conducted in MATLAB 2020a envi-
ronment. The base voltage and base power of this system are 12.66 kV and 10 MV-A,
respectively, and the maximum daily load is 3715+ j2300 kVA, and the upper and lower
limits of node voltage are set to 1.05 and 0.9, respectively. Among the various costs, the
cost of shutting down the operation when the system is reconfigured is 0.5 yuan/time, the
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peak and valley time-sharing tariffs are 0.7 yuan/(kW-h) and 0.4 yuan/(kW-h), respec-
tively, DG investment cost and operation and maintenance cost are RMB1500/(kVA)
and RMB500/(kVA) respectively, ESS investment cost and operation and maintenance
cost are RMB1500/(kVA) and RMB500/(kVA) respectively.

5.1 Reconfiguration Scheme and Analysis of Cluster Division Results

According to the time period division method proposed in this paper, the equivalent load
of each node is treated with a 24× 32-dimensional matrix processing, and the improved
K-means algorithm is used. The time period division is carried out. The equivalent daily
load curve is finally divided into 4 segments, as shown in Fig. 3.

Fig. 3. Load time curve

The network reconfiguration of the distribution network without any optimization
measures is carried out in each optimal time period, and the number of individual switch
actions is set to be no more than 4, and the total number of switch actions in a single
reconfiguration process is no more than 12. In order to further verify the effectiveness
and rationality of the time-period-based network reconstruction method proposed in this
paper, three different reconstruction schemes are used for comparison and analysis, and
the results of network reconstruction for each scheme are shown in Table 1.

Option 1: No time period division of the equivalent daily load curve, and static
network reconfiguration within each unit time period.

Option 2: Using the literature [19] The proposed time slot partitioning method com-
bining dual-scale spectral clustering and adaptive time slot algorithm is used for network
reconstruction.

Option 3: The time slot partitioning method proposed in this paper equates the daily
load curve for time slot partitioning and performs network reconstruction.

As can be seen from Table 1, although the static network reconfiguration method
can ensure the best network topology and minimum network loss in each unit time
period, it has too many switch actions and excessive equipment losses. Option 2 and
Option 3 achieve a balance between network loss and the number of switch actions by
considering the constraint on the number of switch actions, reducing the network loss to
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Table 1. Comparison chart of different reconfiguration schemes

Restructuring
solutions

Reconfiguration
time frame

Disconnect
switch number

Net loss/ (kW-h) Switching
motion number
of jobs

Option 1 Unit Period Optimal in each
time period

1616.7 36

Option 2 00:00–07:00
07:00–15:00
15:00–20:00
20:00–24:00

9, 14, 28, 33, 36
9, 14, 16, 27, 33
9, 14, 20, 27, 30
9, 14, 20, 27, 30

1828.5 14

Option 3 00:00–08:00
08:00–15:00
15:00–21:00
21:00–24:00

9, 14, 28, 33, 36
11, 15, 28, 33, 34
11, 15, 28, 33, 34
9, 14, 20, 27, 30

1775.4 12

a lower level while significantly reducing the number of switch actions. Compared with
Option 2, Option 3 reduces the number of switch actions by 2 and the network loss by
53.1 kW. Figure 4 shows the comparison of system node voltages after different network
reconfiguration options.

Fig. 4. Node voltage comparison of different solutions

As can be seen from Fig. 4, the node voltages after network reconfiguration are
improved compared to those without network reconfiguration. The node voltage ampli-
tude fluctuation is smaller in scenario 1 compared to scenarios 2 and 3 because it is
not constrained by the number of switching actions and the network topology is in the
optimal state in all time periods. The difference between the node voltage magnitude of
Option 2 and Option 3 is not significant, while the number of switching operations and
network loss cost of Option 3 are lower than those of Option 2, so Option 3 has better
performance compared to Option 2.
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Combined with the network topology determined by the above network reconfigu-
ration scheme, the clustering is carried out with the goal of maximizing the mean value
of the all-weather comprehensive cluster division index, and the cluster division results
are shown in Fig. 5.

Fig. 5. Distributed generation cluster division results

5.2 Analysis of Planning Results

In order to fully explore the impact of network reconfiguration and cluster division on
distribution network planning, this paper constructs three different scenarios to compare
and analyze the siting and capacity setting problems of system DG and ESS under
different situations and verify the effectiveness and feasibility of the proposed method.

Option 1: Centralized planning scheme for PV and energy storage without network
reconfiguration and cluster planning, with nodes as the basic unit for DG and ESS
installation capacity, access location and ESS rated power directly.

Option 2: Cluster planning scheme without considering dynamic network reconfig-
uration, the upper layer optimizes DG access capacity, ESS access capacity and ESS
power for each cluster as the basic unit, and the lower layer optimizesDG access capacity
and ESS access capacity for each node as the basic unit.

Option 3: Cluster planning scheme considering dynamic network reconfiguration.
Based on the cluster partitioning results shown in Fig. 5, the siting and capacity deter-
mination of DG and ESS are performed according to the two-layer planning model
proposed in this paper.

The distributed PV and energy storage planning results of different schemes are
shown in Figs. 6 and 7. Scheme 1 has the largest PV penetration, but the storage planning
capacity is higher than bothScheme2 andScheme3, leading to an increase in the capacity
of the configured ESS and an increase in the cost of configuring ESS. This is because
when the centralized planning method is used for planning, the number of planning
nodes is too large for large-scale network belts, and the difficulty of solving increases
exponentially with the increase in the number of nodes, and the optimization results are
not very satisfactory.

On the basis of Scheme 1, Scheme 2 adopts the cluster planning method, and the
number of nodes to be planned in each cluster is much smaller than the total number
of nodes in the system, which makes the dimensionality of the optimization variables
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Fig. 6. PV configuration capacity

Fig. 7. Configured capacity of each cluster ESS

Table 2. Results of different scenario planning

Programs PV capacity ESS Capacity

Option 1 2780.81622 2738.17587

Option 2 2678.07767 2175.617

Option 3 2777.07773 2074.50036
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of the upper-level planning model of the two-layer planning model greatly reduced
and is conducive to improving the accuracy of the planning solution. As can be seen
from Table 2, the clustering planning results of Scheme 2 can significantly reduce the
ESS configuration capacity, and the ESS is more evenly distributed in each cluster,
which makes the power within each cluster more balanced and the inter-cluster power
interaction power less, which makes the network loss also greatly reduced.

6 Conclusion

This paper considers the interplay between network reconfiguration and cluster parti-
tioning, establishes a two-layer planningmodel for PV and ESS, and draws the following
conclusions from a comparative analysis of three different scenarios:

(1) When considering the dynamic reconfiguration of the network, by changing the
network switching state, the power balance within the system can be improved
and the capacity of ESS configuration can be reduced, while the DG’s dissipation
capacity can be reduced.

(2) Combining network reconfiguration with cluster planning methods not only helps to
improve the accuracy of the planning solution, but also enables the system to improve
the voltage level and reduce the network loss in the post-planning operation phase.

Acknowledgement. This work is supported by National Key R&D Program of China (No.
2022YFB2402905).
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Abstract. Due to the global warming caused by the excessive use of fossil energy,
the uncertainty and volatility of new energy have put pressure on the regulation of
the power system, resulting in problems such as abandoning wind and light. The
customer directrix load has been proposed to define the ideal load curve shape to
smooth the fluctuation, and achieve the balance of adjustable resources and non-
adjustable resources. However, this method cannot personalize and guide different
types of users, and fails to fully tap the user’s adjustment potential. Therefore, a
customer directrix load decomposition method based on power customers load
profile clustering is proposed. Firstly, the research on user clustering and load
customer directrix load is analyzed, especially for the problems faced by person-
alized clustering of users’ electricity consumption. Secondly, the decomposition
scheme of the customer directrix load, the model of the sub-customer directrix
load and the measurement of the effect are proposed, and a set of decomposition
mechanism of the sub-customer directrix load is designed based on the clustering
algorithm of user characteristics. The results of the example analysis show that
compared with the existing mechanism, the sub-customer directrix load decom-
position mechanism can fully tap the user’s adjustment ability and guide the user
closer to the customer directrix load. This mechanism is suitable for different
kinds of clusters of spontaneous clustering according to the user power consump-
tion characteristics. Finally, this mechanism can effectively reduce the problem of
wind and light abandonment and improve the absorption capacity of new energy.

Keywords: Load profile clustering · Power consumption characteristics ·
Customer directrix load decomposition · New energy absorption

1 Introduction

1.1 Background

Fossil energy use causes climate change and energy shortages. China promotes new
energy to address these issues.However, rapid newenergy growth poses power regulation
challenges, leading to curtailment and lack of control. Traditional methods are inefficient
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for high new energy grids [1]. Demand response, through price-based and incentive-
based approaches, effectively regulates and absorbs newenergy, promotingpower system
reform [1]. However, issues such as participation, baseline calculation, effectiveness,
fairness, and quantification need resolution for large-scale implementation [2].

Customer Directrix Load (CDL) stabilizes new energy fluctuations and provides an
ideal load curve for demand response. Literature [1] introduces CDL to improve load
curves, while Literature [2] decomposes CDL for large-scale response options,maximiz-
ing user potential. Traditional demand response lacks personalization and user potential
utilization. Load aggregators decompose the customer directrix load into sub-customer
directrix loads, giving users more options and facilitating their response potential explo-
ration [2]. This study proposes an effective method, including decomposition, consider-
ing users’ electricity consumption behavior. The CDL decompositionmechanism guides
users’ autonomous response, bringing the total load curve closer to the CDL and offering
more options to explore their response potential.

This paper will analyze the limitations of research on electricity consumption char-
acteristics and quasi-linear demand response based on customer clustering, and propose
a customer directrix load decomposition method based on users clustering, which real-
izes individuality by decomposing load directrix guidance and synergistic combination.
This method is expected to overcome the limitations of traditional demand response,
improve the effect of demand response, and better adapt to the personalized needs of
users.

1.2 State-of-the-Art

Current research examines user electricity consumption using questionnaires, power data
analysis, and smart meters, employing clustering algorithms like k-means and SOM. A
comprehensive clustering method integrating K-means, SOM, and BP neural network
is proposed [3], while another study explores various clustering algorithms, distance
measures, and evaluation functions for user behavior analysis [4]. Smart grid technol-
ogy provides users with control and feedback [4]. The power grid center offers real-
time information and recommendations through mobile apps to promote energy-saving
[4]. Limitations in current research on clustering methods for electricity consumption
include data availability, privacy concerns, lowuser participation, complex user behavior,
and social and cultural differences in energy perception and behavior. These limitations
encompass: (1)Data availability and privacy: Privacy regulations restrict data acquisition
and analysis, posing challenges in data acquisition and analysis [5]. (2) User participa-
tion and response: Low user participation and passive response hinder the effectiveness
of demand response strategies. (3) Complexity and diversity of user behavior: Numer-
ous factors influence user behavior, making it challenging to predict and intervene in
electricity consumption and design personalized strategies [5].

In customer directrix load-based demand response studies, the concept and model
of customer directrix load have been proposed, along with an implementation plan. The
customer directrix load defines an ideal load curve shape to stabilize system fluctua-
tions, allowing users to adjust their power consumption patterns based on incentives [6].
This achieves a balance between adjustable and non-adjustable resources, especially for
accommodating high proportions of new energy. However, there are limitations to the
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current research. Existing methods lack personalized guidance and user combinations,
making it challenging for some users to approach the customer directrix load. Addition-
ally, decomposing the customer directrix load into sub-customer directrixs and ensuring
the total load curve aligns with the customer directrix load requires further investiga-
tion. Addressing these issues will enhance the effectiveness of customer directrix load
demand response and maximize user response potential [7].

1.3 Innovation

This paper presents a customer directrix load decomposition method based on user clus-
tering considering consumer power consumption behavior. Users collaborate and make
adjustments to align their combined load curve with the customer directrix load. The
load aggregator decomposes the alignment into sub-customer directrix load, providing
userswith options thatmatch their consumption habits, tapping into their response poten-
tial. A diagram illustrates the customer directrix load and two sub-customer directrix
loads (sub-customer directrix load 1 and sub-customer directrix load 2). Users visually
assess and select a curve that matches their target. Decomposing the guideline enables
user autonomy, promoting convergence towards the customer directrix load [2]. Fur-
ther research is needed to investigate the decomposition methodology and ensure user
autonomy in selecting sub-customer directrix load. Effective strategies and mechanisms
are explored for users’ autonomous decision-making, achieving closer adherence to the
customer directrix load [1] (Fig. 1).

Fig. 1. Schematic diagram of customer directrix load decomposition

2 Solution Method

2.1 Power Customers Load Profile Clustering Method

In this paper, the k-means algorithm is mainly used to cluster the user’s electricity
consumption characteristics. K-means is a clustering algorithm whose principle is to
divide a data set into k clusters such that each data point belongs to the nearest cluster
and the center of the cluster is the average of all data points. This algorithm is based on
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iterative optimization, and each iterative step will update the center point of the cluster
until the convergence condition is reached. The basic principle of the K-means clustering
algorithm: First, select the data set to be divided into k clusters, and then randomly select
k data points as the initial cluster centers. Each data point is then assigned to the nearest
cluster center, and each data point can only belong to one cluster. The cluster center points
are updated according to the assigned data points, which is achieved by computing the
mean of the data points belonging to each cluster. Repeat the above steps until the center
point of the cluster no longer changes, or reaches the predetermined number of iterations.
Finally, k clusters and the center point of each cluster are obtained.The flow chart of
K-Means algorithm is shown in the Fig. 2.

Fig. 2. K-means algorithm flow chart

2.2 Load Shape

The load curve shape is defined by the total electricity recorded during the time period T,

denoted as l(t). It is standardized using the reference pair, represented by α =
T∑

t=1
l(t).

Which is standardized by the reference pair, that is

l∗(t) = fu(l(t)) = l(t)

α
(1)

l∗(t) is the value of the load curve through the l(t) normalization algorithm fu(·), so
that the characteristics of the magnitude of the load curve are eliminated, and only the
characteristics of the curve shape are retained [2] (Fig. 3).

2.3 Customer Directrix Load Model

In terms of directrix calculation, it is considered that most current demand response (DR)
projects use load aggregators to integrate loads of a certain magnitude, and cooperate
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Fig. 3. Schematic diagram of customer directrix load

with power companies for demand response at the macro level. At the system level,
the independent system operator (ISO) and the control center of the power company
usually act as the demand response center, and its goal is to fully absorb new energy
while minimizing operating costs. To achieve economic dispatch, the demand response
center sets an objective function [3]:

min
T∑

t=1

NG∑

i=1

(aiP
2
G,i(t) + biPG,i(t) + ci) +

T∑

t=1

CR(PR.max(t) − PR(t)) (2)

PG,i(t) is the active output of the i-th adjustable generator in the system during the
t period, and there are N adjustable generators in total; PR(t) is the output of all new
energy power generation such as photovoltaic and wind power in the system during the
t period; PR.max(t) is the t period The maximum output of new energy can be predicted
in advance; a, b, c, are the cost coefficients of the i-th controllable unit, and the first item
of the objective function is the sum of the operating costs of all controllable generating
units. CR is the cost of abandoning wind and light, and the second item of the objective
function is the cost of not consuming new energy.

In order to fully accommodate new energy, CR can be set to a very large coefficient,
and only when the constraints are difficult to meet will the cost of curtailment of wind
and light be generated. In terms of constraints, the traditional balance equation of supply
and demand can be transformed into a way in which controllable resources balance
uncontrollable resources. This means using adjustable power generation resources and
responding demand-side resources to balance non-adjustable new energy generation and
non-responsive demand-side resources. Specifically, the constraints can be expressed as
the following equations:

NG∑

i=1

PG,i(t) − aDP
∗
D(t) = PC(t) − PR(t) (3)



408 Y. Shao et al.

PD(t) and PC(t) are respectively the power consumption of all loads participating in
DR and not participating in DR in the system during the t period; aD is the total power
consumption of the loads participating in the DRwithin the T period. Given that demand
response is a process that guides users to change periods of electricity consumption rather
than increase or decrease electricity consumption, it can be considered that the amount of
electricity consumed within a certain period of time is certain. Therefore, the following
constraints need to be considered when conducting demand response:

⎧
⎨

⎩

T∑

t=1
P∗
D(t) = 1

0 ≤ P∗
D(t) ≤ 1

(4)

It should be noted that PR(t) is recorded as a controllable quantity because power
curtailment is allowed, but the cost of power curtailment is very high, and it only occurs
when the system is difficult to balance. In addition, constraints such as theupper and lower
output constraints of the controllable generator set, the rise and fall slope constraints of
the controllable generator set, the spinning reserve constraint, and the output range
constraints of new energy sources need to be considered.

2.4 Evaluation Metrics

This article discusses how to quantify how effectively users respond to the customer
directrix load, and introduces a metric to measure how similar the shape of the load
curve is to the customer directrix load. The expression for this indicator is as follows:

⎧
⎪⎨

⎪⎩

E = e−εd2

d =
√

T∑

t=1
(l∗(t) − P∗

D(t))2
(5)

Among them, E is the measurement index after converting the Euclidean distance to
the (0,1] interval, l∗(t) is the normalized value of the load curve to be measured, and d is
the Euclidean distance between the two sequences. Based on this, the actual load curve
of the user is compared with The proximity of the guideline is objective and reliable.
We can use an objective and reliable indicator to measure the proximity of the user’s
actual load curve to the guideline. This indicator is called E, which reflects the role
of the load curve in promoting new energy consumption. The calculation of incentives
for demand response (DR) users is based on the indicator mentioned earlier. When the
indicator E is larger, it indicates that users have made greater contributions to promoting
new energy consumption. Consequently, users who have actively participated in load
adjustment and demonstrated a higher degree of alignment with the desired load patterns
will receive greater incentives. This incentivization mechanism rewards users for their
efforts in supporting and promoting the adoption of new energy sources. By aligning
their electricity consumption with the prescribed load patterns, users contribute to the
overall stability and efficiency of the power grid, as well as the integration of new energy
resources. The larger the indicator E, reflecting the user’s significant contributions to the
promotion of new energy consumption, the more incentives they can receive. These
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incentives serve as a recognition of the user’s active involvement in demand response
initiatives and their positive impact on the energy system. The calculation of incentives
for DR users takes into account the indicator E, which represents the level of contribution
made by users towards promoting new energy consumption. By rewarding users with
higher incentives for larger E values, it encourages their continued engagement in load
adjustment and facilitates the transition towards a more sustainable and new energy
future.

2.5 Customer Directrix Load Decomposition

Although the DR center only guides users according to a certain customer directrix load,
this method has the advantages of fairness and decoupling. However, for a large number
of users, especially residential users, thismethod lacks personalized guidance and cannot
fully tap the user’s response potential. It may be difficult for some users to change their
own electricity consumption patterns to approach the customer directrix load, but they
can combine with other users and make certain changes towards different goals, so that
the shape of the combined load curve is close to the customer directrix load.

From a top-down perspective, a load aggregator, serving as a professional DR service
provider, has the capability to decompose the customer directrix load provided by the
DR center into multiple sub-customer directrix loads. This approach enables users to
choose and align their electricity consumption with one of the sub-customer directrix
loads that best suits their habits and preferences. Through an effective decomposition
mechanism, the collective load curve of all users can be optimized to closely match the
desired customer directrix load. By offering users a range of sub-guidelines to choose
from, the load aggregator provides them with increased flexibility and options, thereby
unlocking the full potential of user response. The key research question in this context
is how the load aggregator should decompose the customer directrix load released by
the system layer into multiple sub-customer directrix loads while ensuring that a large
number of users can independently choose and respond to their preferred load pattern.
The ultimate goal is to promote the overall load curve to closely align with the desired
customer directrix load. The decomposition process involves careful consideration of
various factors such as user preferences, electricity consumption habits, and response
potential. The load aggregator aims to devise an effective strategy that allows a significant
number of users to make independent choices and adjustments, leading to an aggregated
load curve that better reflects the customer directrix load.

From a bottom-up perspective, individual users have the potential to engage in
dynamic self-organizing aggregation, allowing them to adjust their load curves with
minimal cost and move closer to alignment with the desired load pattern. By lever-
aging advanced technologies and intelligent systems, users can actively participate in
demand response and make real-time adjustments to their electricity consumption. This
dynamic self-organizing aggregation enables users to modify their load curves in a way
that minimizes the need for significant adjustments and achieves a better alignment with
the desired load pattern. Through real-time monitoring, analysis, and feedback mecha-
nisms, users can optimize their energy consumption behavior to match the prescribed
load curves more effectively. This bottom-up approach empowers users to take charge



410 Y. Shao et al.

of their own load adjustments, considering their individual operational constraints, pref-
erences, and financial considerations. The concept of dynamic self-organizing aggre-
gation recognizes that users possess unique characteristics and consumption patterns.
By allowing users to make informed decisions and adjustments based on their specific
circumstances, the collective load curve can gradually converge towards the desired
alignment. This approach not only minimizes the adjustment costs for individual users
but also contributes to the overall stability and efficiency of the power grid. In con-
clusion, the bottom-up perspective acknowledges the potential for users to engage in
dynamic self-organizing aggregation. This approach enables users to adjust their load
curves with less adjustment cost, resulting in a closer alignment with the desired load
pattern. By empowering users to actively participate in demand response and optimize
their energy consumption behavior, this approach promotes a more efficient and flexible
utilization of energy resources. Denote the load curves of load x and load y as lx(t)
and ly(t) respectively, then the load curve shape after load x and y aggregation can be
calculated as (Fig. 4):

l∗xy(t) = lx(t) + ly(t)
T∑

t=1
(lx(t) + ly(t))

(6)

As can be seen from the figure, when load x and load y are close to the customer
directrix load, a large adjustment cost is required. If the load x and load y are aggregated
as a whole, then when the aggregated load curve l∗xy(t) is adjusted with the customer
directrix load as the target, the adjustment cost to be paid is significantly reduced, and
the user response potential can be better utilized.

According to the research results of the cited literature [8], for the daily load curve
of 220,000 residential users (divided into 24 periods), the researchers used the adaptive
K-Means algorithm to construct a load dictionary library. Interestingly, the study found
that even if only considering the shape characteristics of the load curves, a large number
of load curves can be clustered into a certain number of characteristic curve libraries.
In addition, research results based on a large amount of data show that the shape char-
acteristics of these load curves are stable over a period of time, and the proportion of
daily electricity consumption of each typical load type is usually not much different
from historical statistics. Therefore, in the follow-up research, this paper will take this
as the default assumption. In this way, the load aggregator can divide the historical elec-
tricity consumption data of the users under its jurisdiction into M typical load curves
through a certain clustering algorithm, which are recorded as Li(t) (t = 1, 2,…T; i =
1, 2,…M), at the same time, also calculate the percentage of daily power consumption
of the user group corresponding to various typical load curves, denoted as wi (i = 1,
2,…M), so, according to the M typical load curves, the load aggregator can decom-
pose the received customer directrix load into corresponding M sub-customer directrix
load.The following is an introduction on how to decompose the customer directrix load.
The goal considered in this paper is to minimize the weighted sum of the adjustment
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(a) Load-x and Load-y 

(b) The aggregation of Load-x and Load-y 

Fig. 4. Schematic diagram of dynamic self-organization principle
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costs of each sub-customer directrix load and its corresponding typical load curve.

min
M∑

i=1

T∑

t=1

wi(P
∗
D,i(t) − Li(t))

2 (7)

It should be noted that customer directrix load value P∗
D(t) here is released by the

DR center at the system layer, and when the load aggregator decomposes it, P∗
D(t) is

taken as a known quantity. The entire process of directrix calculation and sub-directrix
decomposition can be expressed as a standard quadratic programming problem, which
can be directly solved by mature software packages such as GUROBI.

3 Case Study

3.1 Test System

In order to verify the effectiveness of the mechanism proposed in this chapter, we con-
structed a power system example with a high proportion of new energy, and considered
a large number of users participating in DR. The proposed mechanism is analyzed in
detail in this paper. In the calculation example, we used the data of 36 controllable power
generation resources provided [9]. In terms of new energy, we selected the new energy
output curve of a certain day in 2017 published by PJM and standardized it. This stan-
dardized curve is used as the upper limit standard value of the new energy output of the
test system, and the total output of new energy is adjusted according to 40% of the total
load of the day. In terms of load, the 24h data of user load in a certain area on December
31, 2014 provided by the test questions of the Ninth Electrician Mathematical Modeling
Contest [10] is selected. This data is used as the total load curve in this paper. In terms of
DR users, this paper uses the user load meter data for the whole year of 2014 provided
by the 9th Electrician Modeling Mathematics Contest, and takes 1 h as the collection
frequency. In order to simplify the problem, this article uses the data of the last day as
the test data, while the previous data is used to divide the sub-customer directrix load. In
this paper, it is assumed that all residential loads participating in demand response are
handled by a single load aggregator agent [11].

Based on the 24-h data of user load in a certain area on December 31, 2014, we have
drawn typical load curves of 30 industrial sub-sectors. In addition, in order to quantify
the typical power consumption law of the industry, we defined three indicators, namely,
peak-to-valley difference, load rate, and curve similarity to the unified guideline. These
indicators can reveal the degree of fluctuation of the curve, the level of load, and the
contribution of the industry’s own electricity consumption pattern to the power grid’s
peak-shaving and valley-filling and promotion of new energy consumption. Specifically,
the peak-to-valley difference and the load rate measure the degree of fluctuation of the
curve, while the similarity of the line reflects the contribution of the industry’s electricity
consumption pattern to the grid, that is, the higher the similarity, the greater the contri-
bution. Finally, through the analysis of the drawn typical load curves and corresponding
indicators, we can gain an in-depth understanding of the power consumption laws of
various industries [12].
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3.2 The Absorption of New Energy

In this advanced and highly efficient new energy power system, the Demand Response
(DR) center plays a crucial role inmanaging the energy consumption. To achieve this, the
center relies on several key inputs, including controllable unit parameters, new energy
data, non-DR load data, and the total load that participates in the Demand Response
program. These inputs are used to calculate the customer directrix load, which represents
the targeted load level for individual customers [13]. The calculation process and the
resulting customer directrix load are illustrated in Fig. 5. This figure visually presents the
outcome of the calculation, providing valuable insights into the optimal load allocation
and energy usage within the system.

Fig. 5. Residential unified customer directrix load

Once receiving the customer directrix load, aggregators or other large users will
try their best to adjust their electricity consumption patterns to improve the similarity
between their load curve and the guideline, thereby increasing the index E and obtaining
more incentives. Simulate the decision-making process of the aggregator, gradually
increase E until E is equal to 1, and get 10 sets of incremental E values. After obtaining
the shaped load curve, the corresponding amount of curtailed wind and light is calculated
by considering the economic dispatch algorithm that prioritizes dispatching new energy.
The result is shown in Fig. 6. With the increase of similarity degree E, the amount of
curtailed wind and light is significantly reduced. When DR users shape the load curve
and make it completely consistent with the customer directrix load, new energy can be
fully absorbed [14].

3.3 Sub-Customer Directrix Load Decomposition

Upon receiving the customer directrix load issued by the Demand Response (DR) center,
the load aggregator takes on the responsibility of decomposing it into multiple sub-
customer directrix load. These sub-customer directrix loads are then made available
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Fig. 6. Trend diagram of the amount of wind and light curtailment (Q) with E

to the users falling under the aggregator’s jurisdiction, offering them alternative target
solutions to pursue [9]. This section aims to delve into the significance of decomposing
the load directive.

As mentioned earlier, this chapter utilizes a selected dataset, excluding the data from
the last day, as the historical data.WithM set to 30, the residential loads are clustered into
30 categories based on their electricity consumption characteristics. Each category is then
assigned a corresponding sub-customer directrix load derived from their characteristic
load curve.

Figure 5 visually represents the unified customer directrix load of the system. To
ensure equal user participation across all clusters during demand response, the load
characteristic curves of the 30 different user load categories are compared with their
corresponding sub-customer directrix load. This comparative analysis enables the assess-
ment of how effectively each user load category is guided towards its intended target. By
examining the sub-customer directrix load’s impact on each category, valuable insights
can be gained regarding the effectiveness and suitability of the sub-customer directrix
load for different user groups.

Analyzing the alignment of load curves across various user categories provides
valuable insights into the effectiveness of the sub-customer directrix load in facili-
tating the alignment process. By comparing the load characteristic curves with their
corresponding sub-customer directrix loads, we can assess how well the decomposition
approach enables a closer match between users’ load profiles and their sub-customer
directrix load targets. This examination allows us to evaluate the degree to which the
sub-customer directrix load effectively guides users towards achieving their desired
load curves, thereby enhancing the overall success of the demand response strategy.
The findings from this analysis contribute to a deeper understanding of the efficacy of
the decomposition method in improving the sub-customer directrix load between users’
load profiles and their respective targets.
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The analysis presented here emphasizes the advantages of decomposing the load
directive into sub-guidelines. This approach enables a more detailed and customized
strategy for load alignment, taking into account the distinct characteristics and behaviors
of different user categories. By providing users with specific sub-customer directrix
load, they are empowered to align their load profiles in a more targeted and effective
manner. This not only improves the overall effectiveness of demand response initiatives
but also promotes a more efficient utilization of energy resources. The availability of
sub-customer directrix loads allows for a more personalized and optimized approach,
maximizing the potential for users to contribute to load management and create a more
sustainable energy system (Fig. 7).

3.4 Evaluation of Demand Response Based on Sub-Customer Directrix Load

(1) User response level

The calculation example aims to provide a comprehensive comparison of the adjustment
costs incurred by different users when responding to the unified customer directrix load
and the sub-customer directrix load. To visually represent these costs, the adjustment
cost is quantified by considering the absolute value of the load adjustment made by the
user while fully adhering to the customer directrix load. This means that the adjustment
cost increases in proportion to the magnitude of the load adjustment [15].

By adopting this approach, ameaningful assessment can bemade regarding the trade-
off between the customer directrix load and the associated costs. It enables users to make
informed decisions based on their specific operational and financial considerations. Con-
sidering the adjustment costs in this manner allows users to better evaluate the economic
implications of different customer directrix load options and optimize their load adjust-
ment strategies accordingly. In summary, by quantifying the adjustment costs based on
the magnitude of load adjustments, users can gain insights into the financial implica-
tions of adhering to different customer directrix load scenarios. This approach facilitates
decision-making and empowers users to optimize their load adjustment strategies, taking
into account both operational and financial factors.

By considering the absolute value of the load adjustment, this approach offers a
straightforward and transparent assessment of the costs involved in aligning users’ elec-
tricity consumptionwith the prescribed customer directrix load. This analysis effectively
captures the scale and extent of the modifications made by users to match their load
curves with the desired targets. A higher absolute value signifies a more significant load
adjustment, indicating a greater cost borne by the user.

This quantitative measure provides a clear understanding of the trade-off between
load alignment and the associated costs. It facilitates decision-making and strategic
planning for users who participate in demand response programs. Users can assess the
feasibility and economic implications of aligning their electricity consumption with
the customer directrix load by considering the magnitude of load adjustments. This
information empowers them to make informed choices and devise effective strategies
for optimizing their participation in demand response programs.

The comparison of adjustment costs between the unified customer directrix load and
the sub-customer directrix load in the calculation example offers valuable insights into
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Fig. 7. M = 30 sub-alignment division results and corresponding 30 types of user load
characteristic curves
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Fig. 7. (continued)

the affordability and feasibility of different alignment options. By quantifying the costs
associated with load alignment, users can assess the potential financial implications and
make informed decisions regarding their preferred approach.

This cost-centric perspective provides a comprehensive understanding of the eco-
nomic considerations involved in demand response. Users can evaluate the financial
implications of their customer directrix load choices, striking a balance between desired
alignment outcomes and the costs incurred. This evaluation empowers users to make
more informed decisions in load management and demand response, considering both
their operational objectives and financial considerations.

By considering the adjustment costs and their impact on the economic viability of
demand response initiatives, users can optimize their energy resource utilization and
ensure efficient load management. These insights facilitate a more effective utilization
of energy resources while ensuring the economic viability of demand response ini-
tiatives. It enables users to make strategic decisions that align with their operational
goals and financial capabilities, contributing to a sustainable and cost-effective energy
consumption strategy (Table 1).

From the perspective of the index of load adjustment, the load adjustment of different
types of users classified by M = 30 compared with the sub-customer directrix load is
significantly lower than the load adjustment comparedwith the unified customer directrix
load, indicating that different types of users are close to their respective. The price paid
for the sub-customer directrix load is far less than the cost of approaching the unified
customer directrix load. It is easier for different types of users to approach their respective
sub-customer directrix load by adjusting their own electricity consumption habits. The
similarity between the user’s characteristic curve and the sub-customer directrix load is
higher than that of the unified customer directrix load, indicating that the release of the
sub-customer directrix load is more conducive to the consumption of new energy.

To sum up, sub-customer directrix load are more accurate and feasible than unified
customer directrix load, and can improve the similarity between customer directrix load
and various load curves, so that the loads that need to be adjusted for each sub-customer
directrix load in the process of carrying out demand response The amount is reduced,
and the enthusiasm of various users to participate in demand response is mobilized.

In summary, sub-customer directrix loads prove to bemore accurate and feasible than
unified customer directrix load. They enhance the similarity between customer directrix
load and various load curves, thereby reducing the amount of load adjustment required
for each sub-load during the demand response process. This reduction in adjustment
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Table 1. M = 30 types of adjustments and similarity of different user comparison with CDL

User clustering
and classification
results

Load adjustment
compared to
uniform
CDL(MW)

Load adjustment
compared to
sub-CDL (MW)

Similarity to
Uniform CDL

Similarity to
sub-CDL

Type 1 68047.36804 67482.65014 0.80 0.80

Type 2 163293.2353 157478.9431 0.70 0.80

Type 3 155211.5587 118151.522 0.66 0.80

Type 4 174943.9574 134464.8161 0.44 0.80

Type 5 190781.6857 180012.5203 0.79 0.80

Type 6 190437.4008 180982.2284 0.65 0.80

Type 7 193776.3273 177076.4103 0.55 0.80

Type 8 188384.1576 182226.5829 0.66 0.80

Type 9 158062.0929 148860.8005 0.46 0.80

Type 10 186382.4978 180795.6825 0.82 0.80

Type 11 181662.2076 164878.798 0.62 0.80

Type 12 168821.6622 166119.7873 0.55 0.80

Type 13 136630.7369 114570.9346 0.77 0.80

Type 14 28411.88971 20100.85002 0.81 0.80

Type 15 157062.4157 148922.5643 0.79 0.80

Type 16 167953.3396 141855.1134 0.78 0.80

Type 17 107105.652 83489.31963 0.77 0.80

Type 18 181758.5032 159266.0977 0.63 0.80

Type 19 33433.6255 22959.13987 0.79 0.80

Type 20 168016.9287 150053.9481 0.82 0.80

Type 21 74405.12358 81694.63753 0.69 0.80

Type 22 50661.11155 44503.55103 0.79 0.80

Type 23 158809.4403 156428.1999 0.81 0.80

Type 24 192464.4657 170690.0102 0.77 0.80

Type 25 199795.2699 187709.8909 0.80 0.80

Type 26 110852.5359 96696.69297 0.81 0.80

Type 27 35906.07343 26235.34532 0.80 0.80

Type 28 101246.0817 89873.52613 0.73 0.80

Type 29 206333.1495 186960.8684 0.71 0.80

Type 30 160634.0486 150711.7086 0.79 0.80
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amounts mobilizes the participation of various users in demand response, fostering
greater enthusiasm for involvement.

(2) System benefit level

See Table 2.

Table 2. Comparison of total system load indicators before and after demand response

Before response After response

Load factor Peak valley difference (MW) Load factor Peak valley difference (MW)

0.93 26025.6 0.95 20000.6

The study examined the changes in load rate and peak-to-valley difference of the
system-level load before and after the implementation of sub-customer directrix loads.
In the absence of demand response, the load rate of the total system loadwasmeasured to
be 0.93, with a peak-to-valley difference of 26025.6MW.However, when different types
of users followed the customer directrix load with 80% similarity under the guidance
of the sub-customer directrix load, significant improvements were observed. The load
rate of the total load increased to 0.95, and the peak-to-valley difference was reduced to
20000.6 MW.

These findings indicate that the participation of different users in demand response
can effectively enhance the load rate of the overall system load. By reducing the peak-
valley difference of the total load, the power grid’s regulation capabilities are enhanced.
This demonstrates the potential of demand response programs to optimize electricity
consumption patterns and improve the overall stability and efficiency of the power grid.

4 Conclusion

This paper presents a customer directrix load decomposition method that takes into
account the characteristics of consumers’ electricity consumption. Building upon large-
scale directrix demand response, the key focus lies in maximizing the user’s adjustment
potential and guiding them to approach the directrix more effectively. This is achieved
by dividing sub-customer directrix loads based on the electricity consumption character-
istics of different users. The research analysis identifies several problems in the current
understanding of consumers’ electricity consumption characteristics and quasi-linear
demand response. To address these issues, this paper proposes a decomposition scheme
for the load directrix, a calculation model for the sub-directrix, and a measurement app-
roach for evaluating the response effect. Additionally, a decomposition mechanism for
the load directrix is introduced.

Through example analysis conducted on a constructed test system, the results demon-
strate that the proposed sub-alignment decomposition mechanism outperforms existing
mechanisms. It proves to be suitable not only for different types of clusters formed
through users’ spontaneous clustering but also for different types of clusters based on
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users’ electricity consumption characteristics, including industry categories. Ultimately,
this mechanism effectively mitigates wind and solar curtailment in high-proportion new
energy systems and improves the system’s capacity to absorb new energy.

Despite the progress made in studying customer directrix load-based demand
response considering users’ electricity consumption characteristics, there are several
areas that warrant further investigation, including:

(1) The research on considering users’ electricity consumption characteristics often
relies solely on clustering algorithms to classify categories, neglecting the com-
plexity and diversity of user behavior. User behavior is influenced by numerous
factors, making it challenging to predict and intervene in their electricity consump-
tion behavior. Designing individual demand response strategies remains a significant
challenge.

(2) Determining the appropriate number of decomposition types (M) in the sub-customer
directrix load decomposition mechanism requires further research. Adequate sub-
division of sub-customer directrix load enhances the system’s ability to absorb new
energy. However, dividing too many sub-customer directrix load may result in min-
imal differences between the customer directrix loads, providing little added value
for users. Conversely, an excessive number of sub-customer directrix load compli-
cates aggregator management and hinders practical implementation for the majority
of users.

Addressing these research directions will contribute to the advancement of customer
directrix load-based demand response considering users’ electricity consumption char-
acteristics, ultimately improving the effectiveness and practicality of demand response
strategies in applications.

References

1. Shuai, F.A.N., Kunqi, J.I.A., Fen, W.A.N.G., et al.: Large-scale demand response based on
customer directrix load. Automat. Elect. Pow. Syst. 44(15), 19–27 (2020). https://doi.org/10.
7500/AEPS20191107001

2. Lin, Y.A.N.G.: Incentive mechanisms of the customer directrix load-based demand response.
Shanghai Jiao Tong Univ. (2020). https://doi.org/10.27307/d.cnki.gsjtu.2020.001453

3. Bo, Y., Tianxiang, Z., Yifei, W., et al.: Study on electric power system operational decision-
making with consideration of large-scale user load directrix demand response. Water Res.
Hydropower Eng. 53(12), 150–159 (2022)

4. Beibei, W.: Research on consumers’ response characteristics and ability under smart grid: a
literatures survey. Proceed. CSEE 34(22), 3654–3663 (2014)

5. Yi, D., Hongxun, H., Zhenzhi, L., et al.: Design of business model and market framework
oriented to active demand response of power demand side. Automat. Elect. Pow. Syst. 41(14),
2–9 (2017)

6. Yan, M., Shuai, F., Xiangming, Z., Jucheng, X., Huan, Z., Guangyu, H.: IEEE Power &
Energy Society General Meeting (PESGM) (2022)

7. Yan, M., Shaolun, X., Juhua, H., Shuai, F., Jucheng, X., Guangyu, H.: Optimal strategy
for customer directrix load based demand response considering comfort and preference of
customers. In: IEEE PES Innovative Smart Grid (2022)

https://doi.org/10.7500/AEPS20191107001
https://doi.org/10.27307/d.cnki.gsjtu.2020.001453


The Decomposition Method for Customer Directrix 421

8. Mandira, R., Hamed, G., Jessika E. T.: Evaluating low-carbon transportation technologies
when demand responds to price. Environ. Sci. Technology (2022)

9. Guangyu,H.,Yingyun, S., Shengwei,M., et al.:Multi-indices self-approximate-optimal smart
grid. Automat. Elect. Pow. Syst. 33(17), 1–5 (2009)

10. Yi, T., Zhenzhen, L., Xiangyun, F.: Demand response strategies for promoting consumption of
distributed power generation with residential active loads. Automat. Elect. Pow. Syst. 39(24),
49–55 (2015)

11. Fen, W., Zhiyong, L., Jie, S., Huan, Z., Shuai, F., Guangyu, H.: Self-organizing aggregation
operation scheduling method for virtual power plant. Elect. Pow. Const. 42(4), 79–88 (2021)

12. Shuai, F., Kunqi, J., Bingqing, G., et al.: Collaborative optimal operation strategy for
decentralized electric heating loads. Automat. Elect. Pow. Syst. 41(19), 20–29 (2017)

13. Kwac, J., Flora, J., Rajagopal, R.: Household energy consumption segmentation using hourly
data. IEEE Trans. Smart Grid 5(1), 420–430 (2014)

14. Ma, H., Shahidehpour, S.: Unit commitment with transmission security and voltage
constraints. IEEE Trans. Power Syst. 14(2), 757–764 (1999)

15. Hong, Z., Xin, S., Haoyuan, M., et al.: Research on online optimal dispatching of residential
energy consumption based on Multi-Agent asynchronous deep reinforcement learning. In:
Proceedings of the CSEE [2019-09-20]. https://doi.org/10.13334/j.0258-8013.pcsee.182498

16. Zexing, C., Yongjun, Z., Zhiheng, X., et al.: Modelling and optimal day-ahead dispatch of
district energy centre considering price elasticity of energy load demand. Automat. Elect.
Pow. Syst. 42(12), 27–35 (2018)

17. Fabic, M.S.: What do we demand? responding to the call for precision and definitional
agreement in family planning’s “demand” and “need” Jargon. Global Heal. Sci. Pract. 10(1)
(2022)

https://doi.org/10.13334/j.0258-8013.pcsee.182498


Control Strategies for the PV-Integrated
Islanded Microgrid Under Normal and Fault

Conditions

Yuping Zheng1, Shenyun Yao2, Tonghua Wu1(B), Hai Wu1, Xiaojiang Zheng1,
and Lei Xia1

1 The State Key Laboratory of Smart Grid Protection and Control, NARI Group Corporation,
Nanjing, China

1627542261@qq.com
2 The College of Energy and Electrical Engineering, Hohai University, Nanjing, China

Abstract. This paper describes the corresponding control strategies for the nor-
mal and fault operation states of the islanded microgrid system. The islanded
microgrid system consists of distributed energy resources (DER) such as pho-
tovoltaic (PV), hybrid energy storage (HES) and microturbine (MT) and loads
such as pumping unit load (PUL) and equivalent load. In the normal condition,
it adopts a voltage and frequency (V-f) control strategy for the inverter of MT
to maintain constant voltage and frequency of the whole system and a constant
power control strategy for the rest of the power inverters. In the fault condition,
the front and rear stages of the PV system adopt constant power control and reac-
tive power compensation priority control respectively, thus realizing low voltage
ride-through (LVRT). The proposed control strategies can ensure the stability of
voltage and frequency of the microgrid during normal conditions and the ability
of the PV system to achieve LVRT during fault conditions. A simulation model of
the islanded microgrid system based on PSCAD/EMTDC is constructed and the
effectiveness of the control strategies under normal and fault conditions is verified.

Keywords: Microgrid · Two-stage photovoltaic (PV) · Low voltage ride-through
(LVRT) · Voltage and frequency (V-f) control · Constant power control

1 Introduction

With the growing energy and environmental crisis, distributed generation (DG) tech-
nologies have received widespread attention due to their high energy utilization and
low pollution. DG technologies can include photovoltaic (PV), microturbine (MT), and
energy storage power generation. Microgrids can combine a series of distributed energy
resources (DER) in an orderly and effective way and are a typical application of DG
[1]. Different types of DERs in the microgrid have different control characteristics. In
order to ensure the stable operation of the microgrid system, it is necessary to rea-
sonably set the control strategy of each micro-source. Microgrids can operate in two
modes: grid-connected and islanded mode. In grid-connected mode, the micro-source
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and load are connected to the grid together, and the system voltage and frequency are
determined by the large grid, while in islanded mode, the system voltage and frequency
are determined by the way the micro-source is controlled [2–4]. Moreover, if a voltage
sag occurs at the point of common coupling (PCC) side of the PV system, it is easy
to trigger DC-link overvoltage protection or inverter overcurrent protection and cause
the PV system to go directly off-grid, which in turn leads to problems such as power
oscillations or insufficient power supply in the microgrid system [5]. Therefore, it is
necessary to investigate the low voltage ride-through (LVRT) function of PV systems
under microgrid fault conditions.

Unlike traditional single-stage PV power generation systems, two-stage PV power
generation systems have an additional DC/DC converter to achieve maximum power
point tracking (MPPT) control, however, in the event of an asymmetric voltage sag at
PCC, the PV system will face a more serious overvoltage problem in DC side, leading to
PV off-grid. Researches on LVRT methods for asymmetric voltage faults in two-stage
PV power systems can be divided into two categories: (1) DC-link voltage control, (2)
inverter-side current-limiting control. The DC-link voltage control strategy is essentially
balancing the power input and output at both ends of the DC bus capacitor and can be
divided into two types: hardware-assisted and control strategy improvement. In [6], an
LVRT strategy based on a chopper circuit added in the DC link is proposed, where the
chopper circuit is put in to suppress the DC-link voltage rise when it crosses the limit,
however, this strategy will increase the cost input. In [7, 8], the control strategy of the
DC/DC converter is focused, where the system front converter is switched from MPPT
control to non-MPPT control after the voltage sag on the network side to ensure DC-link
voltage stability. The inverter current-limiting strategy, i.e. controlling the current not to
exceed themaximum current limit in case of network-side faults, then distributing active,
reactive power according to the maximum current limit. It is necessary to ensure that
the inverter can support the grid voltage recovery by outputting reactive power while
utilizing its capacity to output active power. As described in [9–13], inverter current
limiting primarily improves the control strategy of the PV system’s backstage converter.
The focus of the above literature is different, but the control strategies of the PV system’s
front stage and rear stage are independent of each other during the LVRT period, and
the front stage converter passively regulates the PV output power according to the DC
side voltage value, which is less efficient, so the PV LVRT strategy proposed in this
paper is to compute the active power command of the front stage converter as well as
the reactive power compensation value of the rear stage inverter according to the grid
side dips voltage magnitude to connect the front and rear stage controls, thus further
improving the PV LVRT strategy.

As the main contribution of this paper, the control strategies of each DER are pro-
posed for the normal state and fault state of the islanded microgrid system to maintain
the stability and safety of the islanded microgrid system. Under the normal condition,
the MT adopts the V-f control strategy to maintain the voltage and frequency of the
whole system, the PV system adopts the MPPT control strategy to improve the power
generation efficiency, and the hybrid energy storage system (HESS) adopts the constant
power charging and discharging strategy to maintain the balance of power supply in the
system. Under the fault condition, in order to prevent the PV system from going off-grid
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and other accidents due to voltage sags, this paper proposes a low-voltage ride-through
control strategy for the two-stage PV system within the system under asymmetric fault
conditions, i.e., the front stage of the PV system adopts constant power control, and the
back stage adopts reactive priority compensation control based on the negative-sequence
current suppression method. In addition, the active power reference value of the front
stage is related to the reactive power compensation value of the rear stage, thus linking the
front and rear stage control which can improve the response speed of the control strategy.
Finally, an islanded microgrid system model is established based on PSCAD/EMTDC,
and the effectiveness of the proposed distributed power control strategy is verified by
simulation results.

The paper is organized as follows. In the next section, the mathematical models of
each DER and load in the microgrid system are presented. In Section III, the control
strategies for each DER in the microgrid system are presented, in which, for the PV
system, the control strategies are proposed for normal and fault conditions respectively.
Simulation results are shown in Section IV. Finally, conclusions are given in Section V.

2 Modeling of Distributed Power of Generation and Load

2.1 Modeling of PV Array

The photovoltaic cell is the basic unit of the PV system, which can realize the function
of converting solar energy into electrical energy. It consists of a photogenerated current
source, diode, series and parallel resistors, and its equivalent circuit model is shown in
Fig. 1. Rsr is the series resistance of the constant current source and Rsh is the bypass
resistance of the constant current source.

+ +

_ _

I

phI

dI shI

dV VshR

srR

Fig. 1. Photovoltaic cell equivalence model.

According to Kirchhoff’s current law, the circuit current equation for a single PV
cell is,

I = Iph − Id − Ish (1)

where I is the load current, Iph is the photogenerated current, Id is the diode reverse
saturation current and Ir is the diode bypass current.

The photogenerated current Iph is,

Iph = S

Sr
[Isc + CT (T − Tr)] (2)
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where S is the solar radiation, T is the PV cell temperature, Isc is the PV cell short-circuit
current measured at the reference solar radiation Sr and the reference cell temperature
Tr and CT is the temperature compensation factor.

The diode reverse saturation current Id and the diode bypass current Ish are,

Id = Io

[
exp

(
V + IRsr

kAT/q

)
− 1

]
(3)

Io = Ior

(
T

Tr

)3

exp

[
qEg

kA

(
1

Tr
− 1

T

)]
(4)

Ish = V+IRsr

Rsh
(5)

where Io is the reverse saturation current, Ior is the dark current at the reference tem-
perature, k is the Boltzmann constant, A is the diode ideal constant, Eg is the band-gap
energy of the solar cell material and q is the electron charge.

2.2 Modeling of Hybrid Energy Storage

To balance the benefits of different energy storage units and compensate for their respec-
tive drawbacks, a hybrid energy storage system (HESS) combining the supercapacitor
(SC) and the vanadium redox battery (VRB) has been adopted. The equivalent circuit
models of the supercapacitor and VRB are shown below.

The SC’s equivalentmodel, which can be seen in Fig. 2(a), consists of a series resistor
and capacitor, with the equivalent series resistance (ESR) included to reflect energy loss
and charging or discharging efficiency.

Fig. 2. Hybrid energy storage equivalence model.

Considering the complexity and accuracy of the model, the VRB equivalent loss
model is used so that the electrical characteristics of the VRB can be better represented.
The VRB equivalent loss model is shown in Fig. 2(b), where the battery stack electric
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potential Vs is equated to a controlled voltage source influenced by the dynamic variable
Ssoc. The power loss of the VRB is divided into two parts: external loss and internal loss.
The internal losses include the loss of resistance Rreaction caused by the reaction kinetics
and the loss of resistance Rresistive caused by mass migration, membranes, solutions,
electrodes and bipolar plates, while the external losses include the loss of fixed resistance
Rfixed and the pumping losses which are equated by a controlled current source and
controlled by the pumping current Ipump.

2.3 Modeling of Microturbine

In this paper, only the power generation state of the MT is considered, so the gas turbine
model with a single shaft and single cycle heavy load proposed by Rowen is used, as
shown in Fig. 3, where the exhaust port temperature function f 1, the turbine torque
output function f 2, and the transfer functions f 3 of the valve positioner and fuel brake
in the fuel system are,

Fig. 3. Microturbine dynamic simulation model.

f1 = Tref − 700
(
1 − ωf1

) + 500(1 − ω) (6)

f2 = 1.3
(
ωf2 − 0.23

) + 0.5(1 − ω) (7)

f3 = 1

(0.05s + 1)(0.4s + 1)
(8)

where Tref is the temperature reference, ωf1 and ωf2 are the fuel flow signals, and ω is
the actual turbine speed.

From Fig. 3, it can be seen that the simulation model of the MT includes speed and
acceleration control system, fuel system, compressor-turbine system, and temperature
control system.
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2.4 Modeling of Pumping Unit Load

The equivalent model of pumping unit load (PUL) is illustrated in Fig. 4, which is
structured as an induction motor driving the pumping unit, where the motor output
speed ωm drives the pumping unit and the pumping unit output load torque Tm is fed
back to the motor.

Fig. 4. Equivalent model of pumping unit load.

In the upstroke, the pumping unit lifts the pumping rod and oil column, and the
motor runs under a heavy load; in the downstroke, the pumping rod and oil column can
move downwards under their gravity, and the pumping unit is lightly loaded or even
becomes inverted for power generation. To make the load even, the pumping unit is
usually equipped with a balancing block, so the sum of the balancing block and the
power of the pumping unit’s suspension point is used as the output power of the motor.
The PUL model is based on the actual parameters of the pumping unit operation so
that the cyclical alternating load characteristics of the pumping unit operation can be
simulated.

3 Distributed Power Generation Control Strategies

3.1 PV

The PV modules need to be connected to the grid via converters. For different system
states and control objectives, different control strategies need to be implemented for the
converter to ensure normal operation under system steady state conditions and LVRT
under fault conditions. The control strategies for the front and rear stages of the two-stage
PV system are given below for normal and fault conditions.

Normal Condition. In the normal condition of the system, the PV front stage achieves
MPPT control and the backstage inverter adopts a constant power control method based
on instantaneous power theory, ensuring the efficiency and stability of the PV system.

The control strategy of the pre-stage boost circuit is shown in Fig. 5. To begin with,
the PV array port voltage upv and output current ipv are sampled and used in the MPPT
algorithm to calculate the port voltage upv_ref corresponding to the maximum power
output of the PV array. After comparing it with the actual value upv and performing PI
adjustment, the boost switch duty cycle reference value is obtained, which is then used
to control the power tube switching in the boost circuit.

Figure 6 gives the control block diagram of the rear DC/AC inverter circuit. Udc,
udc_ref are the actual and reference values of the DC-link voltage respectively, id* is
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Fig. 5. Block diagram of the Boost circuit control strategy in normal condition.

given by the voltage external loop PI controller and iq* is given by the reactive power
required by the system. id , iq is the dq component of the grid-connected current, ω is
the grid fundamental frequency and L is the filter inductor.

Fig. 6. Block diagram of the PV inverter control strategy in normal condition.

Fault Condition. According to the requirements of the Technical Provisions for grid-
connected PVPlants, the grid-connected operation of PV inverters needs to realize LVRT
in the event of a system fault, satisfying the following conditions: (1) during a voltage
sag, the PV inverter should be able to operate uninterruptedly on the grid while ensuring
its safety. (2) the PV inverter should be able to provide reactive power support to the
grid during LVRT [14].

Under normal conditions, the DC-link voltage is stable and the PV array output
power Ppv is equal to the PV input grid power Pout if losses are not taken into account,
while the output limitation on the AC-side current amplitude during a voltage sag will
lead to a reduction in Pout , which in turn generates an unbalanced power as shown in
Eq. (9),

�P = Pc = Ppv − Pout = 1

2

C
(
u′2
dc − u2dc

)
�t

(9)

wherePc is the absorbed power of the DC bus capacitor, udc, udc’ are the DC-link voltage
values before and after the voltage sag, and Δt is the duration of the voltage sag.

If the boost circuit still carries out MPPT control at this point, Ppv remains stable at
the maximum power point (MPP), at which point the energy of the bus capacitors will
instantly pile up and the bus voltage continues to rise, resulting in a continuous increase
in the active current reference value in Fig. 6, i.e. the output current of the inverter keeps
increasing. Given that voltage sags at the PV grid-side can lead to safety hazards such as
over-current in the inverter and over-voltage in the DC bus, measures need to be taken
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to avoid the inverter going off-grid due to self-protection. Therefore, after a voltage sag
fault occurs at PCC, this paper adopts a control strategy of constant power control of the
front stage boost circuit and priority control of reactive power compensation of the rear
stage inverter.

Given that voltage sag faults in power systems are mostly asymmetric faults, the con-
trol strategy adopted in this paper focuses on theLVRTcontrol strategy under asymmetric
faults in two-stage PV systems. Since positive, negative and zero sequence components
are generated for voltage and current during asymmetric faults, while for the three-
phase three-wire system without neutral, zero sequence components can be disregarded,
second-order generalized integrator (SOGI) is used to separate positive and negative
sequence for network-side voltage and current.

In this paper, the inverter side adopts the negative sequence current suppression
method, thus suppressing the negative sequence current component of the inverter side
output and reducing the unbalance of the PCC side output current. In addition, the
inverter needs to deliver a certain amount of reactive power to the grid during the LVRT
to support voltage recovery, the specific value of which is [15]

iqref =

⎧⎪⎨
⎪⎩
0, Upcc ≥ 0.9

2
(
Upcc − 1

)
IN 0.5 < Upcc < 0.9

1.1IN Upcc ≤ 0.5

(10)

where IN is the rated output current amplitude of the inverter and Upcc is the parallel
network voltage, in pu.

For the inverter reference active power P0ref , it is generally determined by the DC-
link voltage control outer loop as shown in the following equation,

P0ref = udc_ref

[(
Kp + Ki

s

)(
udc − udc_ref

)]
(11)

where Kp is the proportional coefficient of the voltage outer loop PI controller and Ki

is the integral coefficient of the voltage outer loop PI controller.
It can be known that P0ref obtained from (11) is not only related to the fluctuation

value of the DC-link voltage, but also affected by the control parameters. However,
the maximum output active DC component of the inverter is constrained by the output
current limiting constraints after the grid-side voltage sags, which should be unique and
certain. Therefore, in this paper, the active power of the inverter-side control is calculated
from the perspective of positive and negative sequence components, and this reference
active power value is also the outer loop reference value of the PV front-stage converter,
thus linking the front and rear stage control to improve the conversion efficiency of the
control strategy.

The expression for the active power P of the inverter is

P = 3

2

(
ugd id + ugqiq

)
(12)
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The expressions for the positive and negative sequence voltages and currents when
considering asymmetric faults at the PCC side are

⎧⎪⎪⎨
⎪⎪⎩

ugd = udP + udN
id = idP + idN
ugq = uqP + uqN
iq = iqP + iqN

(13)

Combining (12) with (13), and neglecting the diphthong component, the formula for
the active power reference command can be obtained as

Pref = 3

2

(
udPidPref + udN idNref

)
(14)

where udP and udN are the positive and negative sequence d-axis components of the PCC
voltage respectively, idPref and idNref are the positive and negative sequence references
of the d-axis currents respectively. idPref can be uniquely determined from the reactive
current iqPref obtained from Eq. (10),

idPref =
√

(1.1iN )2 − i2qPref (15)

As the inverter side takes the negative sequence current suppression method, idNref ,
iqNref are set to 0. In addition, the DC voltage outer loop controls the DC-link voltage to
be constant, making the PV the rear inverter input power equal to the front boost circuit
output power, from which it can be known that the DC voltage outer loop determines
the active power command idPref . The current iq related to reactive power is obtained
from Eq. (10), thus reactive power compensation can be carried out. This method allows
the response power issued to be specified during LVRT and correlates the front and rear
stage control to improve the speed of low ride-through response after a voltage sag. The
control strategies for the front and rear circuits of the PV generation system during the
LVRT are given in Figs. 7 and 8 respectively.

Fig. 7. Block diagram of Boost circuit control strategy during LVRT.

3.2 Hybrid Energy Storage

The hybrid energy storage (HES) front stage buck/boost circuit adopts constant power
charging and discharging control of the battery, while the rear stage DC/AC inverter
circuit adopts constant power control based on instantaneous power theory, the same
control strategy as the PV inverter under normal conditions.
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Fig. 8. Block diagram of PV inverter control strategy during LVRT.

3.3 Microturbine

The MT drives the high-speed generator directly and is grid-connected via an AC/DC
rectifier and a DC/AC inverter circuit, thereby converting high-frequency AC power to
work-frequency AC power. The AC/DC circuit adopts an id = 0 based vector control
strategy. As the system in this paper is not connected to the grid and operates indepen-
dently, a distributed power supply is required to maintain voltage and frequency stability
in the microgrid. The microgrid in this paper adopts master-slave control to ensure stable
operation of the microgrid in islanded operation mode. In the distributed power supply,
the power-adjustableMT is generally used as themainmicro-source, i.e. theMT inverter
takes V-f control and the other DERs take constant power control.

4 Simulation Results

4.1 Simulation Parameters

In the islanded microgrid system established in this paper, the rated frequency of the
system is 50 Hz, and the rated voltage is 0.4/6 kV. The rated power of each micro-source
of MT, PV, and HES is 355 kW, 253 kW, and 730 kW respectively. In addition, in HES,
SC is rated at 480 kW and operates in discharge mode, while VRB is rated at 250 kW
and operates in charge mode. The rated power of the pumping unit load is 45 kW, and
the other loads of the system are established by the constant power model, and the rated
power is 660 kW.

4.2 Simulation Results

Based on the DERs and load equivalent models and control strategies proposed in this
paper, the islanded microgrid system is established in PSCAD/EMTDC. Figures 9 and
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10 show the simulation results of the islanded microgrid system under normal and fault
conditions, respectively.

From Fig. 9(a) and (b), it can be seen that the RMS voltage on the low-voltage side
of the system is maintained at 0.4 kV, and the system frequency is maintained at about
50 Hz, which verifies the feasibility of the V-f strategy adopted by the MT inverter.
Figure 9(c)–(e) shows the output power of micro-sources such as PV, HES, and MT
respectively. Considering a certain loss, the active power and reactive power output by
the PCC side of PV are about 243 kW and 0, respectively. The output active power and
reactive power of the PCC side of HES are about 220 kW, 0 respectively. The simulation
results show that the PV system operates at MPP, and the HESS realizes constant power
charge and discharge control. The active power generated by MT fluctuates with the
fluctuation of the load value in the microgrid, and the reactive power value basically
remains unchanged. As shown in Fig. 9(f), the PUL absorbs active power during the
upstroke, and sends active power back to the system during the downstroke, resulting
in the phenomenon of reverse power transmission. Moreover, the fluctuation time and
amplitude of the curves for the active power absorbed by the PUL and the active power
sent out by the MT are basically consistent.

Assuming that during the operation of the microgrid system for 1 s, a single-phase
short circuit fault occurs on the PCC of the PV system, and the fault is cleared after 0.5
s. As shown in Fig. 10(a) and (b), the system voltage drops at 1 s, and after the fault is
removed at 1.5 s, the RMS voltage rises briefly, and then returns to a stable operating
state after 2 s. Figure 10(c) and (d) show the simulation results of the PV system. During
the voltage sag, the PV system switches control strategies to give priority to generating
reactive power and try to generate active power on the basis of capacity constraints. At
the same time, the DC-link voltage of the PV system is still basically maintained at about
1 kV.

In short, under the control strategies proposed in this paper, the islanded microgrid
systemcanoperate stably andmaintain power supply balance under the normal condition.
In the fault condition, the islanded microgrid system can restore stability after a short
time after the fault is removed. And during the voltage sag, the PV system can realize
LVRT.

5 Conclusions

This paper presents the control strategies for islanded microgrid systems under normal
and fault states respectively. A simulation model of the islanded microgrid with DERs
and equivalent loads is built based on PSCAD/EMTDC to verify the effectiveness of the
proposed control strategies. The simulation results show that the voltage and frequency
of the islandedmicrogrid system are kept constant under normal conditions due to theV-f
control strategy of the main micro-source MT. The other micro-sources adopt constant
power control to maintain the balance of power supply in the system. Unlike the normal
state, the front stage of the two-stage PV system in the fault condition adopts constant
power control to avoid over-voltage of the DC-link voltage due to power imbalance after
a voltage sag, and the rear stage adopts reactive power priority compensation control
based on the negative sequence current suppression method so that the PV system can
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(a) RMS voltage 

(b) Frequency 

(c) Output power of PV 

(d) Output power of HES 

Fig. 9. Normal condition.
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(e) Output power of MT 

(f) Power of pumping unit load 

Fig. 9. (continued)

emit specified reactive power to support the system voltage recovery. It can therefore
be concluded that the control strategies proposed in this paper achieves the following
objectives: the voltage and frequency of the entire system remain stable and the power
supply and demand are balanced under normal conditions, and the PV has the capability
of LVRT under fault conditions, avoiding off-grid accidents.

In addition, the islandedmicrogrid strategies proposed in this paper has the following
characteristics:

1. When an asymmetrical fault occurs on the grid side of the PV system, the inverter
output active power value is calculated based on the output capability of the inverter,
which is also passed to the PV front stage DC/DC converter at the same time to realize
the sharing of active commands between the front stage and the rear stage controls.
This strategy determines the PV output power during the PV LVRT period, which
reduces the difficulty of the adjustment of the simulation parameters and improves
the efficiency of the switching of the control strategy to a certain extent.

2. The equivalent load in the simulation model of the islanded microgrid system estab-
lished in this paper is not kept constant power, and the overall load power value within
the system will change with the change of the pumping load up and down strokes,
which can further verify the effectiveness of the DG constant power control strategies
within the system from the side.
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(a) Three-phase voltage 

(b) RMS voltage 

(c) Output power of PV 

(d) DC-link voltage 

Fig. 10. Fault condition.
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Abstract. Photovoltaic (PV) power generation has attracted widespread atten-
tion due to its environmental friendliness and cost-effectiveness. However, the
intermittency and unpredictability of PV power production pose challenges to
the reliable operation of the electric power system (EPS), especially in complex
weather conditions where the output power of PV becomes even more difficult to
predict. Therefore, the development of an accurate ultra-short-termPVpower fore-
casting system is crucial in assisting power system operators in maintaining grid
stability and enabling effective energy trading among market participants. This
study proposes a novel ultra-short-term power forecasting model that combines
the GRU neural network and K-means clustering method. The model integrates
the time-series data of various meteorological parameters over a certain period,
considering the periodicity and continuity of weather changes. Additionally, it
incorporates power time series data to extract information about the operational
characteristics of the PV plant. Furthermore, the model defines several variables
that measure the level of weather fluctuations, enabling effective classification
of weather types on a short-time scale and providing references for the forecast-
ing process. The experimental results demonstrate that the proposed method can
improve the accuracy of ultra-short-term photovoltaic power prediction, and its
advantages are more prominent in complex weather conditions.

Keywords: Ultra-short-term photovoltaic power prediction · Feature extraction ·
Weather fluctuation level · K-means method · Gated Recurrent Unit

1 Introduction

The continuously increasing global energy demand is still mostly met by using fossil
fuel-based energy sources which incurs various environmental problems. To leverage
cleaner and lower carbon sources, a great deal of scholars devotes to the research of
renewable energy utilization [1, 2]. Photovoltaic (PV) power generation technology has
the advantages of being environmentally friendly and cost-effective, which drawsworld-
wide attention [3]. However, the intermittence and randomness of PV energy production
endanger the electrical power system (EPS) operation. Therefore, it is crucial to develop
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an accurate PV power prediction system that helps the power system operators in sta-
bilizing the grid and facilitates the electricity market participants in trading the energy
[4].

PV power prediction can be divided into ultra-short-term (intraday) prediction, short-
term prediction, and medium to long-term prediction according to the time scale of pre-
diction. In China, the PV power stations should submit ultra-short-term power prediction
curves to power regulatory agencies on time, and the ownerswill be facedwith fines if the
accuracy of prediction results doesn’t meet the power prediction regulations. In recent
years, various ultra-short-term PV power prediction methods have been proposed in the
literature. Historically-proposed methods can be generally divided into four categories
according to the source of data: historical power data, numerical weather prediction
(NWP) data, cloud observation data, and multiple combinations of data. The statistical
models based on historical power data use mathematical or statistical models to extract
periodic patterns from time series [5, 6]. The statistical models generally consist of linear
prediction models [7], autoregressive moving average (ARMA) [8], autoregressive inte-
grated moving average(ARIMA) [9], Markov chain [10], and grey system theory [11].
These prediction models perform better under less fluctuating weather conditions [12],
ignoring the impact of meteorological factors on the output of PV power stations. For
complex and mutant weather, prediction methods should also take meteorological data
into account [13, 14]. The characteristic variables in the NWP data, including irradia-
tion intensity, temperature, and atmospheric pressure, provide critical data support for
ultra-short-term PV power prediction [15]. The cloud distribution also affects the irradi-
ation intensity, so the ultra-short-term prediction approach using historical sky images
to obtain the cloud distribution in future sky images is proposed in [16]. The accuracy
of the prediction models, using only NWP data or cloud observation data regardless of
historical power data, can be greatly influenced by inaccurate weather or cloud distribu-
tion forecast information [17]. Combining K-means, optimal similar day approach, and
long short-term memory (LSTM) network, another hybrid prediction model is proposed
in [18], which takes the historical power data and meteorological factors into account.

Apart from the diversity of the source data, the feature extraction technique is also
vital to improve prediction accuracy. In [19], a hybrid PV power prediction method com-
bined with path analysis (PA) and phase space reconstruction(PSR) is proposed. PA is
employed to identify dominant meteorological factors affecting the PV power fluctua-
tion characteristics, which can adjust theweights ofmeteorological factors. Then, feature
vectors are constructed using the dominant factors, which are used for grouping similar
days’ datasets according to meteorological conditions. Ref. [17] proposes a hybrid inno-
vative model using an improved K-means approach to cluster the historical power data
sets and combines the grey relational analysis (GRA) method to determine the optimal
similarity day of the forecasting day. The proposed model adopts meteorological factors
and historical power datasets within two years. The existing literature mainly focuses on
improving decomposition methods, reconstruction methods, and optimal similarity day
methods. The above works also show that the reasonable classification of weather types
contributes to the prediction accuracy improvement. However, thesemethods select days
with similar meteorological characteristics to the forecasting day as the input while the
weather fluctuation is not taken into account.
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This paper proposes a new method that combines meteorological factors with his-
torical power datasets in the feature extraction step and applies it to ultra-short-term
PV power prediction. The weather fluctuation level, which includes global irradiance
fluctuation, direct irradiance fluctuation, and scattered irradiance fluctuation, is defined
to cluster datasets into 4 categories. The classification results are also considered as
one of the dominant meteorological factors. The main contributions of this work can be
summarized as follows:

a. We propose a new method for ultra-short-term PV power prediction by combing
meteorological factors with historical power datasets, which shows higher prediction
accuracy than merely relying on meteorological factors or historical power datasets.

b. We propose a novel method to define weather fluctuation level, which calculates the
degree of fluctuation based on the natural variations of irradiance.

The paper is organized as follows. Section 2 introduces the methods of the proposed
forecasting method. In Sect. 3, the framework of the proposed improved prediction
method is presented in detail. In Sect. 4, the experiments and result analysis are presented.
Section 5 concludes the paper and introduces our future work.

2 The Methods of PV Power Prediction

2.1 K-means Clustering Method

The K-means clustering method is categorized as a partitioned clustering method [20],
partitioning given datasets into clusters and finding the minimum squared error between
the various data points in the datasets and the center of each cluster. Then each data point
is assigned to the cluster center nearest to it. Mathematically, given a dataset X = {xi},
i = 1, 2,…,n, X is partitioned into k number of clusters C = {cj}, j = 1, 2,…,k. Then,
the center of each cluster is re-evaluated. The K-means method process is iteratively
performed until the cluster membership is stable. The K-means clustering method aims
tominimize the sum of the square error of each cluster, which is demonstrated as follows:

Minimize J (C) =
K∑

k=1

∑

xi∈ck
‖xi − μk‖2 (1)

The K-means clustering method process is illustrated in Fig. 1.

2.2 Recurrent Unit

Gated Recurrent Unit(GRU) is a variant of Long Short-term Memory(LSTM) neural
network. LSTM is an improved recurrent neural network(RNN) that replaces the hidden
layer units of RNN with LSTM cell unit structures, effectively solving the long-term
dependence problem existing in RNN. LSTM consists of an input gate, a forgotten gate,
and an output gate. GRU merges the input gate and the forgotten gate into one update
gate, the output gate is changed to a reset gate, and the training parameters are reduced.
GRU has the same prediction accuracy as LSTM, and has the advantages of simpler
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Fig. 1. The K-means clustering method process

structure and faster network training. The network structure diagrams of LSTM and
GRU are shown in Fig. 2 for comparison.

It can be seen from Fig. 2(b) that the GRU contains three key parts: the reset gate,
the update gate, and the candidate hidden state. The reset gate, rt, can be considered as a
controller that determines the retention of historical information based on the input, xt,
and the hidden sate of the previous moment ht-1. The update gate, Zt, determines how
much new information should be added at the current moment.

2.3 Spearman’s Rank Correlation Coefficient

Spearman’s rank correlation coefficient is primarily used to measure the correlation
between the changing trends of variables. It does not directly operate on the values of
variables in each dimension but rather calculates the correlation based on the rankings of
the values in each dimension. The formula for calculating Spearman’s rank correlation
coefficient is:

ρ = 1 − 6
∑

(xi − yi)2

n3 − n
(2)

where xi represents the rank of the ith data group of variable X among all X values, and
yi represents the rank of the ith data group of variable Y among all Y values.
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(a) network structure of LSTM 

(b) network structure of GRU 

Fig. 2. Network structure diagrams of LSTM and GRU

3 Improved Prediction Method Based on GRU and K-means

3.1 Feature Selection

Due to the complexity of the inherent properties of the PV power stations, it is difficult
to fully consider all the performance parameters in practice. Thus, selecting suitable
features for model training is critical for improving prediction accuracy. Obviously, his-
torical power data is one of the primary factors influencing PV plant generation as it
encapsulates the inherent characteristics of the photovoltaic system. Similarly, meteo-
rological data contains information about recent weather trends and periodic weather
patterns in the local area. Therefore, feature selection should include bothmeteorological
and power time-series data.

Furthermore, meteorological data contains information on weather types. Under
different weather types, future weather development trends can vary. To clarify, a simple
example is shown in Fig. 3.

The horizontal axis of Fig. 3 represents time, with a range of one day, and the
vertical axis represents the actual power output of a photovoltaic power plant. Figure 3
shows that the PV power curve reaches the highest value around noon under relatively
stable weather conditions as shown with blue, green, and red lines. However, under
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Fig. 3. Power curves of PV stations under several typical weather conditions

non-stationary weather conditions, the PV power curve fluctuates significantly as the
orange line shows. These dramatic fluctuations incur the prediction bias and should be
fully considered in the feature selection step.

3.2 Weather Fluctuation Level

In general, solar irradiance has the greatest impact on the power generation. Thus, we
choose the features that has a higher Spearman’s rank correlation coefficient with the
power generation to define the weather fluctuation level (WFL) in this work. In other
words, global irradiance, direct irradiance, and scattered irradiance are selected to define
WFL. The WFL is defined and calculated as follows:

Step 1: Get the theoretical irradiance curve of the local horizontal plane sun without
considering the coefficient, which is obtained as follows:

G = sin δ sin ϕ + cos δ cosϕ cosω (3)

where, G is the theoretical solar irradiance on the horizontal plane without considering
the coefficient in the local area, δ is the declination of the sun, ϕ is the local latitude and
ω is the solar hour angle.

The declination of the sun δ is calculated as follows:

δ = 23.45◦sin
(
2π ∗ 284 + N

365

)
(4)

where, N is the number of days that have passed this year.
The solar hour angle ω is calculated as follows:

ω =
(
tt

60
− 12

)
∗ 15◦ (5)
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where, tt is the true solar time, which is the time converted by time zone time according
to the local longitude.

Step 2: Fit a stable irradiance curve under current weather conditions. Under ideal condi-
tions, the variation trend of the irradiance curve for stable weather should be equivalent
to the theoretical curve obtained in Step 1. Firstly, translate the theoretical irradiance
curve up and down to make its left zero point coincide with the time before the actual
irradiance today, in order to eliminate the impact of obstacles, such as mountains on the
irradiance at sunrise. Then, calculate the average value of the true irradiance at the four
previous moments before time t. The average value is compared with the point on the
theoretical curve at the corresponding moment t. A coefficient is obtained to make these
two curves coincide.

Step 3: Calculate the weather fluctuation degree. Take the true irradiance values at the
four previous moments (1 h) before time t and compare them with the corresponding
points on the fitted curve in Step 2. Then calculate the absolute value of the difference
and accumulate it to obtain the degree of weather fluctuation degree.

Step 4: Calculate theWFL. Global irradiance, direct irradiance, and scattered irradiance
are individually incorporated into steps 2 and 3 for calculation, resulting in the weather
fluctuation degrees corresponding to the three types of irradiance. By using K-means
clustering method, the data at different time points are divided into four categories based
on the three types of weather fluctuation degree. These categories are then labeled as 0,
1, 2, and 3, which is referred to as the weather fluctuation levels.

3.3 Evaluation Criteria

According to the “Implementation Rules for Grid-Connected Operation and Manage-
ment of Power Plants in the Northwest Region,” the accuracy of the harmonized average
value at the second hour in the ultra-short-term forecast curve for wind power plants and
PV power stations should be no less than 75%. The formula for calculating accuracy is
as follows:

E = 1 − 2 ×
n∑

i=1

(∣∣∣∣
Pr
i

Pr
i + Pn

i
− 0.5

∣∣∣∣ ×
∣∣Pr

i − Pn
i

∣∣
∑n

i=1

∣∣Pr
i − Pn

i

∣∣

)
(6)

where:
E is the accuracy.
i represents the number of data points in the ultra-short-term prediction.
n is the prediction window length which is 96.
Pn
i is the predicted power value at the i-th point.

Pr
i is the actual power value at the i-th point.

If both Pn
i and P

r
i are within 3% of the installed capacity, the point is not included in

the error calculation.And thehigher the assessment score, the greater the penalty imposed
on the power plant. If the 75% criterion is not met, each 1% reduction of accuracy will
result in a penalty of 0.015 points per 10,000 kilowatts of the total installed capacity.
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The indicator score is defined in the following.

E = 1 − 2 ×
n∑

i=1

(∣∣∣∣
Pr
i

Pr
i + Pn

i
− 0.5

∣∣∣∣ ×
∣∣Pr

i − Pn
i

∣∣
∑n

i=1

∣∣Pr
i − Pn

i

∣∣

)
(6)

3.4 The Framework of the Proposed Improved Prediction Method

The prediction method is illustrated in Fig. 4.

Fig. 4. Flowchart of the prediction method based on GRU and K-means

The implementation procedure of the proposed method is summarized as follows:

Step 1: Preprocess the historical data, which includes removing empty data and
eliminating data points that exceed the physical threshold.

Step 2: Perform Spearman’s rank correlation analysis, stable irradiance curve fitting,
and weather fluctuation Level calculation using the methods described in the third part
of the article.

Step 3: By conducting Spearman’s rank correlation analysis, we have selected the time-
series data of global irradiance, scattered irradiance, direct irradiance and power for the
past 24 h.

Step 4: Use a GRU model to perform rolling predictions on the meteorological and
power data for the next 15 min. If the prediction horizon does not reach the next 4 h,
the current prediction results are returned to Step 2 and 3 as the historical values for the
next prediction. If the prediction horizon reaches the next 4 h, the prediction is stopped,
and the short-term power forecast for 96 points is obtained.
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4 The Experiments and Result Analysis

4.1 Data Acquisition

This paper takes a PV power station in Gansu province as the research object, with a
rated capacity of 100MW. The data for the entire year of 2022 is used as the training
sample to conduct ultra-short-term forecasting for January and February 2023.

4.2 Spearman’s Rank Correlation Analysis

According to the method mentioned in Sect. 2.3, we make a correlation analysis. The
results are illustrated in Fig. 5.

Fig. 5. Spearman’s rank correlation coefficients between different meteorological variables and
power

The horizontal axis of Fig. 5 represents the different features, and the vertical axis
represents the Spearman’s rank correlation coefficient. Figure 5 shows that total irra-
diance, direct irradiance, and scattered irradiance are highly correlated with PV output
power which has Spearman’s rank correlation coefficients of 0.85 or higher while other
meteorological features show lower correlations. This demonstrates the validity of using
irradiance to characterize the degree of weather fluctuation, as mentioned in Sect. 3.1.

4.3 WFL Analysis

As an example, we have selected the data fromMarch 25–27, 2022, which is considered
representative. The comparison curves of WFL data with the three types of irradiance
are shown in Fig. 6.
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Fig. 6. WFL and irradiance curve

In Fig. 6, the horizontal axis displays the dates, while the left vertical axis represents
the irradiance and the right vertical axis represents the WFL. It is evident that on March
25th, the global and scattered irradiance experienced significant fluctuations throughout
the morning and afternoon, while the direct irradiance remained close to zero. This indi-
cates a non-stationary rainy day. Despite this, the WFL values remained relatively high
throughout the day, consistent with the weather condition. The direct and scattered irra-
diance on March 26th showed noticeable fluctuations but the global irradiance followed
a relatively standard distribution pattern, excluding the morning and evening periods.
Consequently, the WFL data remained low for much of the day. The same pattern is
visible on March 27th, with the global and direct irradiance curves appearing smoother
than on March 26th, suggesting mostly sunny weather, with occasional cloudy periods.
The WFL data aligns with the corresponding weather pattern.

4.4 Comparative Analysis

To validate the accuracy of the model after incorporating power time series data and
weather fluctuation clustering data, this study employs the following three methods for
ultra-short-term forecasting:

Method 1: Power prediction using only historical meteorological data.

Method 2: Power prediction by integrating historical meteorological data with historical
power data.

Method 3: Power prediction by integrating historical meteorological data, historical
power data, and WFL data.

The simulation result of each method is illustrated in Fig. 7.
The horizontal axis of Fig. 7. Represents the dates, and the vertical axis represents

the accuracy of the predictions. It can be seen that method 3 performs better than method
2 in the majority of the scenarios.
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Fig. 7. Comparison of Accuracy for Three Ultra-Short-Term Forecasting Methods

Table 1. Average accuracy and total assessment scores for three methods (Jan. and Feb.)

Evaluation index Accuracy Score

Method 1 0.68 83.24

Method 2 0.73 37.94

Method 3 0.76 33.45

The daily accuracy and evaluation scores for the three methods are shown in Table 1.
It can be observed that Method 1, which serves as the baseline, has an accuracy of 0.68
and a score of 83.24. Method 2, which incorporates power time series data, shows an
accuracy of 0.73, an improvement of 5%, and a score of 37.94, a decrease of 45.3.
Method 3, which further includes WFL data on top of Method 2, exhibits an accuracy
of 0.76, a further improvement of 3%, with a score of 33.45, a decrease of 4.49.

Table 2. Average accuracy and total assessment scores for three methods (Jan.)

Evaluation index Accuracy Score

Method 1 0.74 24.51

Method 2 0.78 6.25

Method 3 0.81 6.14
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Table 3. Average accuracy and total assessment scores for three methods (Feb.)

Evaluation index Accuracy Score

Method 1 0.62 58.73

Method 2 0.68 31.70

Method 3 0.71 27.31

Table 4. Different WFL time proportion in January and February

Month 0 (stable weather)
(%)

1 (relatively stable
weather) (%)

2 (relatively
variable weather)
(%)

3 (variable weather)
(%)

1 87.03 1.21 7.26 4.50

2 82.37 0.20 7.48 8.14

To assess the suitability of themodel from the perspective ofweather fluctuations, the
evaluation results are divided into January and February. Table 2 presents the evaluation
results for January,whileTable 3presents the evaluation results for February.By applying
the WFL method mentioned in Sect. 3.2 to analyze the weather fluctuations in January
and February of 2023, the specific results are shown in Table 4. In January, the number
of days with WFL index 0 (stable weather) accounts for 87.03%, while in February,
it accounts for 82.37%. The number of days with WFL index 3 (variable weather) in
January is 4.5%, while in February, it is 8.14%. Clearly, the weather in February is
generally more variable compared to January.

Based on the assessment scores, in the relatively stableweather conditions of January,
the difference in scores between Method 3, which considers WFL, and Method 2 is only
0.11, indicating a non-significant advantage. However, in the relatively variable weather
conditions of February, Method 3 shows a larger advantage with a score 4.39 lower than
Method 2.

5 Conclusions and Future Work

This study proposes a photovoltaic power ultra-short-term forecasting model that com-
bines the GRU neural network and K-means clustering method. The model takes into
account the periodicity and continuity of weather changes, and it incorporates power
time-series data to extract information about the operational characteristics of the PV
plant. Additionally, the model integrates clustered weather fluctuation data to effectively
classify weather types on a short-time scale and provide references for the forecasting
process.

Operational data from a photovoltaic power plant in Gansu Province were used to
train the proposedmodel, and data from January andFebruary 2023were used for testing.
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The model’s performance was compared to two other models and found to outperform
in terms of prediction accuracy, especially in variable weather conditions.

In future, we will further improve our work by utilizing Ensemble Empirical Mode
Decomposition (EEMD) to improve the validity of the data, studying abrupt weather
change characterization, identifying additional factors affecting PV plant power genera-
tion, and developing appropriate techniques to incorporate them into the feature selection
process. Additionally, a weather recognition switch will be designed to adaptively select
a prediction model based on the WFL index, and methods of neural network hyper-
parameter optimization will be explored to improve the efficiency and accuracy of the
model.
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Abstract. The rapid development of distributed photovoltaic (PV) is conducive
to energy conservation and emission reduction, but its large-scale access also
have influence on the low-voltage distribution network line loss. In this paper, a
calculation method of low voltage line loss is proposed based on the power flow
calculationmethod of backward-forward substitution. The analyticalmodel of line
loss calculation under uniform power network is established, and the relationship
between the PV output and the change of line loss is given. An example model of a
15-node low-voltage distribution network with PV is built, and the correctness of
the proposed method is verified with the comparison of the analytical model and
the simulation model. The influence of three-phase unbalance, PV access capacity
and access position on system line loss is analyzed, which provides theoretical
basis and decision support for distributed PV access, low-voltage distribution
network loss reduction and energy saving.

Keywords: Distributed photovoltaic · Low voltage line · Line loss · Analytical
model

1 Introduction

With the increasing global energy shortage and environmental problems, Daoyuan et al.
(2021) and Yang and Zhao. (2018) states photovoltaic (PV) generation will become one
of the main ways of power supply in the future for a long time, as PV generation is clean
and efficient. Earlier studies (He et al. 2014) shows Large-scale of distributed PV grid-
connection has great influence on the size and direction of power flow in distribution
network, and indirectly affects network loss.

The existing researches on the influence of PV access on line lossmainly focus on the
influence of power flow calculation method and three phase unbalance (Ali et al. 2021;
Zongbao 2022). In the following studies, they analyzed the influence of PV on line loss
by using the backward-forward substitution. Fei and Di (2022) achieved the purpose of
reducing network loss by adjusting the reactive power output after PV access. Zhang
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et al. (2019) provided the optimal access location and access capacity of PV system
under typical load distribution. Xu et al. (2017) designed a power flow algorithm con-
taining distributed PV power supply based on the reactive power correction of PV nodes.
Subsequent literature analyzed the influence of three-phase unbalance on low pressure
line loss. Meifang et al. (2019) built a calculation model of three-phase unbalance line
loss based on correction coefficient. He et al. (2017) established a distributed PV multi-
objective optimization configuration model, the three phase unbalance degree of PV
system is reduced. Li (2020) used the method of balancing three-phase load to solve the
problem of three-phase unbalance and loss reduction. Most of the above literatures are
applicable to a single scene and are not universal.

Based on the above background, an analyticalmodel based on the calculationmethod
for low voltage line loss containing distributed PV is proposed in this paper. Firstly,
the analytical model of line loss calculation for low-voltage lines with PV in typical
scenes of homogeneous network is derived. Then, a 15-node low-voltage line simulation
model based on MATLAB/SIMULINK is established. With the result comparison of
the analytical model and the simulation model, the validity of the analytical model
for uniform power network line loss is verified. Finally, the influences of three phase
unbalance, PV output variation, PV access location and other factors on low voltage line
loss are analyzed.

2 Theoretical Analysis of Line Loss

In order to derive the analytical model for line loss calculation, a low-voltage feeder
system with n nodes and n-1 branches was established, as shown in Fig. 1. In Fig. 1, the
PV module is connected to the system at node m, the front-end voltage is U1 and the
rated line voltage is UN.

Fig. 1. n node feeder system

In Fig. 1, the load power of node i and the line impedance of the corresponding
branch i are respectively written as:

Si = Pi + jQi i ∈ [1, n]
Zi = Ri + jXi i ∈ [1, n − 1] (1)

where Si, Pi,Qi are respectively the complex power, active power and reactive power of
the i node; Zi, Ri, Xi are respectively the impedance, resistance and reactance of branch
i.

While PV power output is excluded, the power loss of all branches after branch i and
the influence of voltage drop are ignored, then the single-phase power loss of branch i
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is:

�Pi = (|Si+1 + Si+2 + · · · + Sn|)2
U 2
N

Ri

�Qi = (|Si+1 + Si+2 + · · · + Sn|)2
U 2
N

Xi

(2)

where ΔPi, ΔQi are active power loss and reactive power loss of branch i respectively;
|Si | represents the modulus of the phasor Si.

While PV power output is taken into account, the flow power of each branch needs
to be superimposed by the load power and PV power output, and the direction of the
power flow changes from unidirectional flow to bidirectional flow (Navid et al. 2018;
Tong et al. 2019; Prasad et al. 2021). The magnitude and direction of the power on each
branchwill be determined according to the load power andPVpower output. Considering
the strong fluctuation of PV power output, the analytical model of line loss calculation
under uniform power network are derived in this paper.

Assume that the impedance of all lines in the whole low-voltage feeder system is
equal:

Z1 = Z2 = . . . = Zi = · · · = Zn = Z

Z = R + jX
(3)

where Z, R, X are respectively line impedance, resistance and reactance under uniform
power network.

While PV is not connected, the line loss of branch i is:

�Pi = R

(∣∣∣∣∣
n∑

k=i+1
Sk

∣∣∣∣∣
)2

U 2
N

�Qi = X

(∣∣∣∣∣
n∑

k=i+1
Sk

∣∣∣∣∣
)2

U 2
N

(4)

where ΔPi_1, ΔQi_1 are respectively the active power loss and reactive power loss of
branch i without PV access under a uniform power network.

For the whole feeder system, the total line loss of the system is:

�P =
n∑

i=1

(∣∣∣∣∣
n∑

k=i+1
Sk
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)2

U 2
N

R

�Q =
n∑

i=1

(∣∣∣∣∣
n∑

k=i+1
Sk

∣∣∣∣∣
)2

U 2
N

X

(5)
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where ΔP, ΔQ are respectively the total active power loss and reactive power loss of
the system without PV access under a uniform power network.

Assume that PV is connected to node m, and PV power output power is:

SPV = PPV + jQPV (6)

where SPV is the total PV power output; PPV、QPV are respectively PV active power
output and reactive power output.

At this time, the line loss of the branch i is related to the location of the branch and
the PV access point. If the branch is behind the PV access point, the line loss of the
branch remains unchanged. If the branch is located in front of the PV access point, the
line loss of the branch should take into account the impact of PV access:

�Pi_PV =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(∣∣∣∣∣
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k=i+1
Sk − SPV
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)2

U 2
N

R, i ∈ [1,m − 1]
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)2

U 2
N

R, i ∈ [m, n − 1]

�Qi_PV =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(∣∣∣∣∣
n∑

k=i+1
Sk − SPV
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)2

U 2
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X , i ∈ [1,m − 1]

(∣∣∣∣∣
n∑

k=i+1
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∣∣∣∣∣
)2

U 2
N

X , i ∈ [m, n − 1]

(7)

where ΔPi_PV, ΔQi_PV respectively refers to the active power loss and reactive power
loss of branch i after PV access in a uniform power network.

At this time, the total line loss is:

�PPV =
∑

�Pi_PV = �P − R|SPV|
U 2
N

⎡
⎣
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(8)

where ΔPPV, ΔQPV are respectively the total active power loss and reactive power loss
of the system after PV access under a uniform power network.
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Therefore, the variation of line loss caused by PV access is:

�Ploss = R|SPV|
U 2
N
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(9)

where ΔPloss, ΔQloss are the difference values of active power loss and reactive power
loss before and after the system is connected to PV under a uniform power network.

Simplified Eq. (9), and the form shown in Eq. (10) is obtained.
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(10)

It can be seen from Eq. (10) that the variation of active power line loss is an opening
downward quadratic functionwith PVpower output as an independent variable, as shown
in Fig. 2.

Fig. 2. Relation between variation of active power line loss and PV power output

In Fig. 2, while PV power output is S1 = 0, the initial value of active power line
loss change is 0. With the gradual increasing of PV power output, the variation of active
power line loss gradually increases. While PV power output increases to SPV_max, the
variation of active power line loss is the maximum value ΔPmax. Then, with the further
increasing of PV power output, the variation of active power line loss begin to drop
back. While the PV power output increases to S2, the variation of active power line loss
dropped to 0. After that, if the PV power output continues to increase, the change of
active power line loss will decrease to negative value and continue to decrease.
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While the PV power output meets SPV_max in Eq. (11), the variation of active power
line loss is the maximum ΔPmax.

SPV_ max =
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k=i+1
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(m − 1)RU 2
N

(11)

While the PV power output meets any of Eq. (12), the active power line loss does
not change, ΔPloss is 0.

S1 = 0

S2 =

∣∣∣∣∣2
m−1∑
i=1

n∑
k=i+1

Sk

∣∣∣∣∣
m − 1

(12)

where SPV_max is the PV power output when the change of active power line loss is the
largest under uniform power network; S1 and S2 are PV power output when the change
of active power line loss is zero under uniform power network.

From the above analysis, it can be seen that the variation of active line loss increases
first and then decreases with the increasing of PV power output. While the PV power
output exceeds the zero point on the right side, that is S2, the variation of line loss is
negative, and line occurs power reversal.

3 Case Study

3.1 Case Descriptions of the 15-Node Low-Voltage Line

Take a 15-node low-voltage distribution line as an example to establish a uniform power
network model, and the system topology is shown in Fig. 3. The transformer is an ideal
transformer, and a three-phase power supply is used to simulate. The type of distribution
lines is JKLYJ-1–185, and each branch length is 20 m. Distributed PV is accessed at
node 12, and its output varies with time.

PV power output increases from 6 AM to 11 AM, basically saturation from 11 AM
to 2 PM, and then gradually drops to zero at 6 PM. The total load of the system increases
first and then decreases with time. The system total load and 24-h PV power output are
shown in Fig. 4.

3.2 Analytical Result Analysis and Simulation Verification

According to the topology structure in Fig. 3, the system simulation model is built, and
the correctness of the proposed line loss analytical model is verified by comparing the
analytical solution of line loss calculation with the simulation results.
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Fig. 3. Topology of a 15-node low-voltage line

Fig. 4. Total system load and PV power output

(1) Calculation result

According to the 24-h PV power output shown in Fig. 4 and the 24-h power data of each
node in the 15-node system, the two methods is set for comparison, and the 24-h system
line loss rate before and after PV access is calculated respectively.

Method A: The MATLAB/SIMULINK simulation model of PV access considering
the three-phase unbalance;

Method B: Analytical model.

According to the analytic model, three different Scenarios are set up for comparative
analysis.

Scenario 1: Analytical model of PV access considering three-phase unbalance;
Scenario 2: Analytical model of PV access in three-phase balance;
Scenario 3: Analytical model with no PV access considering three-phase unbalance.
The line loss rate obtained by the two methods is shown in Table 1.
It can be seen from Table 1 and Fig. 4 that the variation trend of the system line

loss rate is basically the same as that of the total load power. The total load reaches its
maximum value at 6 PM, and at this moment the line loss rate calculated by the four
methods is the maximum value. Similarly, the minimum value of load and line loss occur
at 1 AM. In Scenario 1 and Scenario 2 ofMethodA andMethod B, the line loss rate is the
minimum value. The particularity of Scenario 2 is actually caused by the consideration
of three-phase unbalance after PV connection.
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Table 1. The statistical table of line loss rate

Time Method A (%) Method B

Scenario 1 (%) Scenario 2 (%) Scenario 3 (%)

1 AM 3.28 2.22 3.37 2.22

2 AM 3.42 3.41 3.51 3.41

3 AM 3.34 3.44 3.43 3.44

4 AM 3.59 3.39 3.67 3.39

5 AM 4.39 4.42 4.42 4.42

6 AM 6.97 6.79 6.63 6.74

7 AM 6.96 6.80 5.76 7.18

8 AM 6.57 6.50 4.31 7.86

9 AM 7.51 7.20 4.43 8.92

10 AM 5.86 5.88 3.01 7.95

11 AM 4.74 5.02 2.23 7.38

12 AM 4.48 4.73 2.17 7.14

1 PM 5.80 5.85 2.84 8.26

2 PM 6.26 6.18 3.15 8.64

3 PM 7.50 7.17 4.60 8.75

4 PM 7.66 7.32 4.98 8.61

5 PM 9.92 8.99 7.73 9.61

6 PM 11.59 10.21 9.73 10.21

7 PM 11.05 9.25 9.71 9.25

8 PM 8.74 6.63 8.05 6.63

9 PM 6.81 6.52 6.52 6.52

10 PM 5.19 4.02 5.13 4.02

11 PM 4.02 4.08 4.08 4.08

12 PM 3.68 3.75 3.75 3.75

Average 6.23 5.82 4.88 6.60

(2) Simulation verification

In order to verify the correctness of the analytical model for line loss calculation, the
influence of three-phase balance on the system should be considered. Under this condi-
tion, Scenario 1 in method A and Method B is compared with PV connected to the line.
The comparison results are shown in Fig. 5.

It can be seen from Fig. 5 that the analytical results of line loss and the simulation
results have the same variation trend. The average error of the two method is 0.46%,
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Fig. 5. Comparison of the results of line loss calculation the analytical model and the simulation
model

the maximum error is 2.12%, and the minimum error is 0.02%, which indicates that
the proposed analytical model of line loss under the uniform power network is correct.
Compared with the simulation results, some data are different because the influence
of line loss is ignored in the analytical model while calculating the branch power, and
the rated voltage is used uniformly while calculating the loss without considering the
voltage drop.

3.3 Line Loss Analysis in Different Scenarios

(1) The effect of three phase unbalance on line loss

While the system operates under the three-phase unbalanced scenario, there are a large
number of negative sequence components in the voltage, which will affect the voltage in
the line and lead to the changes in the system loss. The comparison results of Scenario
1 and Scenario 2 in the analytical model of line loss calculation are shown in Fig. 6.

Fig. 6. The influence of three-phase unbalance on line loss



460 P. Yang et al.

As can be seen from Fig. 6, during the time period from 1 AM to 5 AM and from
7 PM to 12 PM, the PV output is zero, and the average error of the influence of three-
phase unbalance on the linear loss rate of the system is 0.5%. Individual time node has
a fair-sized differ, and the calculation accuracy is relatively poor while the load is low.

After the PV is connected from 6 AM to 6 PM in Scenario 2, the three-phase voltage
and current are asymmetrical due to the unbalance of the three-phase, so the calculated
line loss rate has a large deviation from the actual line loss rate, and the deviation increases
with the increase of the PV power output. The effect of the three-phase unbalance is
corrected, and the linear loss rate data of Scenario 1 is obtained, which is more consistent
with the simulation results.

(2) The influence of PV power timing variation on line loss

The time sequence changes of PV power output and load have a certain influence on
line loss. The calculation results of the comparison between Scenario 1 and Scenario 3
are shown in Fig. 7.

As can be seen from Fig. 7, the linear loss rate of the system in Scenario 3 shows the
same trend with the change of the total load power. The change trend of the system line
loss rate in Scenario 1 is the same as that in Scenario 3. However, while the PV power
output changes with time, the system line loss rate is smaller than that in Scenario 3 in
the same period. From 11 AM to 2 PM, PV power output reaches the maximum, and the
difference in line loss rate between the two is 2.41% on average. At 12 AM, the system
load is small and PV power output reaches the maximum, resulting in the maximum line
loss difference. While the PV power output is small at 6 AM and 6 PM, the difference
of line loss rate between them is 0.01% on average. It is easy to know that the increase
of PV power output will lead to a gradual decrease in the system line loss rate compared
with that PV not connected to the line.

Fig. 7. The influence of PV output on line loss
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(3) The influence of PV access location on line loss

In order to study the influence of PV access position on line loss, PV power output data
and load data at 12 AM are selected to change the PV access position, and the variation
trend of line loss rate is obtained as shown in Fig. 8.

Fig. 8. The influence of PV access position on line loss

As can be seen from Fig. 8, on the premise that PV power output remains unchanged,
the closer the PV access location is to the user node, the smaller the system line loss rate
and the smaller the active power loss of the whole system. This is because the PV system
can be regarded as a power supply after access, and the closer the power supply is to the
user side, the lower the line loss. Therefore, the PV power output remains unchanged,
and the PV access position in the system will affect the loss of the whole feeder system.
The proximity of the PV access point to the user side allows for lower line losses when
economy is considered.

4 Conclusion

In this paper, the calculation method of line loss for low-voltage lines considering PV
access is proposed, and the analytical model of line loss calculation under a uniform
power network is derived. The influences of factors such as before and after PV access,
three-phase load unbalance and PV access location on line loss are compared. By com-
paring the simulation results with the analytical results, the following conclusions are
obtained:

(1) The variation of line loss andPVpower output of uniformpower network accordwith
the trend of quadratic function. While PV power output gradually increases from
zero, the variation of line loss increases first and then decreases until it becomes
negative.

(2) The system line loss decreases first and then increases with the increasing of PV
power output.While the PV power output is small, all PV power output generation is
supplied to the local load for consumption, reducing the system transmission power
and line loss. While the PV power output is large, the local load cannot fully absorb
the PV power, and a large amount of electric energy is sent back to the system, which
lead to the increasing of line loss.
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(3) The line loss rate of the system is related to the distance between the PV access
point and the load point. While the PV access point is close to the load center, the
transmitted power of the system is reduced, and the loss reduction effect is better.

In this paper, the line loss rate of uniform power network is calculated without con-
sideration the line loss rate calculation while the load is distributed irregularly under the
non-uniform power network, so the subsequent work will be carried out in combination
with more actual situations, and the existing results will be improved.
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Abstract. Due to the large-scale access of new energy, its volatility and inter-
mittent have brought great challenges to the power grid dispatching operation,
increasing the workload and work difficulty of the power grid frequency regula-
tion, and the increase in the installed proportion of new energy has also led to the
further expansion of the peak-valley power difference. Electrochemical energy
storage has bidirectional adjustment ability, which can quickly and accurately
respond to scheduling instructions, but the adjustment ability of a single energy
storage power station is limited, and most of the current studies based on the
energy storage to participate in a certain type of auxiliary services, which can-
not be fully utilized within the range of its life cycle. To solve this problem, a
two-stage power optimization allocation strategy is proposed, in which electro-
chemical energy storage participates in peak regulation and frequency regulation.
In the first stage, the adjustment cost, adjustment capacity and health status of each
energy storage station in the region are considered, and the output of each energy
storage station is determined with the goal of pursuing dispatching economy and
reliability. In the second stage, the output of each energy storage power station is
sent to each energy storage unit under the power station as the total power, and the
goal is to quickly balance the SOC of each energy storage unit, which is conducive
to the overall scheduling of the energy storage power station.

Keywords: Power regulation · Peak shaving · Frequency regulation · State of
health · State of charge

1 Introduction

With the continuous deepening of the reform of China’s electric power system, the
transformation of energy cleanliness has entered a critical period, and the electric power
system has shown new characteristics such as “high proportion of new energy” and
“high proportion of electric electricity” [1–3]. Electrochemical energy storage has the
characteristics of fast response speed and high adjustment accuracy, which can provide a
powerful means of peak regulation and a fast and reliablemeans of frequency adjustment
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and inertia support for the power system [4–7]. In recent years, large-scale electrochem-
ical energy storage has emerged in China and even all over the world, and its regulating
and safeguarding role in the power grid cannot be ignored [8, 9].

Considering the randomness of new energy output such as scenery and the electricity
consumption on the load side, the increase in the installed proportion of new energy will
also lead to excessive peak-valley power difference. However, the adjustment capacity
of a single energy storage power station is limited, and it is necessary to coordinate
the coordinated output of various energy storage power stations in the region, and the
adjustment cost, adjustment capacity and health status (investment years) of each energy
storage power station in the region are different. In this case, for different power grid
scenarios, the output of each energy storage power station in the region will be faced
with the problem, so it is necessary to determine the economic optimization of regional
scheduling as the goal to determine the power required by each energy storage power
station [10, 11]. At present, the power regulation of battery energy storage stations is
mainly based on the SOC difference of BESS for charge and discharge power difference,
which makes the SOC of BESS tend to be consistent after long-term operation [12–14].
In [15], aiming at the lifetime model of charge and discharge power-efficiency of BESS,
power regulation optimizationwas realizedby solving the objective functionofminimum
power loss. In [16] proposed a combinational sorting and allocation algorithm for power
regulation of various energy storage units of ultra-large scale battery energy storage
power station.

To this end, aiming at the joint dispatching problem involving large-scale electro-
chemical energy storage in the power grid side while participating in the peak regulation
and frequency regulation of the power grid, this paper proposes to comprehensively con-
sider the adjustment cost, residual adjustment capacity and health status of the energy
storage power station in the first stage of power regulation. In the second stage of power
regulation, the goal is to balance the state of charge (SOC) of each energy storage unit,
while considering the SOH of each energy storage unit to avoid frequent action of energy
storage units with low SOH. The main innovations of this paper are as follows:

(1) Consider the energy storage to participate in the joint dispatching of the power grid
for peak and frequencymodulation, and determine the power required by each energy
storage station to achieve the economic optimization of regional dispatching;

(2) After each energy storage power station obtains its own determined power value, it
will be sent to each energy storage unit under the power station as the total power.
In this process, the goal is to quickly balance the SOC of each energy storage unit;

(3) Incremental capacity analysis (ICA) [17] is used to evaluate the SOH of each energy
storage unit and take it into account in the entire power regulation process. The
SOH, SOH range, SOHstandard deviation and temperature difference of each energy
storage unit are used to comprehensively evaluate the overall SOHof different energy
storage power stations.
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2 Models and Methods

2.1 Combined Optimization of Peak Shaving and Frequency Regulation

In the day-ahead plan, the output of each power supply is usually optimized on a time
scale of 15 min, while the dynamic process of a few seconds to ten seconds after the
disturbance appears needs to be considered for fast frequency response. Therefore, when
energy storage participates in the joint optimization of peak shaving and frequency regu-
lation, the coordination problemof time scaleswithwide differencesmust be considered.
The time series of instantaneous output dynamic changes of energy storage participat-
ing in frequency response is transformed into the reserve capacity of frequency response
in every 15 min, and the frequency regulation of energy storage and peak shaving are
optimized under the same time scale in the form of reserve capacity constraint. The
model used in the following paper is to determine the output of the traditional unit with
a total of 16 time nodes in a cycle of 4 h per day and a point every 15 min at the system
scheduling level when the traditional unit and each energy storage jointly participate in
peak shaving and frequency regulation.

The essence of the joint optimization of multi-resource (unit + energy storage) and
multi-auxiliary services (peak regulation + frequency regulation) is to optimize the
allocation of peak shaving and reserved output space for frequency regulation of energy
storage. The principle of coordinated frequency response scheduling of energy storage
and unit should be: under the premise of giving full play to the unit’s response ability,
energy storage should supplement the frequency response demand gap. Since this paper
focuses on how to distribute peak shaving and frequency regulation instructions among
energy storage power stations, the following simplification is made:

1. Forecast the output of each unit on the power source side and the power consumption
of users on the load side in a certain regional power grid in the next 4 h of the day, and
use 15 min as a time node to calculate the power deficit value required to stabilize at
each 16 time points Pr(t).

2. In order to make the joint optimization of peak shaving and frequency regulation be
carried out in the same time scale, the second-level time scale of frequency response
is transformed into the reserve capacity of frequency response that needs to be kept
within 15 min. By predicting the maximum frequency deviation value generated
every 15 min in the next 4 h, and according to the maximum frequency deviation
value, the frequency response reserve capacity of 16 time points Pf (t) in this period
is calculated.

Pf (t) = − 1

RB
�f (t) (1)

In the formula:RB is the energy storage difference coefficient,�f (t) is themaximum
frequency deviation value of the energy storage within a certain period of time.

Therefore, the final required energy storage to stabilize the total power deficit at each
time point is:

Ptotal(t) = Pr(t) + Pf (t) (2)
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This paper takes i different types of energy storage power stations in a certain regional
power grid as the research object. Since the energy storage power stations cannot be
charged and discharged at the same time, the charging and discharging flags are set. The
determination method is as follows:

⎧
⎪⎪⎨

⎪⎪⎩

μc
b(t) = 1, μd

b (t) = 0,Ptotal(t) < 0

μc
b(t) = 0, μd

b (t) = 1,Ptotal(t) > 0

μc
b(t) = 0, μd

b (t) = 0,Ptotal(t) = 0

(3)

The output of each energy storage power station at the t moment is related to its
charging and discharging state, and according to the principle of power conservation,
the total output of each energy storage power station in the region should be equal to the
total power deficit, specifically:

⎧
⎪⎪⎨

⎪⎪⎩

Pb,i(t) = μc
b(t) · Pc

b,i(t) + μd
b (t) · Pd

b,i(t)

I∑

i

Pb,i(t) = Ptotal(t)
(4)

μc
b(t), μ

d
b (t) are the charging and discharging state respectively; Pc

b,i(t),P
d
b,i(t) are

respectively the charging and discharging power of the energy storage station i.

2.2 Two-Stage Optimal Distribution Strategy Framework

In view of the differences in the adjustment cost, adjustment capacity, investment years
and operating conditions of each energy storage power station in the regional power grid,
this paper proposes to comprehensively consider the adjustment cost, residual adjustment
capacity and overall SOH of each power station in the first stage of power regulation. In
the second stage of power regulation, considering the difference in the depth of charge
and discharge of each energy storage unit under the energy storage station, the SOC and
SOH of each energy storage unit are different. The inconsistency of SOC will cause the
SOC of each energy storage unit to exceed the limit during unified scheduling, resulting
in the early withdrawal of some energy storage units from operation, and the SOC of
some energy storage units is too high (too low) to facilitate the centralized scheduling of
the power station, which greatly restricts the scheduling capability of the energy storage
power station. At the same time, since the SOH of the energy storage unit has a “short
board effect”, in order to extend the service life of the energy storage system as much as
possible, frequent action of the energy storage unit with a low SOH should be avoided.
To solve the above problems, this paper proposes a two-stage power optimal distribution
framework, as shown in Fig. 1,which is as follows:

(1) In the first stage of power regulation, the adjustment cost, residual adjustment capac-
ity and overall SOH of each power station are comprehensively considered, and the
local optimal economy and reliability of the regional power grid dispatching level
is taken as the goal to determine the power required by each energy storage station.
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(2) The output required by each energy storage station in the first stage is sent to each
energy storage unit under the power station as the total input. In the second stage of
power regulation, the required output of each energy storage unit is determined with
the goal of quickly stabilizing the SOC of each energy storage unit. In this process,
the difference of SOH of each energy storage unit is considered, and the “energy
storage unit with good performance has more and deeper operation” is followed as
far as possible. Energy storage units with poor performance move less and move
more “principle.

Fig. 1. Two-stage power regulation framework

2.3 First Stage Power Regulation

The first stage of power regulation aims to coordinate the output of each energy storage
power station in the regional power grid, and use the output of each power station as the
total input to the second stage of power regulation. In order to optimize the adjustment
space of the energy storage power station, this paper does not consider the problem of
cascading benefits when the energy storage power station participates in peak regulation
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and frequency regulation at the same time, and aims to minimize the adjustment cost
as much as possible. At the same time, since this paper focuses on power regulation
among energy storage stations and does not consider power loss during long-distance
transmission between stations, the model construction method of power regulation stage
is as follows.

In order to facilitate the calculation of the adjustment cost and the complexity of the
model, the adjustment cost is simplified into the initial investment cost, energy loss cost
and life loss cost, which can reflect the difference of the adjustment cost of different
energy storage power stations, as follows:

Ccost
inv,i(t) = ccap,iErat,i

365 · s · r(1 + r)Tfloat

(1 + r)Tfloat − 1
(5)

Ccost
loss,i(t) = ce · �t ·

[

Pd
b,i(t) ·

(
1

ηdi
− 1

)

+ Pc
b,i(t) · (1 − ηci

)
]

(6)

Ccost
life,i(t) =

⎡

⎣

(
�t · Pd

b,i(t)

Erat,i · ηdi

)kp

+
(

�t · Pc
b,i(t)

Erat,i
· ηci

)kp
⎤

⎦ · cFR,i · Prate,i/
(
2N0,i

)
(7)

In the formula: Ccost
inv,i(t), C

cost
loss,i(t), C

cost
life,i(t) are the initial investment cost, charge

and discharge energy loss cost, and life loss cost of the energy storage power station,
respectively; ccap,i,Erat,i are the capacity cost and rated capacity respectively;Tfloat is the
floating charge life of the energy storage power station, and it is related to the battery
type; r is the discount rate, which is 8%;s is the maximum number of dispatching
times in a day which is taken as 96;ce is the on-grid electricity price, which is 520
yuan/(MWh), without considering the influence of time-of-use electricity price;�t is the
scheduling time step, which is 15 min;ηci ,η

d
i are the charging and discharging efficiency

respectively;cFR,i,Prate,i are respectively the unit power cost and rated power of the
energy storage power station; N0,i is the equivalent number of cycles at 100% charge
and discharge depth [18]; kp is a constant, generally between 0.8 - 2.1, usually 1.

To sum up, the adjustment cost of the energy storage power station i is:

Ci(t) = Ccost
inv,i(t) + Ccost

loss,i(t) + Ccost
life,i(t) (8)

If only the minimum adjustment cost is considered, the energy storage power station
with low adjustment cost but small residual adjustment capacity may assume the adjust-
ment responsibility, and the energy storage power station with high adjustment cost but
large residual adjustment capacity does not act, which is not conducive to improving the
overall utilization rate of energy storage. Therefore, the resistance coefficient REF,i(t)
is introduced to quantify the residual adjustment capacity of energy storage, which is
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essentially the residual capacity of the energy storage power station i at the t moment,
defined as follows:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Rc
EF−i(t)′ =

J∑

j=1

Erate,i,j ·
Si,j(t − 1) − Smin

i,j

�t

Rd
EF−i(t)′ =

J∑

j=1

Erate,i,j · Si,j − Si,j(t − 1)

�t

(9)

where, Rc
EF−i(t)

′ and Rd
EF−i(t)

′ are the charge and discharge resistance coefficients of
the energy storage power station i at the t moment; Smax

i,j and Smin
i,j are the upper limit

and lower limit of SOC of the energy storage unit in the energy storage power station,
Si,j(t − 1) is the actual SOC value at the (t − 1) moment;Erate,i,j is the rated capacity
of the energy storage unit in the energy storage power station; J is the total number of
energy storage units in the energy storage power station.

After considering the peak load balancing cost and remaining peak load balancing
capacity of the energy storage power station, the overall health status of the energy
storage power station should be evaluated, and the SOH, SOH range, SOH standard
deviation and temperature range of each energy storage unit should be used as health
status evaluation indicators.

Energy storage unit SOH measurement evaluation using the method of incremental
capacity analysis (ICA), the method is a method of mathematical model, it contains
the battery capacity is highly related features are widely used in lithium batteries SOH
evaluation. The relationship between incremental capacity and open circuit voltage can
be expressed as follows:

dQ

dUoc

∣
∣
∣
∣
k

≈ �Qk

�Uoc,k
= Qk − Qk−1

Uoc,k − Uoc,k−1
(10)

In the formula, Q represents the measured battery capacity, UOC represents the
measured open circuit voltage of the battery, and the subscript k − 1, k represents two
consecutive cycle periods.

A typical incremental capacity (IC) curve can be obtained by conducting constant
discharge of small current on each energy storage unit. By extracting the features in
the IC curve, the internal health state of the battery can be revealed. For example, the
evolution of the peak area, position and amplitude of the IC curve is closely related to the
phase transition and phase equilibrium of the lithium and DE lithium processes inside
the battery, and the formula is as follows:

Q(PA) =
Vpp+�V∫

VPP−�V

IC(v)dv (11)

SOH = Q(PA)

Q0
(12)
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where: Q(PA) is the peak area of the IC curve, VPP is the voltage value when the peak
value of the IC curve appears, �V taking 50 mV, Q0 as the initial capacity value of the
energy storage unit, which can refer to the initial data given by the battery manufacturer.

The overall SOH of an energy storage power station can be evaluated according to
the measured SOH, SOH range, SOH standard deviation and temperature range of each
energy storage unit according to a certain weight coefficient. The specific calculation
formula is:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

�SOHmax = SOHmax
i − SOHmin

j

δSOH =
√
√
√
√1

x

x∑

i=1

(
SOHi − SOHavg

SOHavg

)2

SOHavg = 1

x

x∑

i=1

SOHi

�T = Tmax
i − Tmin

j

(13)

In the formula: SOHmax
i , SOHmin

i , SOHavg are respectively the maximum value and
minimum value of the health status of each energy storage unit and the average value
of the overall energy storage unit, and X are the number of energy storage units. Divide
each indicator into different grades for scoring, and give different weight coefficients
according to the importance, and finally get the overall SOH of each power station.

2.4 Second Stage Power Regulation

The second stage of power regulation is the power regulation inside the power station,
and the power value is allocated with the goal of balancing SOC. At the same time, the
SOH of each energy storage unit is measured to make the energy storage unit with low
SOHmove less and move less, so as to avoid the SOH of a unit being reduced too much,
which affects the overall SOH.

In the actual energy storage power station, in order to more easily manage the energy
storage units under its jurisdiction, an energy storage power station will set up about
5 cooperative control units (CCU), and a cooperative control unit will manage about 8
energy storage units. Taking a 100 MW battery energy storage power station in Guang-
dong Province as an example, an energy storage power station has 4 CCUs, and a CCU
manages 6 or 8 energy storage units. Therefore, the power instructions obtained from
the first stage of power regulation are first distributed among each CCU to determine the
power regulation value of each CCU, and then distributed among each energy storage
unit to determine the power regulation value of each energy storage unit.

First, according to the SOCi of each CCUobtained at the end of the previous schedul-
ing period, Q of N CCUs can be scheduled. SOCi at [0,SOCmin] when discharging and
SOCi at [SOCmax, 1] when charging cannot be called. Then, combined with the SOC,
SOH, and SOC of each CCU, Select T CCUs that participate in scheduling fromQCCUs
that can be scheduled, where T ≤ Q ≤ N.

After the CCU is selected, determine the power of each energy storage unit under the
CCU.First of all, the energy storage unit can be determined according to theSOC range of
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each energy storage unit and SOH, SOH range, SOH standard deviation, and temperature
range (specifically, it can be graded according to the first stage of power regulation and
given different weight coefficients), and then according to the SOC situation of each
energy storage unit, and in order to make the SOC quickly become consistent. The
charging and discharging power of each energy storage unit is as follows:

The charge and discharge power regulation coefficients of different energy storage
units in different power stations are written in a form related to SOC, as follows:

R(ij) = e−aSOCij (14)

a = lnPijmax + lnN − ln|Pi| (15)

Charging power of the j th energy storage unit in i th CCU:

PC(ij) = e−(lnPij,max+lnN−ln|Pi |)SOCij

N∑

j=1
e−(lnPij,max+lnN−ln|Pi |)SOCij

Pi (16)

Discharging power of the j th energy storage unit in i th CCU:

PD(ij) = e−(lnPij,max+lnN−ln|Pi |)(1−SOCij)

N∑

j=1
e−(lnPij,max+lnN−ln|Pi |)(1−SOCij)

Pi (17)

where R(ij) is the distribution coefficient, N is the number of energy storage units, Pij,max
is the maximum charging and discharging power of the energy storage unit, and Pi is
the power regulation value of a certain CCU. Finally, the power regulation value of
each energy storage unit obtained from the solution is transmitted to the corresponding
PCS as a power control command, and each energy storage unit is controlled to operate
according to a given power (Fig. 2).

3 Two-Stage Power Regulation Model

3.1 Objective Function

In order to take into account the adjustment cost and the remaining adjustment capacity
of each energy storage power station in the region, the objective function is constructed
in the first stage of power regulation, aiming at the optimal economy and reliability of
the regional power grid, as shown below:

F1 = min
T∑

t=1

I∑

i=1

Ri(t)Ci(t) (18)
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Fig. 2. Flow chart of the second phase of power regulation

For the overall SOH of a power station, if the difference between the overall SOH values
of each power station is less than a certain range (3% or 5%), the power required by
each power station is determined based on the above objective function. If it exceeds
a certain range, the energy storage power station with a higher overall SOH should be
preferentially selected to bear the power shortfall, and when the power shortfall is too
large, the power station with a smaller “overall SOH” should be invoked to offset the
remaining shortfall.

In order to keep the SOC of each energy storage unit of the power station consistent
and avoid frequent operation of the energy storage unit with a low SOH, similar to
the first-stage consideration of the overall SOH of the power station, when the SOH
difference of each energy storage unit is less than a certain range, the output sequence
of each energy storage unit is not restricted. On the contrary, the charge and discharge
priority is sorted according to the SOH from high to low. The second stage of power
regulation takes the minimum variance of each energy storage unit toward an ideal value
as the objective function, as shown below:

F2 = min
I∑

i=1

J∑

j=1

(
Si,j(t) − Sideal

)
2

(19)
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In the formula, Si,j(t) is the state of charge of the energy storage unit at the t moment,
Sideal and is the ideal state SOC value, usually 0.5.

3.2 Constraint Conditions

In the first stage of power regulation, the power required by the energy storage power
station must be limited by the rated power of the power station and the remaining
adjustment capacity, as follows:

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Pleft
b,i (t) = μc

b(t)P
c,left
b,i (t) + μd

b(t)P
d,left
b,i (t)⎧

⎪⎨

⎪⎩

Pc,left
b,i (t) = min

{
Prat,i,

[Smax
i −Si(t−1)]

�t·ηci · Erat,i

}

Pd,left
b,i (t) = min

{

Prat,i,

[
Si(t−1)−Smin

i

]

�t · Erat,i · ηdi

} (20)

In the formula: In the formula Pc,left
b,i (t), Pd ,left

b,i (t) respectively are the charging and
discharging remaining frequency regulation capacity of the energy storage power station
at the time t.

For each energy storage unit, the following constraints should also be met:
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

J∑

j=1
Pc
b,i,j(t) = μc

b(t) · Pc
b,i(t)

J∑

j=1
Pd
b,i,j(t) = μd

b(t) · Pd
b,i(t)

(21)

{
0 ≤ Pc

b,i,j(t) ≤ μc
b(t) · Prate,i,j

0 ≤ Pd
b,i,j(t) ≤ μd

b(t) · Prate,i,j
(22)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

Smin
i,j ≤ Si,j(t) ≤ Smax

i,j⎧
⎪⎨

⎪⎩

Si,j(t) = Si,j(t − 1) + �Si,j(t)

�Si,j(t) =
(
ηci · Pc

b,i,j(t) − Pd
b,i,j(t)/η

d
i

)
· �t/Erate,i,j

(23)

Formula (21) is the output constraint of the energy storage unit, formula (22) is the rated
power constraint, and formula (23) is the upper and lower limit constraint of SOC.

4 Simulation Analysis

4.1 Simulation System Design

In order to verify the effectiveness and practicability of the proposed two-stage power
regulation strategy when energy storage participates in the joint optimization of power
grid for peaking and frequency modulation, a regional power grid was simulated and
analyzed in MATLAB. Assume that there are three different types of electrochemical
energy storage power stations in this region, with a total installed capacity of 56 MW/56
MWh. Each energy storage power station consists of 10 energy storage units. The battery
type, partial technical parameters and construction cost of each energy storage power
station [19] are shown in Table 1, and the SOC value of each energy storage unit in the
power station is shown in Table 2.
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Table 1. Parameters of example system.

Parameter Power station 1 Power station 2 Power station 3

Battery type Liquid flow Lithium ion Lead carbon

Charge and dis-charge efficiency 0.83 0.95 0.9

Rated power/MW 16 24 16

Rated capacity/(MWh) 16 24 16

Unit power cost/(Yuan/kW) 2500 1500 1500

Unit capacity cost/(Yuan/(kWh)) 5000 3000 900

Float life/year 12 10 10

Cycle life/time 3000 2000 500

SOC upper limit 0.8 0.8 0.8

SOC Lower limit 0.2 0.2 0.2

Table 2. Initial SOC value of the energy storage unit.

ESU 1 2 3 4 5 6 7 8 9 10

SOC 0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75 0.85 0.95

4.2 Simulation Result Analysis

In the first stage of power regulation, in order to verify the effectiveness of the pro-
posed power regulation strategy aiming at local economy and reliability optimization,
the strategy is compared with the traditional dynamic proportional allocation strategy.
However, this strategy is improved on the basis of the equal proportional allocation
method, and only undertakes the adjustment task according to the remaining adjustment
capacity, without considering the lowest adjustment cost as the objective function. The
simulation results show that in the traditional dynamic proportional distribution strategy,
different energy storage stations have both charging and discharging in the same time
period, and the charging or discharging between energy storage stations will increase the
power loss, which is not conducive to the economic operation of the system. Under the
strategy proposed in this paper, the charging and discharging states of each energy stor-
age power station are consistent in the same period of time, which significantly improves
the economy and has practical significance in engineering (Figs. 3 and 4).
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Fig. 3. Output of energy storage power station under traditional strategy

In the second stage of power regulation, the available energy storage unit is first
determined according to the state of charge, the charging and discharging state of each
energy storage unit is determined according to the total power, and finally the change
of the state of charge of each available energy storage unit is obtained. In order to
verify the effectiveness of the strategy proposed in this paper, the power regulation
strategy proposed in [16] is compared with that proposed in this paper. The experimental
simulation results show that compared with the traditional power regulation method,
which determines the allocation coefficient according to the proportion of SOC of each
energy storage unit in the total SOC. The power regulation strategy proposed in this
paper, representing SOC as an exponential form related to power regulation coefficient,
canmakeSOCconverge quickly, avoid power redistribution, and is conducive to practical
engineering applications. The simulation results are shown in the figure (Figs. 5 and 6).

5 Conclusions

In the future, due to the adjustment of the power supply structure, the proportion of new
energy installed capacity will increase, and the demand for auxiliary services such as
peak regulation and frequency regulation of the power grid will also increase, and the
100-megawatt energy storage has the advantages of both power and capacity, so it should
be more involved in auxiliary services such as peak regulation and frequency regulation
on the power grid side to improve the flexibility and reliability of the power grid. At the
same time, it will also take advantage of the possible reverse fluctuations between the
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Fig. 4. Output of energy storage power station under improved strategy

demands of different auxiliary services, such as peak regulation and frequency regula-
tion, to expand scheduling resources and make energy storage obtain the overlapping
benefits of multiple auxiliary services. However, most of the existing studies focus on
the independent participation of energy storage in a certain type of auxiliary services,
and less consider the participation in multiple auxiliary services and the collaboration
among auxiliary services. The problem is that energy storage alone in a class of auxiliary
services will not be fully utilized, and the benefits available over its life cycle will be
reduced.

In order to enable energy storage to participate in multiple auxiliary services as much
as possible, so that it can obtain more benefits within the whole life cycle, and to reduce
the scheduling cost of regional power grid energy storage, the two-stage power regulation
strategy proposed in this paper is conducive to increasing the reliability and sustainability
of regional energy storage under the premise of considering the local optimal economy
and reliability of regional power grid. However, in the second stage of power regulation,
as this strategy focuses on SOC balance, no in-depth study has been conducted on the
consideration of frequent charge and discharge of energy storage units and the operation
efficiency of energy storage units, and further improvement and perfection are needed
in the future.
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Fig. 5. Reference 20 power regulation strategy simulation curve

Fig. 6. Improved power regulation strategy simulation curve
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Abstract. Large-scale new energy access to the power grid provides clean power
for the power system, but the uncertainty of new energy output leads to secu-
rity and stability problems and new energy abandonment in the power system.
Pumped storage and battery storage technologies are important means to transfer
power and provide power regulation for the system. In this paper, amulti-timescale
optimal scheduling model for pumped storage hydropower plants and battery stor-
age systems is developed for large-scale new energy consumption enhancement.
The model takes reducing the peak-to-valley difference of the net load curve of
the grid and reducing the peaking cost of conventional units as the optimization
objectives, and considers the cumulative frequency regulation demand constraints
for multiple time periods during the day. By converting the established model
into a mixed-integer linear programming (MILP) problem, the optimal schedul-
ing scheme considering the system peak and frequency regulation demands can
be solved. A simulation example is carried out with the Beijing-Tianjin-Tangshan
power grid to verify the effectiveness of the proposed method.

Keywords: Pumped storage hydro power plants · Energy storage · Optimal
dispatch · Peak and frequency regulation

1 Introduction

In recent years, the installed capacity of renewable energy, represented by solar energy,
wind energy, small hydropower, etc., has increased dramatically [1, 2]. Since the gen-
eration power of renewable energy is generally determined by external meteorological
conditions, the output power shows strong intermittency and uncertainty. For this reason,
if large-scale new energy is connected to the main grid, it inevitably has an adverse effect
on the stability and reliable operation of the power grid [3].

As an effective means to enhance the consumption of renewable energy and reduce
the negative impact of fluctuating newenergy integrating into the power grid, the research
on the applicationof energy storage technology in the power grid has receivedwidespread
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attention [4]. By installing energy storage equipment in the power grid and controlling
the charging/discharging of energy storage, it can play a role in smoothing the renewable
energy power output, reducing the gap between the peak and valley of the system, and
improving the economics of power grid operation [5, 6].

Pumped storage is one of the most mature energy storage technologies. It can gen-
erate/pump for long time and has large capacity. Pumped storage hydropower power
(PSHP) plants have the functions of peak regulation, valley filling, frequency regula-
tion, and accident backup [7]. On the one hand, it can provide fast power support after the
failure of large-capacity transmission channels, and on the other hand, it can reduce the
amount of abandoned wind and solar energy when the wind farm or PV plants generates
a lot. Therefore, it is an effective means of reducing the gap between the peak and the
valley of power system as well as ensuring reliable operation [8]. In addition, battery
energy storage has high energy density, fast regulation response rate, and the installed
capacity has increased significantly in the last decades [9].

The energy storage system can be used as a high-quality regulating resource in
the grid to receive the grid’s scheduling instructions. By arranging the start and stop of
pumped-storage units as well as the charging and discharging of battery storage, the effi-
ciency of the grid can be improved [10–14]. In [10], a PSHP optimal scheduling strategy
is proposed to reduce the difference between the peak and valley of net load. In [12], an
optimal dispatch model for a combined wind-photovoltaic-water-fire pumped storage
system is proposed, with the goal of minimizing the total cost including the generation
cost, pollution emission cost, and power abandonment penalty. In the model, various
types of unit operation constraints and system operation constraints are considered. In
[13], an optimal scheduling problem with the objective of minimizing the total fuel cost,
pollutant gas emission, and power purchase cost for a power system containing wind
farms and PSHP plants. The model considered the network security constraints under
N-1 conditions and optimizes the day-ahead generation schedules for conventional and
pumped storage units in the grid. In [14], a PSHP-thermal power hierarchical dispatching
strategy and a corresponding optimizationmodel are proposed. The uppermodel reduces
the peak-valley difference of the load by scheduling the operation of pumped-storage
units, while the lower model optimizes the dispatch of the units with the objective of
minimizing the total system operational cost. The former research only considered the
day-ahead optimal scheduling model of the power system with PSHP plants. Besides,
frequency regulation for the power system with multi-type energy storage system is not
considered as well.

This paper establishes an optimal scheduling model for the power system, aiming
at improving the consumption of large-scale renewable energy generation power and
reducing the operation cost of the whole power system with PSHP plants and battery
storage systems. In order to dealwith the changes in frequencydemand in daily operation,
a rolling optimal scheduling strategy is proposed for the power grid with PSHP and
battery storage by considering the changes in demand for frequency regulation.

The outline of this paper is shown as follows. Section 2 models PSHP plants and
battery energy storage system. Section 3 proposes optimal schedulingmodel considering
peak and frequency regulation. Section 4 shows the simulation results of the model and
Sect. 5 gives the conclusion.
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2 Mathematical Modeling of Pumping/Storage Systems

2.1 Pumped Storage Power Plant

Since a PSHP plant generally consists of several reversible pump-turbines, the state of
each unit needs to be considered in operation, and also the operating costs are mainly
the start-up and shutdown costs of the pumping units in the PSHP plant. For a PSHP that
contains conventional units and variable speed units, two types of units are denoted by
the symbols s and v, respectively. Therefore, the operating cost of the pumped storage
power plant at moment k is shown as follows:

CPH
k =

M∑

j=1

(
Csun

su
j,k + Csdn

sd
j,k + Cvun

vu
j,k + Cvdn

vd
j,k

)
(1)

where nsut , nsdt are the number of units turned on and off at time t, and Csu,Csd are the
start-up and shutdown cost of a single unit at one time.

sc,εk ≤ nc,εk ≤ sc,εk N ε
PH ε ∈ {sp, vp} (2)

nspk+1 = nspk + nsuk − nsdk (3)

nvpk+1 = nvpk + nvuk − nvdk (4)

T∑

k=1

(
nsuk + nsdk

)
≤ 2Ns (5)

T∑

k=1

(
nvuk + nvdk

)
≤ 2Nv (6)

0 ≤ nspk ≤ Ns − nsgk (7)

0 ≤ nvpk ≤ Nv − nvgk (8)

0 ≤ nspk ≤ Ns − nsgk−1 (9)

0 ≤ nvpk ≤ Nv − nvgk−1 (10)

nε
kpminε ≤ Pε

k ≤ nε
kpmaxε , ε ∈ {sg, vg} (11)

nvpk pminvp ≤ Pvp
k ≤ nvpk pmaxvp (12)

Psp
k = nspk psp0 (13)
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Phg
k = Psg

k + Pvg
k (14)

Php
k = Psp

k + Pvp
k (15)

Constraints (2–4) describes the constraints of number of pumps in each time. nc,εk is
the number of pumps operating in time period k. ε is the type of pump, and sp and vp
denote the fixed-speed and variable-speed units, respectively. Constraints (2, 3) denote
the number of units working in pump mode in adjacent time periods, where the startup
number of units in pump mode for fixed-speed and variable-speed units is nsuk , nvuk ,
and the shutdown number of pumps for fixed-speed and variable-speed units is nsdk , nvdk .
Constraints (5, 6) represent the maximum number of startup and shutdown times in a day
for the PSHP plant. Constraints (7–10) means that one unit cannot pump and generate at
the same time or shift the mode in adjacent periods. Constraint (11) gives the maximum
and minimum generating power for fixed-speed and variable-speed units at time k. For
a unit, the pumping power and the maximum and minimum power are pε, pε

min, and
pε
max, respectively. Constraint (12) shows the maximum and minimum pumping power
for variable-speed units at time k. For a unit, the pumping power and the maximum and
minimum power are Pvp

k , Pvp
max, and Pvp

min, respectively. Constraint (13) represents the
total pumping power in time period k. Constraints (14, 15) denote the total generating
and pumping power of the PSHP at time k, respectively.

The capacity constraints of a PSHP plant can be expressed as

V u
k+1 = V u

k − λgP
hg
k + λpP

hp
k (16)

V d
k+1 = V d

k + λgP
hg
k − λpP

hp
k (17)

Vminu ≤ V u
k ≤ Vmaxu (18)

Vmind ≤ V d
k ≤ Vmaxd (19)

δminu ≤ V u
Te − V u

T0 ≤ δmaxu (20)

where Constraints (16) and (17) describe the continuous operation constraints for the
upper and lower reservoir capacities of the pumped storage power plant. V u

k and V d
k

denote the upper and lower reservoir capacities at time k, respectively. λg and λp are
coefficients of the power-water conversion in generation and pumping mode, respec-
tively. Constraints (18, 19) denote the capacity range for the upper and lower reservoirs,
where the upper and lower capacity limits for the upper reservoir are V u

max and V u
min.

For the lower reservoir are V d
max and V d

min. . Constraint (20) ensures that after a day’s
operation, the volume of water in upper reservoir vary within a certain range after a day’s
operation. In particular, δumax and δumin represent the maximum and minimum changes in
capacity, respectively.
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2.2 Battery Storage System

For battery energy storage systems, the number of charge/discharge times, the
charge/discharge power, and charge/discharge depth have impacts on the lifetime, and
therefore the impact of lifetime loss needs to be considered. The operating cost of the
energy storage system in time t can be expressed as

COE
t = πcp

c
t + πdp

d
t (21)

πc, πd indicate the unit loss of the energy storage system, and the storage charging
and discharging power pct , p

d
t . . Constraint (22) shows the energy constraints of battery

storage system:

Et = Et−1 + pct ηc�t − pdt /ηd�t (22)

During operation, the state of charge (SOC) of the energy storage system needs to
be maintained within the upper and lower range, so the energy is constrained as:

E0 · SOCmin ≤ Et ≤ E0 · SOCmax (23)

where E0 is the rated capacity of the battery storage system. SOCmin and SOCmax
represent the upper and lower limits of the charge state for battery, respectively.

3 Optimization Model of PSHP Plant and Battery Storage
Participating in Peaking Regulation

3.1 Operation Mode

In order to reduce the gap between peak and valley and minimize the operational cost,
this paper proposes an optimal dispatch strategy for grid operation in wide time-scale
scheduling.

Fig. 1. Multi-timescale rolling dispatch strategy for PSHP and energy storage system from grid-
side

The structure diagram of the PSHP-and-battery storage combined system partici-
pating in the wide time-scale dispatch of grid operation is shown in Fig. 1. Day-ahead
optimal dispatch is adopted at first to determine the startup and shutdown of units. Dur-
ing intraday operation, in order to reduce the error, a time window of 3 h is selected,
and a time period of 15 min is used to establish the model. In addition, it is necessary to
take into account the frequency regulation in different time periods during the day, and
optimize the participation factor of various types of regulation resources in each time
period.
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3.2 Upper-Level Optimization Scheduling Model

min
t∈T max

(
PL,net
t − Phg

t + Php
t

)

−min
(
PL,net
t − Phg

t + Php
t

) (24)

PL,net
t = PL

t − P̂W
t − P̂S

t (25)

PeqL
t = PL,net

t − Phg
t + Php

t (26)

where PL,net
t represents the net load power of the grid at time t, whose value is the actual

load power PL
t minus the forecast wind power P̂W

t and photovoltaic power P̂S
t . After

the end of the dispatch, the actual equivalent load power of the grid can be expressed as
PeqL
t .

1. Constraints

The upper-level optimal dispatch model only contains the constraints of PSHP with
multiple units. Therefore, the constraints are shown as Constraints (2–20).

3.3 Lower-Level Optimization Scheduling Model

The lower-levelmodel takes into account the battery storage operation loss, the operation
cost of conventional units, the penalty for the abandonment of new energy output power,
and the mileage regulation cost of frequency regulation resources, with the objective of
minimizing the system operation cost.

(1) Objective function

minCESS
op,n + CGen

op,n + CRe
p,n + Cmile

n (27)

The objective function for intraday operation is to minimize the system operating cost
within the dispatch time window, containing four parts: penalty for life loss of battery
storage, operating costs of conventional units, the penalty for new energy abandonment,
and mileage regulation costs of frequency regulation. The items are shown in Eqs.
(28–30), respectively.

CESS
op,n = cessop

(
Pch
n + Pdis

n

)
�t (28)

CGen
op =

∑

t∈T

∑

i∈G

(
qi

(
P
G
i,n

)2 + ciP
G
i,n

)
�t (29)

P
G
i,n = PG

i,n + PFi,n
(
E+
n − E−

n

)

�t
(30)

Cmile
n = φR

i · PFi,n · Mn (31)
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Equation (28, 29) show the life loss for battery and the operation cost of the system.
Equation (30) represents the power regulation after considering the participation of
conventional units, where PFi,n is the participation factor for unit i in the nth dispatch
period. Equation (31) φR

i denotes the unit mileage cost.

(2) Constraints
∑

n∈N
PG
i,n − Pch

n + Pdis
n − Php

n + Phg
n = PL

n − PW
n − PS

n (32)

Constraint (32) represents the power balance constraint of the system at time n.

UG
i,nPi,min ≤ PG

i,n ≤ UG
i,nPi,max (33)

−�P̃G
i ≤ PG

i,n − PG
i,n−1 ≤ �P̃G

i (34)

Constraint (33) represents the generation power constraint of conventional unit i in
time n, where UG

i,n denotes the unit startup and shutdown state of conventional unit i in
time period n. Constraint (34) represents the ramp rate of unit in intraday dispatch.

0 ≤ PW
n ≤ P̂W

n (35)

0 ≤ PS
n ≤ P̂S

n (36)

Constraints (35) and (36) represent the output power constraints of wind and PV
units, respectively. P̂W

n and P̂S
n denote the intra-day forecasts of wind and PV outputs,

respectively.

EE,Da
n (1 − δDa) ≤ EE,Itr

n ≤ EE,Da
n (1 + δDa) (37)

V LR,Da(1 − δDa) ≤ V LR,Itr
n ≤ V LR,Da(1 + δDa) (38)

Operation constraints for PSHP and battery storage are shown in Sect. 2. Constraints
(37) and (38) show that the intraday stored energy does not deviate from the day-ahead
scheduling for PSHP and battery storage. δDa shows the maximum relative energy devi-
ation. V LR,Da

n and EE,Da
n show the volume of water in lower reservoir and energy stored

in battery at time n.

PG
i,n + PFi,n · MA+

n ≤ Pi,max (39)

PG
i,n − PFi,n · MA−

n ≥ Pi,min (40)

Psg
n + PFsg

n · MA+
n ≤ N sg

n · Psg,max (41)

Psg
n − PFsg

n · MA−
n ≥ N sg

n · Psg,min (42)
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Pvg
n + PFvg

n · MA+
n ≤ N vg

n · Pvg,max (43)

Pvg
n − PFvg

n · MA−
n ≥ N vg

n · Pvg,min (44)

Pvp
n + PFvp

n · MA+
n ≤ N vp

n · Pvp,max (45)

Pvp
n − PFvp

n · MA−
n ≥ N vp

n · Pvp,min (46)

Pdis
n − Pch

n + PFsto
n · MA+

n ≤ P
E

(47)

Pdis
n − Pch

n − PFsto
n · MA−

n ≥ P
E

(48)

Constraints (39–48) represent the constraints for AGC signal for each type of
frequency regulation resource [15]. MA+

n and MA−
n show the positive and negative

maximum AGC signal. PFn shows the participation factor for units and battery.

PFi,n · RR+
n ≤ rri (49)

PFi,n · RR−
n ≤ rri (50)

PFsg
n · RR+

n ≤ N sg
n · RRsg,max (51)

PFsg
n · RR−

n ≤ N sg
n · RRsg,max (52)

PFvg
n · RR+

n ≤ N vg
n · RRvg,max (53)

PFvg
n · RR−

n ≤ N vg
n · RRvg,max (54)

PFvp
n · RR+

n ≤ N vp
n · RRvp,max (55)

PFvp
n · RR−

n ≤ N vp
n · RRvp,max (56)

Constraints (49–56) represent the constraints of ramp rate of AGC signal. RR+
n and

RR−
n show the positive and negative demand of ramp rate for the power system in the

n-th dispatch period. rri indicates the ramp rate of generators, and RR·,max show the
maximum ramp rate of units in PSHP.

V u
n−1 − λgP

hg
n �t + λpP

hp
n �t

−λgPF
sg
n

(
E+
n − E−

n

)
�t ≤ Vu

max

(57)

V u
n−1 −

(
λgP

hg
n �t + λgPF

sg
n

(
E+
n − E−

n

)
�t

)

+λpP
hp
n �t − λgPF

sg
n

(
E+
n − E−

n

)
�t ≤ Vmaxu

(58)
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EE
n−1 −

(
Pdis
n �t − Pch

n �t + PFsto
n · (

E+
n − E−

n

))
ηch

≤ E0 · SOCmax

(59)

EE
n−1 −

(
Pdis
n �t + PFsto

n · E+
n

)
/ηdis

+
(
Pch
n �t + PFsto

n · E−
n

)
· ηch ≥ E0 · SOCmin

(60)

Constraints (57, 58) denote the upper reservoir storage operation constraints for the
PSHP plant considering the demand for frequency regulation. Only by satisfying the
above constraints can it be ensured that the PSHP plant has enough capacity of water to
satisfy the demand for frequency regulation in each time period. Similarly, Constraints
(59, 60) denote the constraints for battery storage considering the demand for frequency
regulation.

∑
PFi,n = 1 (61)

0 ≤ PFi,n ≤ 1 (62)

Constraint (61) indicates that the sum of the participation factors of the frequency
regulation performed by all resources in the grid is 1. According to (62), the participation
factor of each resource needs to be between 0 and 1.

4 Case Studies

4.1 Simulation Settings and Parameters

The Beijing-Tianjin-Tangshan power grid is selected as the research object, with a wind
power capacity of 20,350MW and a photovoltaic capacity of 11,060MW. A typical day
of new energy output is selected as an example for analysis. The time PJM historical
AGC data are used to generate the frequency regulation demand for the power system
[16]. Frequency regulation demand is analyzed by choosing 15 min as the intraday
scheduling time period.

In addition, the coefficient of deviation between the volume ofwater in the day-ahead
and intraday operation is 0.15, and the deviation coefficient between day-ahead and
intraday SOC of battery storage is 0.05 [17]. The mileage costs of frequency regulation
for Shisanling PSHP plant, Panjiakou PSHP plant, and Fengning PSHP plant are 8
¥/MW, 4 ¥/MW, and 10 ¥/MW, respectively. The mileage cost of frequency regulation
for battery storage is 50 ¥/MW [18]. The mileage cost for the remaining conventional
units ranges from 7 ¥/MW to 35 ¥/MW, according to IEEE 118-Bus Test System [19].

Numerical simulations are performed by using the CVX toolbox and GUROBI 9.1.0
solver in the MATLAB environment [20].
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4.2 Demand for Frequency Regulation

Based on the statistical variables of frequency regulation signal shown in [15],we analyze
and evaluate the demand for frequency regulation in 15 min time period of a typical day.

1. Accumulated Regulation Energy

On the typical day, the average of the positive accumulated regulation energy is 13.21
MWh, while the standard deviation is 10.5 MWh. The average of the negative accumu-
lated regulation energy is 19.22 MWh, while the standard deviation is 9.98 MWh. The
fluctuation of the positive accumulated regulation energy is greater than the negative
counterpart.

2. Accumulated Regulation Mileage

The average value of the accumulated regulationmileage is 6703.97MW,while the stan-
dard deviation ofmileage regulation is 831.44MW.The average value of the accumulated
regulation mileage is larger at night.

3. Maximum/Minimum Frequency Regulation Demand

The average of the positive regulation power on the typical day is 300.04 MW. The
maximum value is 636.04 MW, and the minimum value is 144.52 MW. The average of
negative regulation power is 365.76 MW.

4. Maximum/Minimum Change of Regulation Demand

The average of positive ramping power in the typical day is 1576.46 MW/min, while
the average value of negative ramping power is 1579.68 MW/min. The ramping power
demand is smooth most of the time in daily operation.

4.3 Simulation Results

The startup and shutdown state of the units, the volume of water in the upper reservoir,
and energy stored in the battery storage system are determined by solving the day-ahead
dispatch model. According to the results solved by the day-ahead dispatch model, the
total cost is 274.0M¥, with the operational cost and startup/shutdown cost for generators
accounting for 273.8 M¥ and 0.2 M¥, respectively.

Figure 2 shows the net load curve after the day-ahead dispatch with the PSHP plant.
When the PSHP plant is not scheduled, the maximum difference in the net load is
24,298 MW. The PSHP plants pump when the net load is low, and generate when the
net load is high. After solving the day-ahead dispatch model, the maximum difference
of the net load is 16,120 MW.

After the intraday dispatch, the total operation cost of the system is 274.2 M¥. Apart
from the operation cost, the frequency regulation cost is also calculated in the intraday
dispatch model. The total mileage regulation cost is 9.3 M¥. Among them, the mileage
regulation cost of generators is 7.3 M¥. The mileage regulation costs of the PSHP plants
and the battery storage system are 1.8 M¥ and 0.2 M¥, respectively.
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Fig. 2. Net load of the grid before and after day-ahead dispatch with PSHP plant
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Fig. 3. Volume of water of Fengning PSHP
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Fig. 4. Generation power of PSHP

The storage capacity of Fengning PSHP plants is shown in Fig. 3. The generation
power of each PSHP plant is shown in Fig. 4. The generation power of PSHP in the
intraday dispatch approximates the results of the day-ahead dispatch. The deviation is
primarily used to participate in the frequency regulation.

The participation factors of the frequency regulation at different moments in the
daily operation are shown in Fig. 5. It can be seen that most of the time conventional
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Fig. 5. Participation factors for different units in daily operation

units and the Fengning PSHP plant play the most important role in frequency regula-
tion. Shisanling PSHP, Panjiakou, and the battery storage system only participate in the
frequency regulation for several periods, considering the little amount of capacity and
high mileage costs of frequency regulation. In addition, the capability of participating in
frequency regulation for PSHP plants is strongly impacted by the operation state of units.
When the fixed-speed unit is shutdown or in a pumping state, the unit cannot provide
frequency regulation capability. When the more number of units in in the generation
state, the more capability of frequency regulation can be provided by the PSHP.

5 Conclusion

This paper proposes an optimal dispatch strategy for minimizing the operation cost for
power systems with PSHP plants and battery storage considering peak and frequency
regulation. The dispatch strategy consists of a day-ahead dispatch model and an intra-
day dispatch model. In the day-ahead model, a bi-level dispatch model is proposed,
with the goal of minimizing the peak-to-valley of net load in the upper-level model and
minimizing the operation cost in the lower level. Based on the results solved by the day-
ahead dispatch model, demand for frequency regulation is introduced into the intraday
dispatch model. The optimal operation state of the system and participation factors of
frequency regulation resources are determined by solving the rolling intraday dispatch
model. Simulation results show that the difference between the maximum and minimum
of the net load can be minimized, and the frequency regulation resources are econom-
ically distributed. Future work will formulate the model considering the uncertainty of
frequency regulation demand.
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