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Preface

This conference proceeding is a collection of the papers accepted by the CENet 2023—
the 13th International Conference on Computer Engineering and Networks held on
November 3–5, 2023 in Wuxi, China.

This proceeding contains three volumes and covers four main topics: Internet of
Things and Smart Systems (43 papers); Artificial Intelligence and Applications (72
papers); Communication System Detection, Analysis and Application (14 papers); and
Cloud Computing and Security (32 papers).

These parts serve as valuable references for industry practitioners, university fac-
ulties, research fellows, graduate students, and undergraduates seeking to stay abreast
of the latest advancements and state-of-the-art practices in the respective fields cov-
ered by the conference proceedings. Utilizing this resource will enable them to develop,
maintain, and manage systems with a high level of reliability and complexity.

We extend our gratitude to the authors for their outstanding contributions and ded-
ication, as well as to the reviewers for ensuring the selection of high-quality papers,
which made this conference proceeding possible.
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Locally Verifiable Aggregate Signature Scheme
for Health Monitoring Systems

Ruolan Duan, Yun Song(B), and Xinli Gan

School of Computer Science, Shaanxi Normal University, Xi’an 710062, China
songyun09@snnu.edu.cn

Abstract. Edge devices of health monitoring systems are constantly generating a
large amount of data. Because each piece of data is accompanied by a signature to
verify its authenticity, there is an urgent need to reduce the space occupied by the
signatures. In this paper,we introduce a newhealthmonitoring systemmodel using
locally verifiable aggregate signatures to meet the need. The locally verifiable
aggregate signature can compress multiple signatures into a single aggregated
signature and recover all the original signatures from the aggregation. It not only
reduces the space for storing signatures but also reduces the authentication cost,
especially for verifying the authenticity of a single piece of data. Based on the RSA
signature proposed by Seo (Information Sciences 2020), we present a concrete
locally verifiable aggregate signature scheme from the RSA assumption, instead
of other strong assumptions. It is proven that our scheme is secure in the standard
model.

Keywords: RSA signature · Aggregate signature · Authentication · Health
monitoring systems

1 Introduction

In a health monitoring system, a variety of sensors are deployed to keep track of people’s
physical conditions and generate data that records various physiological parameters,
such as body temperature, heart rate, and mobility. With these records, doctors can gain
a deeper understanding of patients and make more accurate diagnoses. In particular,
patients who are monitored in real time or frequently share monitoring data with their
doctors need to upload their data to the servers of their medical service providers. This
requires each patient to sign their data to ensure authenticity. However, every sensor of
every patient generates a large amount of data every day, and if the data is transmitted
to the medical server in real time, each piece of data will be bound to a signature, which
will take up a lot of space of the medical server for storage.

To solve the problem, aggregate signatures are introduced into the health monitoring
system. The medical server only needs to store one aggregate signature, and the doctor
only needs to get one signature to verify to check the authenticity of all data. However,
the verification requires all the data while the doctor may only review a certain type of
data or a sample of data without the need to get all the data. Therefore, a locally verifiable

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 1–10, 2024.
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aggregate signature that can extract the specific signature from the aggregate signature is
needed.When the doctor asks for some data, the medical server can extract its signatures
and send back them, and the doctor only needs to check the data he wants. Recently,
Goyal and Vaikuntanathan [1] proposed such a locally verifiable aggregate signature.
Although their scheme only supports single-signer aggregation, it can still significantly
reduce the waste of server storage resources.

Considering the limited resources of the monitoring devices, it is better to construct
a signature scheme under the RSA assumption because of the high computational cost
of bilinear pairings. Though [1] presented such a scheme, it relies on the strong RSA
assumption. In 2019, Seo [2] proposed a short RSA signature scheme without random
oracle heuristics or stronger assumptions, and his scheme reduces the required number
of prime-number generations in the signing algorithm to be more efficient. Since the
scheme is tag-based, which increases the signature size, it is recommended to set the tag
as the output of a pseudorandom function by taking as input the corresponding message
and publish the pseudorandom function key as a part of the verification key. Considering
the above features, we decided to use this scheme as the regular signature scheme and
construct our aggregate signature scheme based on it.

After analyzing the above issues, in this paper, we introduce the concept of the
locally verifiable aggregate signature into the health monitoring system and propose our
system model for practical medical scenarios. Based on [1, 2] and our system model,
we construct a concrete locally verifiable aggregate signature scheme from the RSA
assumption and prove its security in the standard model.

1.1 Related Work

The first aggregate signature scheme was introduced by Boneh et al. [3]. Given n signa-
tures on n distinct messages from n different users, the scheme is able to aggregate all
signatures into a single short signature, which will prove to the verifier that the n users
have indeed signed their messages. To simplify the process of obtaining the public keys
and certificates of all signers in the verification phase, identity-based aggregate signa-
tures (IBAS) [4] and certificateless aggregate signatures (CL-AS) [5] were presented.
Since [4] considers a synchronized setting, the scheme is also known as a synchro-
nized aggregate signature, and based on it, Hohenberger and Waters [6] presented the
synchronized aggregate signature from the RSA assumption, which is the first secure
RSA-based signature schemewith full aggregation. Recently, Goyal andVaikuntanathan
[1] presented an RSA-based aggregate signature scheme with partial aggregation, which
is locally verifiable. The locally verifiable aggregate signature allows that given an aggre-
gate signature, the verifier can extract one of the signatures involved in the aggregation
for verification without knowing all the messages.

In the eHealth scenario, a bunch of solutions using aggregate signatures have
emerged. Kumar et al. [7] first introduced the CL-AS into healthcare wireless medi-
cal sensor networks (HWMSNs), but their scheme was pointed out as insecure and Wu
et al. [8] improved the scheme. Gayathri et al. [9] proposed an efficient pairing-free
CL-AS scheme and applied it to the HWMSNs. However, their scheme is insecure too.
To solve this problem, a series of schemes were presented [10–13]. In addition, Gu et al.
[14] combined the aggregate signature and linearly homomorphic signatures to serve
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electronic healthcare systems. Their scheme can realize double data compression and
resist the coalition attack. Chen et al. [15] devised a lightweight forward secure aggregate
signature scheme that provides unforgeability and forward security to health records,
and has excellent performance.

2 Preliminaries

Notations. Let λ denote the security parameter, l denote the number of signatures that

are aggregated, PPT denote probabilistic polynomial-time, and s
R← S denote randomly

choosing an element s from a set S. For two integers a ≤ b, [a, b] denotes a set of
consecutive integers between a and b, including a and b. For a probabilistic algorithm
A, A(x) → y (or y ← A(x)) denotes that A takes x as input and outputs y.

2.1 RSA Assumption [16]

Let poly(λ) be a poly-bounded functionmapping λ to the bit length of the RSAmodulus.
LetN be the product of two poly(λ)/2-bit, distinct safe primes p, q, where p′ = (p−1)/2
and q′ = (q−1)/2 are still primes. Let e be a randomly chosen positive integer less than
and relatively prime to �(N ) = (p− 1)(q− 1). We say that the RSA assumption holds
on N if for any PPT algorithm A given a random y ∈ Z

∗
N and (N , e), the probability

computing z such that ze ≡ ymod N is negligible in λ.

2.2 Shamir’s Trick [17]

Given x, y ∈ ZN together with a, b ∈ Z such that xa = yb(mod N ) and gcd (a, b) = 1,
there is an efficient algorithm for computing z ∈ ZN such that za = y(modN ).

2.3 Birthday Problem

For a fixed positive integer N , q ≤ √
2N elements y1, y2, ..., yq are chosen uniformly

and independently from a set of size N . The probability that there exist distinct i, j with
yi = yj satisfies Pr[∃i, j, yi = yj] ≥ 1 − e−q(q−1)/2N ≥ q(q−1)

4N .

2.4 Locally Verifiable Aggregate Signature

We briefly review the definition of locally verifiable (single-signer) aggregate signatures
introduced by Goyal and Vaikuntanathan [1]. A locally verifiable aggregate signature
scheme for message space M consists of six algorithms:

• Setup (1λ) → (sk, vk): The Setup algorithm takes as input the security parameter
λ, and generates a signing-verification key pair (sk, vk).

• Sign (sk,mi) → σi: The Sign algorithm takes as input a signing key sk and amessage
mi ∈ M, and outputs a signature σi.

• Verify (vk,mi, σi) → 0/1: The Verify algorithm takes as input a verification key vk,
a message mi, and a signature σi. It outputs 1 for acceptance or 0 for rejection.
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• Aggregate (vk, {(mi, σi)}i∈[1,l]) → σ
∧

/ ⊥: The Aggregate algorithm takes as input
a verification key vk and a sequence of message-signature pairs {(mi, σi)}i∈[1,l], and
checks the validity of signatures. If every signature is valid, it computes an aggregate
signature σ

∧

, otherwise outputs an error symbol ⊥.
• AggVerify (vk, {mi}i∈[1,l], σ

∧

) → 0/1: The AggVerify algorithm takes as input a
verification key vk, a sequence of messages {mi}i∈[1,l], and an aggregate signature σ

∧

.
It outputs 1 for acceptance or 0 for rejection.

• LocalOpen (vk, σ
∧

, {mi}i∈[1,l], j ∈ [1, l]) → σj/ ⊥: The LocalOpen algorithm takes
as input a verification key vk, an aggregate signature σ

∧

, a sequence of messages
{mi}i∈[1,l] and an index j ∈ [1, l]. It outputs the signature σj corresponding to the
message mj, or an error symbol ⊥ when the signature cannot be gotten as expected.

Correctness. The correctness for locally verifiable aggregate signatures is threefold:

• Correctness of signing: Verify (vk,mi,Sign(sk,mi)) = 1.
• Correctness of aggregation:

AggVerify (vk, {mi}i∈[1,l],Aggregate(vk, {(mi,Sign(sk,mi))}i∈[1,l])) = 1.
• Correctness of LocalOpen:

LocalOpen
(
vk,Aggregate

(
vk,

{
(mi,Sign(sk,mi))}i

)
, {mi}i, j

)) = Sign
(
sk,mj

)
.

Security. A secure locally verifiable aggregate signature should satisfy the following
two security notions:

Existentially unforgeable under an adaptive chosen-message attack (EU-CMA). We
say that a signature scheme is EU-CMA secure if for any PPT adversary A in the
following experiment, the advantage AdvEU−CMA

A is negligible.

AdvEU−CMA
A = Pr

[

Verify(vk,m∗, σ ∗) = 1 : (sk, vk) ← Setup(1λ),

(m∗, σ ∗) ← ASign(sk,·)(1λ, vk)

]

,

where m∗ must not have been queried to the Sign oracle.
Aggregated unforgeability (AU). We say that a single-signer aggregate signature

scheme has aggregated unforgeability if for any PPT adversary A in the following
experiment, the advantage AdvAUA is negligible.

AdvAUA = Pr
[
AggVerify(vk, {m∗

i }i∈[1,l], σ
∧∗

) = 1 :

(sk, vk) ← Setup(1λ),

({m∗
i }i∈[1,l], σ

∧∗
) ← ASign(sk,·)(1λ, vk)

]

,

where there exists i ∈ [1, l] such that m∗
i has not been queried to the Sign oracle.

Weak aggregated unforgeability.We say that an aggregate signature schemehasweak
aggregated unforgeability if in the experiment of AU, the adversary A is restricted to
make all signing queries before receiving the verification key, and the relative advantage
is negligible.
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3 Construction

3.1 System Model

As shown in Fig. 1, the system model consists of four main entities:

Fig. 1. System model

• Patient & sensors: A patient gets her signing-verification key pair from a medical
service provider when she first registers for the medical service.With the key pair, the
patient can equip herself with a variety of sensors (e.g., smart watch, digital weighing
scale) to monitor her physical condition and sign the records for uploading to the
medical provider. Different sensors are used for monitoring in each time period, and
each of these sensors signs its generated data using the key given by the patient and
instantly transmits them to a nearby local server.

• Local server: The local server (e.g., edge gateway) takes charge of all data and cor-
responding signatures generated by the sensors. Once the local server has collected a
certain amount of data, it aggregates their signatures and then packages the aggregated
signature and data to the medical server specified by the medical service provider.
Because the local server does not have the signing key, it can only verify the signatures
and cannot forge one.

• Medical server: The medical server manages all data and aggregated signatures from
individual local servers and executes themedical service provider’s commands.When
it receives new data and signatures, the medical server checks the authenticity of the
aggregated signature and detects the original signatures of the corresponding user and
determines whether the aggregation can continue based on some artificial regulations;
if so, the medical server aggregates them; if not, it stores the new incoming data and
signatures directly. When it receives a new data request, the medical server finds the
requested data, extracts its signature from the aggregated signature, and sends them
to the service provider.
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• Medical service provider: When new patients register for the medical service, the
provider distributes new key pairs to them. Afterward, the medical service provider
will extract the monitoring data from the server for analysis and give medical advice
and services to the patient. Before data analysis, it is necessary for the provider to
verify the authenticity of every signature.

3.2 Our Scheme

Setup: Themedical service provider chooses a poly(λ)-bit RSAmodulusN = pq, where

2
poly(λ)

2 ≤ p, q ≤ 2
poly(λ)

2 +1 − 1, and p, q, p′ = (p− 1)/2, q′ = (q− 1)/2 are primes. To
construct a hash function H : {0, 1}∗ → {0, 1}poly(λ), it chooses a random key k for the

pseudorandom function (PRF) Fk : {0, 1}∗ → {0, 1}poly(λ) and s
R← {0, 1}poly(λ). Let

H (·) = Fk(·||μ) ⊕ s, where μ is the smallest positive integer satisfying that the XOR

result is an odd prime. Finally, it chooses g0, g1
R← Z

∗
N , and distributes the signing key

sk = (N , g0, g1, k, s, p, q) and the verification key vk = (N , g0, g1, k, s) to the patient.

Sign: For each mi, the sensor first chooses a K-dimension tag vector ti
R← [0, poly(λ)]K

andK can be any function in ω(1) (e.g.,K = loglogλ). For simplicity, t(j)i denotes the jth

prefix of ti(j ∈ [1,K]), which is a j-dimension vector, and eij denotes the result ofH (t(j)i ).
After determining the tag, the sensor computes eij and then checks whether eij|�(N ). If

so, it outputs p and q, otherwise computes the signature σi = (g0g
mi
1 )

∏
j e

−1
ij mod N , and

sends it and the tag to the local server.

Verify: The verification passes iff σ

∏
j eij

i = g0g
mi
1 mod N .

Aggregate: The server first checks the validity of the signatures. If invalid, then it outputs
an error symbol ⊥. If valid, then it computes the aggregate signature

σ
∧ =

∏

i

σi =
∏

i

(g0g
mi
1 )

∏
j e

−1
ij mod N = g

∑
i
∏

j e
−1
ij

0 g

∑
i(mi

∏
j e

−1
ij )

1 modN .

Note that to realize the local verification, we require only signatures whose
corresponding first prefixes differ from each other can be aggregated.

AggVerify: The verification passes iff σ
∧

∏
i
∏

j eij = ∏
i (g0g

mi
1 )

∏
h�=i

∏
j ehjmod N .

LocalOpen: To extract a single specific signature from the aggregate signature, the
medical server first computes the following three terms.

em\mr =
∏

i �=r

∏

j

eij, u =
∑

i �=r

∏

h �={i,r}

∏

j

ehj, v =
∑

i �=r

(mi

∏

h �={i,r}

∏

j

ehj).

Note that since vk does not contain �(N ), the three terms are computed as large
integers without any modular reductions. Then the medical server computes

x = σ
∧em\mr /(gu0g

v
1)mod N = (g0g

mr
1 )

∏
i �=r

∏
j eij∏

j erj mod N ,
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and checks whether gcd(
∏

i �=r
∏

j eij,
∏

j erj) = 1. If so, it computes σr using the
Shamir’s trick as follows. If not, it outputs an error symbol ⊥.

σr = Shamir

⎛

⎝x, y = g0g
mr
1 , a =

∏

j

erj, b = em\mr

⎞

⎠,

Correctness.

• Correctness of signing: σ
∏

j eij
i =

(

(g0g
mi
1 )

∏
j e

−1
ij

)∏
j eij

= g0g
mi
1 mod N .

• Correctness of aggregation:

σ
∧

∏
i
∏

j eij = g

∑
i
∏

h�=i
∏

j ehj
0 g

∑
i(mi

∏
h�=i

∏
j ehj)

1 =
∏

i

(g0g
mi
1 )

∏
h�=i

∏
j ehjmod N .

• Correctness of LocalOpen: Recall that we require the first prefixes of the tags are
different from each other in the Aggregate algorithm. Therefore, gcd(a, b) = 1.

xa =
(

(g0g
mr
1 )

∏
i �=r

∏
j eij∏

j erj

)∏
j erj

= (g0g
mr
1 )

∏
i �=r

∏
j eij = yb,

gcd(a, b) = gcd(
∏

j

erj,
∏

i �=r

∏

j

eij) = 1,

za =
(

(g0g
mr
1 )

∏
j e

−1
rj

)∏
j erj

= g0g
mr
1 = y.

4 Security Proof

Since the regular signature part of ours is a slight modification of [2], our EU-CMA
security proof refers to the proof of [2] in the case where equal prefix does not exist.

Theorem 1 If the RSA assumption holds and Fk is a secure PRF, then our locally
verifiable aggregate signature scheme has weak aggregated unforgeability.

Proof Suppose A is an adversary whose advantage in the weak aggregated unforge-
ability experiment is non-negligible. We construct a simulator algorithm B that takes as
input (N, e∗, y), and aims to get z such that ze

∗ ≡ ymodN. B proceeds as follows.
Setup: Let [1, l∗] denote the set of tag indexes that the corresponding signatures are

contained in the forged (challenge) aggregated signature and Q denote the set of tag
indexes that the tags are queried by A. First, A sends its queries {(mi, ti)}i∈Q to B. If
there are tags with the same first prefix, then B aborts. Otherwise, B chooses a random
PRF key k, and guesses that tguess is one of the prefixes of the challenge tag that has not

been queried, i.e., tguess ∈ {t(j)i }i∈[1,l∗]⋂Q,j∈[1,K]. Then B selects an appropriate μ, and
sets s = Fk(tguess||μ) ⊕ e∗. If there exist i ∈ Q, j ∈ [1,K] such that H (ti) = e∗ and
H (tguess) �= e∗, thenB aborts.We assume that the guess ofB is correct in the remainder of
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the proof. Let πQ denote
∏

i∈Q
∏

j eij and πl∗ denote
∏

i∈[1,l∗]
∏

j eij. B picks α, β
R← Z

such that α �= β, gcd(α, e∗) = 1, gcd(β, e∗) = 1, computes g0 = yαπQ , g1 = yβπQ ,
and sends vk = (N , g0, g1, k, s) to A.

Sign: B sends A the answers of the Sign oracle

σi = y
(α+βmi)πQ

1∏
j eij = y

(α+βmi)
∏

h�=i

∏

j
ehj

, i ∈ Q

Extract from forgery: After receiving the challenge messages, tags and the forged
aggregated signature fromA, B checks the validity of the signature. If invalid, B aborts.
Otherwise, the forged signature σ

∧∗ satisfies that

(σ
∧∗

)
πl∗
e∗ =

⎛

⎜
⎝

∏

i∈[1,l∗]∩Q
σi ·

∏

i∈[1,l∗]∩Q
σi

⎞

⎟
⎠

πl∗
e∗

= y

[

α

(
∑

i∈[1,l∗] ⋂
Q

∏
h�=i

∏
j ehj+

∑
i∈[1,l∗]∩Q

πQ∏
j eij

)

+β

(
∑

i∈[1,l∗] ⋂
Q mi

∏
h�=i

∏
j ehj+

∑
i∈[1,l∗]∩Q

miπQ∏
j eij

)]
πl∗
e∗

,

(σ
∧∗

)
πl∗
e∗

y

(
α

∑
i∈[1,l∗]∩Q

∏
h�=i

∏
j ehj+β

∑
i∈[1,l∗]∩Q mi

∏
h�=i

∏
j ehj

)
πl∗
e∗

= y

(

α
∑

i∈[1,l∗]∩Q
πQ∏
j eij

+β
∑

i∈[1,l∗]∩Q
miπQ∏
j eij

)
πl∗
e∗

= y
απQ
e∗

∑
i∈[1,l∗]∩Q

∏
h�=i

∏
j ehj+

βπQ
e∗

∑
i∈[1,l∗]∩Q mi

∏
h�=i

∏
j eij

Let the index of the tag that one of its prefixes is the same as tguess be i∗. In other
words, e∗ ∈ {ei∗j}j∈[1,K].

y
απQ
e∗

∑
i∈[1,l∗]∩Q

∏
h�=i

∏
j ehj+

βπQ
e∗

∑
i∈[1,l∗]∩Q mi

∏
h�=i

∏
j eij

= y
απQ

∑
i∈[1,l∗]∩Q,i �=i∗

( ∏
j ei∗j
e∗

∏
h�=i

∏
j ehj

)

+βπQ
∑

i∈[1,l∗]∩Q,i �=i∗
(

mi
∏
j ei∗j
e∗

∏
h�=i

∏
j eij

)

· y (α+βmi∗)πQ
e∗

∏
i �=i∗

∏
j eij .

Finally, if gcd(mi∗ , e∗) = 1, B can extract the solution z using the Shamir’s trick:

z = Shamir

⎛

⎝x = y
(α+βmi∗)πQ

e∗
∏

i �=i∗
∏

j eij , y, a = e∗, b = (α + βmi∗)πQ

∏

i �=i∗

∏

j

eij

⎞

⎠.

It is obvious that xa = yb. Since every eij is a unique prime, gcd(πQ, e∗) = 1
and gcd(

∏
i �=i∗

∏
j eij, e

∗) = 1. Recall that gcd(α, e∗) = 1, gcd(β, e∗) = 1, Therefore,
gcd(a, b) = 1. If gcd(mi∗ , e∗) > 1, B aborts.

Probability Analysis: Let A’s advantage in the above weak aggregated unforge-
ability experiment be Advweak−AU

A (As we assumed in the beginning of the proof,

Advweak−AU
A is non-negligible). The following six events will cause B to abort: 1. e∗ is
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not a prime with condition log(e∗) ≥ poly(λ)
2 ; 2. There are tags with the same first prefix

inA’s query, i.e., ∃i �= j ∈ Q, t(1)i = t(1)j ; 3. The guess of B is wrong; 4. H (tguess) �= e∗;
5. ∃i ∈ Q, j ∈ [1,K],H (t(j)i ) = e∗;6. gcd(mi∗ , e∗) > 1.

Let Pr[Ei] denote the probability of event i occurring. The probability thatB success-
fully solves the RSA problem is equal to Advweak−AU

A · ∏
i Pr[Ei]. The specific values

and calculation processes of Pr[E1],Pr[E4],Pr[E5] and Pr[E6] can be found in [2]. The
other probabilities are as follows. According to the birthday problem,

Pr[E2] ≥ |Q|(|Q| − 1)

4poly(λ)
,Pr[E3] = K

poly(λ) − |Q|K .

Since A is a PPT adversary, the number of queries |Q| is polynomial, and Pr[E2] is
non-negligible. And recall that K is a function in ω(1), so Pr[E3] is non-negligible.

Since the probabilities of all events are non-negligible, if Advweak−AU
A is non-

negligible, then B can solve the RSA problem with non-negligible probability.■

5 Conclusion

This paper focused on the problem that mountains of signatures are wasting server
storage resources due to frequent data generation by edge devices (e.g., sensors) in the
healthcaremonitoring system, and proposed a new systemmodel to solve it. In the system
model, we implemented an aggregate signature scheme to compress multiple signatures
into a single one to reduce storage, and the scheme can also extract one signature from
the aggregated signature to verify, which makes the healthcare monitoring system more
flexible. Based on the RSA assumption, our scheme is efficient and secure in the standard
model.
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Abstract. This paper presents an approach utilizing static and dynamic
analysis techniques to identify malicious Android applications. We
extract static features, such as certificate information, and monitor real-
time behavior to capture application properties. Using machine learn-
ing, our approach accurately differentiate between benign and malicious
applications. We introduce the concept of “Multi-dimensional features”,
combining static and dynamic features into unique application finger-
prints. This enables us to infer application families and target groups of
related malware. Tested on a dataset of 8000 applications, our approach
demonstrates high detection rates, low false positive and false negative
rates. The results highlight the effectiveness of our comprehensive anal-
ysis in accurately identifying and mitigating Android malware threats.

Keywords: Android malware · Dynamic and static analysis ·
Multi-dimensional features

1 Introduction

The rise of smartphones and their portable, feature-rich nature has made
Android the operating system of choice on over 85% of global devices [2]. How-
ever, the openness of the Android platform has led to a surge in malicious appli-
cations, resulting in security and performance issues. As the Android platform
becomes more popular, the number and complexity of these harmful apps grow
exponentially [7].

The multifaceted nature of these applications, covering malware types like
spyware, adware, ransomware, and banking Trojans, and the ability of some
to evade standard detection measures, adds to the complexity of the problem.
Current techniques, such as signature-based detection and behavioral analysis,
present limitations [9].

To better combat Android malware, we propose a more advanced and com-
prehensive approach. Our method integrates static and dynamic analysis, offer-
ing a detailed view of app behavior, and employs machine learning to classify

c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 11–21, 2024.
https://doi.org/10.1007/978-981-99-9247-8_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_2&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_2


12 H. Zhang et al.

apps. This methodology greatly improves the detection of sophisticated Android
malware.

By utilizing dynamic debugging, we gain real-time insights into the applica-
tion’s behavior during execution, capturing activities like network interactions,
file operations, and system calls. Complementing this, we extract static features
from the applications, including certificate information, strings, and permission
requests, helping indicate potentially malicious behavior.

Our method’s effectiveness has been proven by testing on a large dataset of
over 8,000 malicious and benign apps, where it achieved a 96% detection rate,
and false positive and false negative rates of 1%. Additionally, we identified
“Multi-dimensional features” based on the patterns of permission requests made
by malicious applications, improving the malware detection process.

Contribution. To summarize, we have made the following significant con-
tributions:

– Novel feature. We innovate the malicious apps detection field by propos-
ing “Multi-dimensional features” based on permission request patterns. This
approach substantially boosts the efficiency in detecting and dealing with
malicious apps.

– Systematic Tool. We present a ground-breaking method that merges
dynamic debugging and static feature extraction. This approach enhances
the precision and robustness of identifying malicious Android apps, which
significantly refines current practices.

– Experimental analysis. We validate the efficacy of our novel method via
comprehensive testing. The results affirm the method’s high precision and
consistency, marking a noteworthy advance in combating malicious apps.

2 Background

2.1 Android Platform and Malware

Android, an open-source operating system developed by Google, is broadly used
for mobile devices like smartphones and tablets [8]. The flexible and open-source
attributes of Android make it a popular choice among both legitimate developers
and malicious actors.

Malware encompasses various harmful or intrusive software types, including
viruses, worms, Trojan horses, ransomware, and others, specifically designed to
target Android devices [5]. They exploit system vulnerabilities, permissions, or
user behavior in Android to execute harmful actions, causing issues ranging from
annoying disruptions to serious damage such as data loss and privacy violation.

2.2 Machine Learning in Malware Detection

The limitations of traditional detection techniques have prompted the integra-
tion of machine learning in malware detection. Machine learning provides an
automated way to learn from and make decisions based on data. By training a
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model with labeled benign and malicious apps, the system can learn to classify
unseen apps effectively.

Machine learning-based approaches typically involve feature extraction and
model training, using features derived from both static and dynamic analysis,
such as permissions, API calls, network interactions, and system calls. These
features are then used to train the model for further classification of apps into
benign or malicious categories [10]. However, the model’s performance heavily
depends on the quality and variety of the features, which makes finding effective
features crucial for malware detection.

3 Overview

This section elaborates on our systematic and iterative approach to combating
Android malware. We discuss the challenges encountered during feature extrac-
tion, malicious application identification, and malware classification, which have
simultaneously acted as catalysts for developing innovative solutions. Our strate-
gies stem from an in-depth understanding of the Android platform, complex app
behaviors, and the evolving landscape of Android malware.

We detail our multi-stage workflow for detecting and classifying Android
malware, from initial app behavior analysis to nuanced identification and clas-
sification of threats. We highlight our robust identification mechanism utilizing
semantic and user interface recognition and an innovative classification system
designed to improve detection efficiency and provide insights into malware behav-
iors and origins. This comprehensive overview reflects our commitment to a safer
Android ecosystem.

3.1 Workflow Overview

In this section, we aim to provide a panoramic view of our comprehensive pro-
cess, from initial feature extraction to final report generation. This sequential
methodology encapsulates the exact steps we undertake to uncover and address
the complex challenges Android malware poses. Each component of the workflow
contributes to the robustness of our approach, working in synchrony to offer a
superior malware detection and classification system, as shown in Fig. 1.

……

Static analysis

Dynamic analysis

…… Multi-dimensional 

features

Semantic Recognition

Interface Recognition

Malicious App Recognizer

Malicious type recognition

Fig. 1. Overview
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Our methodology commences with Static Analysis, where we examine intrin-
sic properties of Android applications via the application package file (APK) con-
tents, including Android manifest files, bytecode, and other embedded resources.

Permission Extraction . We start with permission extraction, where applica-
tions’ requests for access to system resources or user data are scrutinized. We
employ the AAPT tool to parse Android manifest files and accurately extract
permission requests from the APK files, aiding in identifying potential malicious
apps.

Certificate Extraction . Certificate extraction forms a key part of our app-
roach, validating the application and its developer’s authenticity. We use apk-
tool to decompose APK files and inspect the application’s structural details. The
analysis of certificates, especially from untrusted sources, can serve as red flags
indicating potential security risks.

String Extraction . The extraction of strings from the APK gives insight into
the application’s purpose and behavior. We use a customized program based
on the MobSF framework for this task. Analyzing extracted strings, includ-
ing URLs, IP addresses, file paths, and hard-coded sensitive information, helps
understand the application’s network communication patterns and potential
malicious behavior.

3.2 Dynamic Analysis

In Dynamic Analysis, we observe applications’ real-time behavior in a secure
environment. This process reveals potentially harmful actions that might be
hidden in the static code. By logging detailed runtime data and cross-referencing
it with the static analysis findings, we detect possible malicious activities.

File Operations Monitoring . File Operations Monitoring is a crucial aspect
of our dynamic analysis approach. It involves monitoring and analyzing file-
related activities during the runtime of applications. By observing the interac-
tions between an application and the file system, we can uncover potentially
malicious actions that may not be evident through static code analysis alone.

Function Monitoring . To augment our Android malware detection system,
we use the Frida framework for application function monitoring. Frida allows
us to inject additional code into the app and monitor its operations, thereby
contributing to our understanding of its functionality and possible malicious
behavior.

3.3 Malicious App Recognition and Classification

Our system integrates static and dynamic analyses, semantic recognition, and
interface identification, with a key role played by our LSTM neural network
model. This comprehensive approach enhances malware detection accuracy.
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Once a malicious app is detected, our Malicious App Classifier categorizes
it based on distinctive features and behaviors, aiding malware detection and
countermeasure development. The Malicious Type Recognition component then
categorizes the malicious app based on unique patterns and characteristics using
an LSTM model.

4 Evaluation

In this section, we provide a comprehensive evaluation of our Android mal-
ware detection system, reviewing the static and dynamic analysis stages and the
recognition stages for their accuracy and effectiveness.

Dataset. Our evaluation is based on a diverse dataset of 8000 applications sourced
from VirusTotal and Google Play Store. This dataset comprises 60% benign
and 40% malicious applications from various categories. This diverse selection
enables comprehensive testing of our system’s performance across a broad range
of application behaviors and malware types.

4.1 Static Analysis Evaluation

Static analysis forms the basis of our malware detection process, focusing on
extracting key features such as permissions, certificate information, strings,
SDKs, and shell fingerprints.

Permission Extraction Evaluation Permissions requested by an app provide
insights into its functionalities and potential security risks. In our dataset, we
observed a significant difference in the number and type of permissions requested
by benign and malicious apps, as depicted in Table 1. Our permission extraction
module successfully extracted permissions from 98.2% of the apps, signifying a
robust and effective extraction process.

Table 1. Permission analysis

Permission type Benign apps Malicious apps

Sensitive permissions 5 11

Normal permissions 7 12

Signature permissions 3 6

SDKs and Shell Fingerprint Recognition Evaluation Our system effec-
tively recognized SDKs in 95.6% of the apps and identified shell fingerprints in
94.3% of the apps, as illustrated in Table 2.
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Table 2. Performance of SDKs and shell fingerprint recognition

Feature Recognition success rate (%)

SDKs 95.6

Shell fingerprints 94.3

4.2 Dynamic Analysis Evaluation

File Operations Monitoring Monitoring file operations during dynamic anal-
ysis allows us to track the creation, modification, and deletion of files by the
analyzed apps. Our system successfully monitored file operations in 95.8% of
the apps, providing comprehensive visibility into their file-related activities.

Upon analyzing the dataset, we observed distinct differences between mali-
cious and benign apps regarding file operations. Malicious apps exhibited a
higher frequency of creating and modifying files than benign apps. This behavior
raises concerns about the potential for unauthorized data manipulation, stealthy
file-based attacks, or attempts to hide malicious payloads within the file system.

To illustrate the findings, consider the following sample comparison of file
operations between malicious and benign apps:

App type Average files created Average files modified

Malicious 28 17

Benign 9 7

The data indicate that malicious apps tend to create and modify a signifi-
cantly larger number of files compared to benign apps, as indicated by the higher
averages. These findings suggest a higher likelihood of malicious intent or hidden
activities within the file system.

System Calls Monitoring System calls monitoring enables us to gain insights
into the low-level interactions between the analyzed apps and the underlying
operating system. Our dynamic analysis module effectively monitored system
calls, achieving a success rate of 97.2%, which allowed us to capture crucial
runtime behavior details.

To illustrate the findings, consider the following sample comparison of system
call frequencies between malicious and benign apps:
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System call Call frequency (per minute)

Malicious -

open() 43.2

execve() 12.6

ioctl() 7.9

Benign -

open() 8.4

execve() 2.1

ioctl() 1.3

Overall, our dynamic analysis module demonstrates its effectiveness in pro-
viding valuable insights into network interactions, file operations, and system
calls of the analyzed apps. By monitoring these runtime behaviors, we can
uncover potential malicious activities and enhance the security of app evalu-
ation and detection processes.

4.3 Malicious App Recognition Evaluation

After the feature extraction phase, the extracted features are fed into our Seman-
tic Recognizer and Interface. The results of the classification process are sum-
marized in Table 3.

Table 3. Performance of semantic and interface recognizers

Recognizer Accuracy (%) False positive
rate (%)

False negative
rate (%)

Semantic recognizer 95.7 4.2 4.3

Interface recognizer 94.8 5.1 5.2

The results in Table 3 confirm the robustness and reliability of our recogniz-
ers in classifying the apps. While both recognizers exhibited high accuracy, we
observed that the Semantic Recognizer had a slightly higher accuracy than the
Interface Recognizer.

4.4 Comparison with Previous AI Method

In the ever-evolving field of Android malware detection, it is crucial to continu-
ally evaluate and benchmark new methods against existing ones to ensure their
effectiveness and superiority. In line with this, we comprehensively compared
our proposed method with a previously established AI method. This comparison
aimed to provide a transparent and objective evaluation of our method’s perfor-
mance and its improvements over previous approaches. Figure 2 shows that our
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Fig. 2. Comparison of detection accuracy over different test sizes

method consistently outperformed the previous AI method across all test sizes.
Despite the increasing complexity and diversity of the test set, our method main-
tained a high detection accuracy of around 96%, significantly higher than the
previous AI method. This result demonstrates the robustness and adaptability
of our method, which can effectively handle a wide range of apps and maintain
high performance.

4.5 Malicious App Families

Based on our analysis using Multi-dimensional featuress, we have identified six
distinct malicious app families. Understanding these families is crucial for devel-
oping targeted detection and prevention strategies. It is important to note that
these families are determined based on the unique characteristics and behaviors
observed in the Multi-dimensional featuress we have gathered. The following
table summarizes the identified families and the number of apps associated with
each family:

Malicious app family Number of apps

com.xxx.sty 1204

com.xxx.mhfy 925

com.xxx.didi 280

com.xxx.pronha 175

com.xxx.Wose 365

com.xxx.ransom 155

These families represent different malicious behaviors found with the same
developer in mobile apps. We can gain insights into their patterns and tech-
niques by categorizing them, leading to more effective detection and prevention
mechanisms.
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5 Limitations and Future Work

Limitations. Despite its effectiveness, our system has certain limitations. The
ever-evolving Android malware landscape presents new malicious techniques and
obfuscation methods that could challenge our analysis methodologies. Dynamic
analysis could be resource-intensive, potentially limiting scalability. Also, our
classifier’s performance relies heavily on the quality and diversity of our train-
ing dataset. Insufficient representation of some malware types could reduce the
detection rate for those categories.
Future Work. Despite these challenges, there are ample opportunities for future
research and development. Developing a real-time system, implementing defenses
against adversarial attacks, exploring privacy-preserving data analysis tech-
niques, and creating an automated mechanism for classifier updates to accommo-
date emerging malware types are among the exciting prospects. By continuously
evolving and improving, we aim to remain at the forefront of Android malware
detection, contributing to a safer app ecosystem.

6 Related Work

Detection of malicious mobile app. A wealth of methodologies and tools for
mobile software analysis have been proposed in previous works, encompassing
both static and dynamic analysis approaches [1,12]. These research endeavors
have focused on a range of areas such as mobile app analysis, detection of mali-
cious mobile software [6]. Specifically, the studies focusing on the analysis of
malicious mobile adware [3,4] have been instrumental in shaping our approach
towards analyzing malicious apps of this nature. Our work continues in this
trajectory, aiming to further expand the understanding of such harmful applica-
tions.
Automation application test. Our investigation draws from these technologies to
explore the relatively uncharted territory of hacked mobile software analysis. Key
elements of these previous works, such as workflow analysis of mobile software,
identification of malicious mobile software, software vulnerability analysis, page
layout recognition in software, and the use of automated testing tools, software
vulnerability exploration [11]. all contribute to the foundation of our study.

7 Conclusion

In this study, we tackled the significant challenge of Android malware detection.
We proposed and implemented an advanced Android malware detection system,
combining static and dynamic analysis methods with semantic and interface
identification. In addition, we introduced an advanced malicious type identifi-
cation process, and we proposed the innovative concept of “Multi-dimensional
features” based on permission request patterns. Our evaluation results, validated
through widely accepted statistical measures such as Recognition Success Rate
and False Positive and Negative Rates, demonstrate the robust performance of
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our system in distinguishing between benign and malicious applications with
high precision and accuracy. Furthermore, our classifier, trained on a diverse
and up-to-date dataset, was able to categorize malicious applications into spe-
cific classes, enabling targeted response strategies. Finally, we successfully dif-
ferentiated six malicious app families using the extracted “Multi-dimensional
features”, demonstrating the practical utility of our proposed approach. This
research represents a substantial stride forward in combating Android malware,
contributing to a more secure Android app ecosystem and laying a robust foun-
dation for future research and development in this domain.
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Electric Power Company Science and Technology Program, Project Name: Research on
Key Technologies for Security Analysis of Mobile Applications for eIoT, ERP Number:
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Abstract. Themismatch point elimination algorithm is a commonly usedmethod
in the field of computer vision and image processing to deal with the presence
of mismatches or outliers in matched point pairs. These mismatch points may
be caused by noise, occlusion, illumination changes or image distortion. In this
paper, we first explain why there is a need to eliminate the mismatch points and
the current state of research, and then introduce various types of feature points
and describe the extraction methods of various feature points. Next, we review
several methods of false match feature point elimination, such as geometric con-
sistency verification-based methods, graph optimization-based methods, motion
statistics-based methods, and learning-based methods, analyze their advantages
and disadvantages as well as make comparisons, and give an outlook on future
research directions. In the conclusion, we summarize the full paper and discuss
the application trends of the mismatching feature point elimination algorithms.
The purpose of this paper is to provide readers with a clearer and deeper under-
standing of false match feature point elimination algorithms, and hopefully give
some reference significance to later researchers.

Keywords: ORB features ·Mismatches · RANSAC ·Machine learning

1 Introduction

In the field of computer vision and image processing, feature point matching is a key task
used to implement several applications such as target tracking [1], object recognition [2],
image stitching [3], and SLAM [4]. However, due to the influence of noise, occlusion,
and illumination changes in images, the matching process often generates false match
points, which reduces the accuracy and reliability of the algorithm, and in order to
solve this problem, the false match point elimination algorithm is born. By Eliminate
false match points, false tracking can be reduced, the quality of image stitching can be
improved, the accuracy of pose estimation in SLAM systems can be improved, and the
accuracy of tasks such as pose estimation and face recognition can be enhanced.
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This paper first introduces the commonly used feature point extraction algorithms
[5–7], and then classifies the false match point elimination techniques into four cate-
gories: methods based on geometric consistency verification, methods based on graph
optimization, methods based on motion statistics, and methods based on learning. In this
paper, we review the above four types of falsematch point detectionmethods and analyze
various methods in terms of detection accuracy, computational speed, and robustness,
pointing out the advantages, disadvantages, and applicability of each.

Despite the significant advantages of the false match point elimination algorithm
in improving matching results, there are still some challenges and limitations. How
to choose the appropriate threshold, model or parameters, and how to deal with noise
and outliers in complex scenes are still challenges to be overcome. However, with the
continuous advancement of technology and improvement of algorithms, the false match
point elimination algorithm is expected to further improve the quality and reliability of
image processing and bring more opportunities and challenges to various application
areas.

2 Methods of Feature Point Extraction

2.1 SIFT Features

SIFT (Scale-Invariant Feature Transform) is a feature descriptor with scale invariance
and illumination invariance, which is widely used in many computer vision tasks, such
as image matching, object recognition and image stitching, etc. The main steps of the
SIFT algorithm include:

(1) Scale space extremum detection: at different scales, image pyramids are constructed
by Gaussian filters [8], and then local extremum points are found on each scale
space.

(2) Key point localization: For each candidate polar point, the exact location of the key
point is localized by computing a Gaussian difference image in scale space. The
Hessian matrix is used to detect the extreme value points and exclude the points
with low contrast and edge response.

(3) Direction assignment: Assign a dominant direction to each key point to make the
descriptor rotationally invariant. The gradient magnitude and direction histogram of
the region around the key point are calculated, and the dominant direction is selected
as the direction of the key point. The model values of the gradient m and direction
θ as in Eqs. 1 and 2:

m(x, y) =
√

(L(x + 1, y) − L(x − 1, y))2 + (L(x, y + 1) − L(x, y − 1))2 (1)

θ(x, y) = tan−1
(
L(x, y + 1) − L(x, y − 1)

L(x + 1, y) − L(x − 1, y)

)
(2)

(4) Key point description: according to the scale and direction of the key point, a descrip-
tor is constructed, i.e., this key point is described by a set of vectors. This descriptor
includes not only the key point, but also the pixel points around the key point that
contribute to it. The descriptor is used to represent the local image features around
the keypoint.
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2.2 SURF Features

Since the SIFT algorithm is more complex and slower to compute, SURF (Speeded Up
Robust Features) was proposed to increase the computational speed and maintain better
robustness. SURF algorithm is mostly the same as SIFT, SURF also uses a Gaussian
filter to construct the image pyramid but uses a technique called Hessian matrix [9] to
detect extreme value points in the image, and determines the location and scale of the
feature points by computing the Hessian matrix of the image. The biggest difference is
that the SURF algorithm uses a technique called accelerated integral image (integrated
image) to compute feature descriptors for the region around the key points. Compared
to the SIFT algorithm, the SURF algorithm greatly increases the computational speed
by using integral image and other optimization techniques. It has better performance
performance in some real-time applications.

2.3 ORB Features

ORB (Oriented FAST and Rotated BRIEF) combines the FAST corner point detector
[10] and the BRIEF descriptor [11], and first uses the FAST corner point detector to
quickly detect key points in the image. In the neighborhood around each keypoint, the
ORB algorithm uses the BRIEF descriptor to describe the local features of the keypoints,
as in Fig. 1.

Fig. 1. ORB descriptor extraction

The ORB algorithm achieves high-speed feature extraction and matching with
low computational complexity by using the FAST corner point detector and BRIEF
descriptor, which is suitable for implementation on devices with limited computational
resources.
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3 Method of False Match Point Elimination

3.1 Method Based on Geometric Consistency Verification

Commonly used geometric consistency verification methods include RANSAC [12]
(Random Sample Consensus) algorithm and PROSAC [13] (Progressive Sample Con-
sensus) algorithm,RANSAC is a classical iterative random sampling algorithm, the basic
idea is to randomly select the smallest sample set for model estimation and continuously
optimizing the estimation results by iterative means. The RANSAC algorithm is used
in ORB-SLAM3 proposed by Campos et al. [14]. The RANSAC algorithm eliminates
the mis-matching points, and through the iterative process of RANSAC, ORB-SLAM3
can accurately estimate the camera motion and the location of map points, and eliminate
those feature matching pairs that do not match the model, thus improving the accuracy
and robustness of the SLAM system. Jiahui et al. [15] improved the RANSAC algorithm
to reduce the number of iterations for matrix estimation by using the similarity of gray
gradients around feature points to eliminate some of the mis-matching points in the
initial matching, and reduced the mis-matching rate by quickly discarding the incorrect
single-response matrix to reduce the interior point detection time.

PROSAC (Progressive Sample Consensus) is an improved RANSAC algorithm for
estimating model parameters in datasets containing noise and outliers. PROSAC intro-
duces an adaptive sampling strategy to better handle datasets with potential interior
points and multiple models. Quanrong [16] used the Progressive Consistent Sampling
(PROSAC) algorithm to replace the RANSAC algorithm to improve the ORB-SLAM2
system for fast feature point mismatch elimination. Traditional methods of false match
point rejection based on geometric consistency verification usually require manual
adjustment of parameters; the future trend is to optimize parameters by adaptive means.
For example, self-learning algorithms or optimization algorithms are used to automat-
ically adjust parameters according to specific tasks and data characteristics to improve
the robustness and adaptability of the algorithm.

Besides the RANSAC and PROSAC algorithms, there are some other geometric
consistency algorithms that have good results. Shuo et al. [17] proposed a double-
constrained false match point elimination algorithm based on Pearson correlation coef-
ficient for length and angle for RANSAC and PROSAC for the situation that RANSAC
and PROSAC often eliminate some correct matching points. The first coarse elimina-
tion of the mis-matching points with large errors, and then the fine elimination of the
mis-matching points with small errors by iteration, have remarkable effects. Jianwei
et al. [18] proposed a strategy to remove the mis-matched feature points in a multi-eye
fisheye vision SLAM system to solve the problem of degraded localization accuracy due
to significant distortion and obvious viewpoint differences in fisheye images.

3.2 Graph Theory-Based Approach

The graph theory-based approach adjusts the positions of matching points by optimizing
the cost function. In this approach, a graph is first constructed with nodes of the graph
representing feature points or key frames and edges representing matching relationships
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or constraints. Then, the positions of the nodes or camera poses of the graph are opti-
mized by minimizing the reprojection error or constraint error to obtain a more accurate
matching result. This method is able to globally consider the relationships between
feature points and is suitable for handling large-scale datasets and complex scenes.

In the paper [19], sparse matching points are used as nodes, and the sum of similarity
of the triangles corresponding to each node is used as the attribute value to locate the
mis-matching points using the similarity relationship of triangles, which has higher
recognition rate and lower false positive rate for mis-matching points compared with the
widely used random sampling consistency coarse difference detection method. Wenfei
[20] proposed a newGSIFT-RANSAC algorithm using the graph theory principle, which
combines the graph theory algorithm with the classical RANSAC algorithm for coarse
difference elimination. Tang [21] proposed a graph theory-based method for automatic
detection of laser image mismatch points, using the scale-invariant feature transform
to detect the extreme value points of laser images to complete feature point extraction,
normalize the feature points, calculate the distance between the extracted feature points,
construct the complete map of laser images according to the distance for the extracted
feature points; build the exported map of laser images, and automatically detect the
mismatch points by iteratively processing the exported map, and get The result of false
match rate is low and the proportion of internal points is high. The method has a low
mis-matching rate, good robustness to illumination, and good matching when rotation
occurs.

3.3 Methods Based on Motion Statistics

Motion statistics-based method is a technique used to eliminate mismatch points, which
is based on the motion information between adjacent frames to determine the accuracy
of matching points. Zhao et al. [22] introduced a pole-pole geometric constraint (EGC)
model with projection error function and proposed an improved GMS-PROSAC image
mismatch elimination algorithm. It consists of the traditional GMS algorithm and the
improved PROSAC algorithm. First, the GMS algorithm is used to select somematching
pairs with the highest similarity to obtain the parameters of the EGC model. Using the
calculated parameters, the improved PROSAC algorithm is performed, and experiments
show that the combination of the two methods can obtain more high-quality matching
pairs. Liu et al. [23] then proposed an adaptive feature matching algorithm based on
grid motion statistics (GMS), which also uses the GMS algorithm to do the initial mis-
match point elimination first and then uses the random sampling consistency algorithm
to filter out the exact matches, in response to the problem that the performance of the
grid motion statistics (GMS) algorithm depends on the number of feature points and
there is a concentration of mis-matches when there are fewer feature points detected,
combined with the idea of consistency constraints. Zhang [24] proposed a redundant
point mismatch removal method based on Oriented Rapid Rotation Simplified (ORB)
for visual simultaneous localization and mapping system. On the one hand, the grid-
based motion statistics (GMS) algorithm reduces the processing time of key frames with
more feature points and greatly improves the robustness of the original algorithm in
complex environments. On the other hand, the random sample consistency (RANSAC)
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algorithm is used to optimize and correct the GMS algorithm for the situation that it is
prone to mismatching when there are fewer symmetric feature point pairs.

It can be seen that the method based on motion statistics is generally used in combi-
nation with the geometric consistency method, because the method is less effective for
scenes without significant motion or where accurate motion cannot be estimated, so it
needs to be combined with other methods to compensate for its shortcomings.

3.4 Learning-Based Approach

The learning-based approach to Eliminating false matches is a method that uses machine
learning techniques to automatically learn and identify false matches. Prediction and
elimination are performed by training models without manually setting thresholds or
rules, reducing the need for manual intervention. The learning method can learn the
general pattern of feature point pairs from a large amount of sample data, and has a
certain degree of robustness to handle the mis-match points under different scenes and
changing conditions.

Machine learning can classify feature points well, and Wu et al. [25] proposed the
KNN-PROSAC algorithm, which uses the Hamming distance between descriptors as a
similarity measure, and the K-most-neighborly method treats those with small distances
as the same class, and performs coarse matching first, and then fine-matching is com-
pleted using PROSAC, with substantial improvement in matching quality. Youwen [26]
proposed a machine learning-based method for comparing feature vectors to replace
existing matching methods with pattern classification problems. Yang [27], on the other
hand, proposed a lattice-weighted representation strategy learning model to address the
problem that most feature matching methods have difficulty in maintaining applicability
in vision tasks. GWMLR combines a lattice structure with a supervised-based approach,
and thematching results in complex scenes are significantly better than other algorithms.

Deep learning, as a subfield of machine learning, has developed rapidly in recent
years, and deep neural networks, which can access semantic information in images
and provide better understanding of the surrounding environment, have also started to
be applied to feature point matching. Kun [28] proposed a multiscale loss function.
For each candidate match, this loss function is constrained at three levels of single-
sample classification correctness, local neighborhood structural consistency and global
geometric consistency, respectively, and the LGC deep neural network is trained for
error matching elimination using supervised learning, and the LGC network structure is
shown in Fig. 2.

Deep learning has made significant progress in image feature point matching. Future
models are likely to be more sophisticated and powerful, capable of better learning and
representing features in images, with global information and a larger context for false
match point rejection. Future learning-based methods for false match point rejection
will leverage the development of deep learning techniques, weakly supervised learning,
nonlocalmatching, cross-modal processing, andmigration learning to improve accuracy,
adaptability, and scalability, driving further development of false match point rejection
techniques.
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Fig. 2. LGC network structure

4 Analysis, Comparison and Prospect of False Match Point
Elimination Methods

Figure 3 shows the matching effect of four classic mismatching removal methods on
ORB features. The RANSAC algorithm, as the most mainstream feature point matching
algorithm, has superior effect and is faster. KNN-PROSAC is a combined algorithmwith
the highest matching accuracy and the largest number of matches, but is slower due to
the use of two algorithms.

Fig. 3. Comparison of the effects of four classical false match point elimination algorithms

Table 1 compares the four types of methods in terms of principle, characteristics, and
performance. Geometric consistency-basedmethods are themost common andmoderate
in all aspects, while learning-based methods have higher accuracy and robustness, but
slow computation speed and large storage overhead. Eachmethod has its own advantages
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Table 1. Comparison of the four types of false match point elimination methods

Geometry-based
methods

Graph
theory-based
approach

Motion
statistics-based
approach

Learning-based
approach

Basic Principle
Introduction

Estimating the
correct matching
relationship by
computing a
geometric model

Create a graph of
connection
relationships
between feature
points

Determine
whether two
matched pairs
match
consistently by
the angle
between their
motion vectors

Train a model to
determine
accuracy by
matching
relationship of
feature points

Features Suitable for
scenes with
obvious
geometric
constraints, less
effective in
complex scenes

Good robustness,
but not efficient
enough for large
data sets

Better results in
complex scenes,
with certain
requirements for
the accuracy of
the motion
model

Can be adapted
to different
scenarios, but
requires rich
computational
resources

Matching
accuracy

*** ** ** ****

Matching speed *** ** *** *

Robustness ** *** *** ****

Storage
Overhead

* *** * *****

and limitations in terms of false match elimination. A comprehensive selection and
combination of different methods can achieve better false match elimination results
according to the needs of specific application scenarios.

5 Conclusion

Feature description algorithms such as SIFT, SURF and ORB perform well in image
matching, but still suffer from the problem of mis-matching. The mis-matched feature
points may be caused by factors such as image noise, occlusion, and similar struc-
tures. Combining geometric constraints, graph optimization and statistical learning can
deal with the mis-matching problem more comprehensively and improve the accuracy
and robustness of feature matching. In addition to the combination of multiple meth-
ods, the future may also develop from the following directions: deep learning model
improvement, multi-scale and multi-view matching, and multi-sensor fusion matching.

In conclusion, for the problem of mis-matched feature point elimination, studies
have shown that better results can be achieved by using a combination and integrated
application of multiple methods. The selection of the appropriate method depends on the
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specific application scenario and requirements. In addition, the performance of different
methods may be affected by parameter settings, characteristics of the dataset, and noise
and outliers, so appropriate tuning and parameter selection are required for practical
applications. The removal of mis-matching points is widely used in several fields of 3D
reconstruction and AR, visual SLAM, image stitching, and target tracking and recogni-
tion. With the continuous development of algorithms and technologies, the method of
eliminating false match points will play a more important role in these application fields
and promote further development of related fields.
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Abstract. Federated learning is a privacy-preserving solution for distributed
machine learning, allowing participants to solve machine learning problems col-
laboratively without transmitting their local data to a central server. Instead, they
exchange model parameters to achieve the desired outcomes. However, recent
scholarly research has revealed several challenges in the traditional federated
learning framework. This paper aims to address the issues of communication
efficiency, privacy leakage, and client selection algorithms within the federated
learning paradigm while exploring potential future research directions.

Keywords: Federated learning · Communication efficiency · Privacy leakage ·
Client selection

1 Introduction

After the release of ChatGPT in November 2022, the world was stunned by its power-
ful capabilities. Artificial intelligence (AI) development has caused a crisis for real-life
practitioners in certain industries and has opened people’s eyes to the powerful poten-
tial that AI holds. However, even the powerful ChatGPT 4.0 is currently facing many
problems that need to be solved. For example, the large number of users who constantly
provide data for ChatGPT every day will inevitably leak their own personally identifi-
able information, and when there is a security breach, it will hurt users’ privacy. So the
privacy issue is an important problem that AI is currently facing.

The unprecedented growth in data volume in recent years has seen an increasing
number of fields using machine learning to analyze data and build decision systems.
Federated learning (FL), an important tool in machine learning to address privacy issues,
has been widely studied over the years. FL, as an emerging machine learning method,
allows model training with guaranteed data privacy and security. Using the features
of federation learning, if all hospitals are federated to build machine learning models,
a huge amount of data can train better models. However, with the application of FL
and continuous research, it has been found that FL faces problems such as expensive
communication costs, privacy leakage and system heterogeneity.
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2 Federated Learning

Federated Learning (FL) is a new machine learning paradigm that enables data security
and privacy protection. FL can be used in a wide range of applications in finance,
biomedicine, computer vision, and natural language processing. Traditional machine
learning has limited ability to handle large-scale data, and distributed machine learning
can handle large-scale data but has the problem of privacy leakage of clients, and FL
provides a solution to these problems. Federated learning mainly consists of a server
and several clients, and the main processes of FL are: (1) the server screens the clients
participating in FL; (2) the server side delegates the globalmodel that needs to be trained;
(3) the clients receive the global model and start local training; (4) the clients upload the
trained localmodel parameters to the server; (5) the server performs allmodel parameters
aggregation to update the global model; (6) repeat steps 1–5 until the model meets the
conditions; as shown in Fig. 1. From the workflow of FL, we can see that the server and
the client only pass the model training parameters without sending the local data from
the client to the server, which effectively avoids the leakage of local privacy and also
solves the problem that machine learning cannot handle large-scale data, but there are
still many problems to be solved in FL.

FL can be divided into Horizontal Federated Learning, Vertical Federated Learning
and Federated Transfer Learning, as shown in Fig. 2. Horizontal Federated Learning
is suitable if the participants have more overlapping feature dimensions in their data
distribution, e.g., two identical banks in different regions, i.e., having similar features
(banks). Vertical Federated Learning is appropriate if the participants’ data distribution
hasmore overlapping sample dimensions, e.g., two related companies in the same region,
i.e., with similar samples (customers). Federated Transfer Learning can be performed if
both feature dimension and sample dimension crossover are small.

3 Problems Faced

In this section, we present the problems faced by FL and summarize the current solutions.
As shown in Table 1.

3.1 Communication Efficiency Issues

In FL the server may communicate with a large number of clients, and each client often
has different signal conditions as well as bandwidth. Since clients and servers need to
communicate frequently during FL, communication efficiency is one of the issues that
affect FL. The main causes of FL communication problems are as follows:

1. The number of clients is huge: more users added to FL is beneficial for model training
because the larger the amount of data the better the trained model. But more clients
means a larger communication cost per model training round.

2. Differences in client network bandwidth: Differences in the network bandwidth of
different clients make them differ in model upload and download speed. After a round
of local training, some clients may not be able to upload the model parameters to the
server due to network bandwidth problems, resulting in the model loss.
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Fig. 1. FL workflow

Fig. 2. Classification of Federated learning

There are twomainmeans to solve the communication problem of FL, one is gradient
compression. In FL, the model parameters are usually computed in multiple clients and
are transmitted in the form of gradients. Gradient compression improves the efficiency of
the transmitted gradients by reducing the representation accuracy of the gradients or by
setting some elements to zero, etc. In the literature [1] the authors use lossy compression
when exchanging gradients between the server and the client, and they mention in the
paper that passing only a subset of the global model to the client can effectively improve
the communication efficiency of FL. Literature [2] In the authors’ proposed FetchSGD,
the algorithm can effectively reduce the communication cost of FL with Non-IID at
the time of client data and the algorithm has good scalability. Although the gradient
compression approach can reduce the communication cost between the server and the
client, incomplete gradient information sacrifices a large amount of performance.

Another approach ismodel distillation, which can speed up the renewal of local mod-
els, improve performance and cost less communication by transferring the knowledge of
the global model to the local model. In the literature [3] the authors proposed a variant
of model distillation called distillation. This method uses online distillation to improve
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the speed of fitting large-scale datasets and experiments show that distillation has faster
training speed compared to distributed SGD. The authors in the literature [4] discarded
the traditional FL global model update method and used knowledge distillation to upload
the client model predictions to the server to avoid uploading complex model parameters,
thus improving the communication efficiency of FL. The authors in the literature [5]
propose a new framework for FL that effectively protects data privacy while improving
communication efficiency by fusing Differential Privacy with federal model distillation.

3.2 Privacy Leakage Issues

A huge advantage of FL over traditional distributed learning is that FL has stronger pri-
vacy, but it has been found that malicious participants in FL can reconstruct participants’
private data through frequent model parameter passing between server and clients [6].
There are two main directions to address the FL privacy leakage problem:

1. Data blurring: privacy-preserving effects, such as Differential Privacy (DP), are
achieved by adding noise to the data exchanged between participants. However, noise
affects the performance of the model while protecting privacy, so the main research
direction of the approach using data fuzzing is to achieve a trade-off between privacy
and model efficiency.

2. Data encryption: The way of encrypting data using keys is another scheme to protect
data privacy, such as Homomorphic Encryption (HE). But data encryption consumes
more computational resources and affects the efficiency of FL’s model updates. So
the main research direction of the method using data encryption is to reduce the extra
resource loss caused by encryption algorithms.

Literature [7] proposed LDP-Fed, in which the authors used LDP (Local Differential
Privacy) to protect the privacy of the participants, each participant initializes the privacy
budget according to their preferences, assigning a different level of privacy protection to
each, reducing the effect of noise on the efficiencyof themodel. Literature [8]The authors
combine Differential Privacy with secure multi-party computation to achieve a trade-off
between privacy and accuracy through tunable trust parameters. Literature [9] in which
the authors propose a FL protocol LDPFL applied to industrial environments, firstly the
implementation of the method does not require complex prerequisites and assumptions,
while experimentally the method is shown to have excellent model performance with
the addition of noise.

The authors in the literature [10] proposed BatchCrypt as a solution to the prob-
lem faced by HE. This method uses a batch encryption method for gradient values to
reduce the computational burden and storage pressure caused by HE. Specifically, it first
quantizes the gradient data into integer form, and then, encodes the batch of quantized
values into a long integer and encrypts them all at once. This method is also applied
to the industrial FL framework FATE. Homomorphic Encryption using the same key
increases the risk of privacy leakage, and in the literature [11] the authors propose a
privacy-preserving scheme for multi-key Homomorphic Encryption, which enhances
the ability to resist privacy leakage caused by collusion of multiple malicious clients by
assigning different keys to participants.
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3.3 System Heterogeneity

FL participates in a large number of devices, and often each device has different storage,
computing and communication capabilities due to memory, network connectivity and
power supply, and the heterogeneity between different devices affects the performance
of FL. This problem can be solved by optimizing the client selection algorithm of FL.
The traditional FL uses a random way to select clients, and this selection method brings
a series of problems: on the one hand, the computational power gap will make the clients
that have completed local training need to wait for other clients to finish training; on the
other hand, some clients with poor signal conditions will fail to uploadmodel parameters
and affect the accuracy of the model trained by the FL. Therefore, FL needs to consider
all aspects in the client selection stage. The client selection method of FL is divided into
two types: biased selection and unbiased selection.

The authors in the literature [12] proposed FedCS, where the client sends its local
wireless channel state and computational power to the server before performing client
selection, and the server uses a greedy algorithm to select as many clients as possible
for local training while setting a deadline for the client’s model upload. Experiments
show that this method can complete the training task in a shorter time under a variety
of conditions. In the literature [13] the authors proposed a biased client selection algo-
rithm called POWER-OF-CHOICE, where the authors confirmed that selecting clients
with higher local loss values can accelerate model training and improve accuracy. The
literature [14] proposes a grouped client aggregation approach. Firstly, clients need to
send their local data categories to the server before the start of FL, and the server divides
the clients with the same category of data into a group, and selects a group of clients
for training in each round of model update. Experiments show that there is still a high
convergence speed andmodel accuracy in the case of unbalanced data distribution. In the
literature [15], the authors consider the problem of unexpected client withdrawal. In the
paper, the authors introduce the concept of “friendship”, where clients with similar data
distribution will become friends, and if a client unexpectedly quits FL due to network
and power problems, the local update of the friend’s client will be used instead. This
approach mitigates the negative impact of unexpected client exit.

4 Summary and Outlook

Nowadays, the development of artificial intelligence is unstoppable, and the emergence
of FL has broken the data silos. As one of the current popular research directions in the
field of machine learning, its emergence solves the problems of privacy protection, huge
communication overhead and inability to train large-scale models faced by distributed
learning, but the current FL still has many problems that need to be solved in the future.

Sending small messages or model updates during training, instead of full model
update messages, or reducing the number of communication rounds is an important
means to address the expensive communication cost of FL.

The use of the HE algorithm in FL needs to consider the additional computational
and communication costs associated with this algorithm, and HE can be combined with
methods such as gradient compression to provide privacy protection for FL. The main
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Table 1. Problems faced by FL

Problem
description

Solutions Advantages Disadvantages References

Communication
efficiency

Gradient
compression

Reduce
communication
overhead

Decreased training
performance

[3, 4]

Model
distillation

Accelerated
Reasoning

Additional data
required

[5–7]

Privacy leakage Blurred data Enhanced
privacy

Decreased training
performance

[9–11]

Data encryption Enhanced
privacy

High computational
overhead

[12, 13]

System
heterogeneity

Unbiased client
selection

Data Balance Slow convergence [14]

Biased client
selection

Fast convergence Data Bias [15–17]

problem of using DP to protect FL privacy is that it affects model accuracy, and adding
eliminable noise may be the main research direction of DP in the future.

The impact of system heterogeneity on FL can be solved by optimizing the client
selection algorithm. In the future, the client selection needs to integrate the storage,
computing and communication capabilities of the client devices for selection.
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Abstract. In the 5G and 5G+ scenario, a large number of devices access
to the network and a large number of different services are demanded
by different vertical industries. To maintain the QoS and satisfy such
a lot of demands, MEC (mobile edge computing) deployment and IDN
(Intent-Driven Network) scheduling are necessary. MEC could upload
the third-part App to the cloud servers, which could save the calcu-
late force in the local UE (user equipment). And IDN could identity
and integrate UE intents in natural language and translate them into
cloud-network scheduling policy to implement them and manage cloud-
network resources. ONAP as the platform for orchestrating, manages and
automating network and edge computing services. This paper introduces
the intent instance management model of ONAP and IDN, introduces the
MEC, containers and slices management and designs intent-and-resource
-weighted algorithms to make the policies and ensure the QoS.

Keywords: 5G · IDN · ONAP · Cloud-network · Cloud resource
management · Slice management

1 Introduction

As the development of 5G and 5G+, a large number of devices access to the
network, the cloud-computing network and intend-driven network become the
novel research trends among the network operators and devices suppliers in
recent years. MEC (mobile edge computing) is a novel cloud-computing model
with large prospect, which provides UE (user equipment) accessed to RAN (radio
access network) cloud-computing functions, extends computing, telecommunica-
tion and buffers to the network edges, and supports low-delay, high-reliability,
high-mobility and other features. MEC is distributed around UEs densely and
deployed with the CU (central unit) of BBU (base-band unit), which is the main
part of BS (base station) and composed by CU and DU (distributed unit), and
Near RT-RICs (real-time RAN intelligent controller)on the same BS servers.
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The ONAP-based IDN is a network that can manage and control itself based
on user intents and ONAP (Open Network Automation Platform), which is
a kind of open-source platform faces to the network operators, cloud service
providers and enterprises for network and edge cloud service orchestration, man-
agement and automation.

In this paper we explore the methods to schedule MEC cloud resource and
BBU network resource in the ONAP together. The motivation of this paper is to
design a system high-efficiency managing the RAN slices and MEC computing
and storage resources (CPU, memory and disk and so on) based on user intents,
which will solve the problems of low QoE (quality of experience) because of
resource shortage. To address such problems, we research amount of modern
contributions such as cloud computing, intent-driven networking, ONAP archi-
tecture and recent novel technologies. The focus of this paper is the design of
an self-organizing, intent-driven scheduling system to optimize cloud-networking
resources efficiency based on user intents.

1.1 Problem Description

The ONAP and MEC in 5G network scenario face to a large number of devices
access with distinct requirements, the cloud computing resources such as CPUs,
memories, disks, accelerators and bandwidths, and slice resources configuration
together become complex. An automating and optimal cloud-network resource
management according to the UE intents is necessary. However, nowadays
resource management system is not qualified for such a challenging task. Hence,
a series of well-designed algorithms and patterns for the ONAP is required that
can automate the cloud and network configurations process flexibly by trans-
lating and identifying diverse UE intents requirements. The work proposes an
automated configuring solution for multiple intents of UE to generate differ-
ent cloud-network resources configuration based on bi-close-loop architecture of
ONAP natural language processing mechanism.

1.2 Solution Framework

ONAP-based IDN is a reliable solution which can manage network configura-
tion and orchestrate network slice resource blocks based on user intents. The
work proposes the unified cloud-network resource management system design of
ONAP-based IDN. It unifies the cloud and network resources scheduling together
in the ONAP, the scheduling policies based on varying UE requirements. The
intent-driven ONAP and RAN system follow bi-loop architecture. It translates
UE NLP intents into configuration policies and monitor the cloud-network status
to guarantee the QoS. The system performs resource management LCM step-
by-step, while translating, creating, storing, monitoring, analyzing, updating,
implementing the network slices and MEC.
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1.3 Major Contribution

The contributions of the paper are as follows:

– We design a cloud-network system to realize the 3 objectives for self-
organizing resource management of ONAP-based intent-driven network.

– We design the bi-loop architecture to implement self-organizing and close-loop
slice and cloud resource management.

– We design a set of procedures and algorithms to define the policies which
manage slice and cloud resources of MEC and RAN for the ONAP. The
algorithms weight resources and UE intents instances are for scheduling and
defining policies.

The rest of the paper is organized as follows: we introduce background knowl-
edge and review recent years related work and articles in Sect. 2, starting with
intent-driven network and ONAP followed by network slice and cloud container
scheduling. In Sect. 3, we present intent instance management model, consider
the bi-loop architecture of ONAP and procedure of intent instance manage-
ment; and design intent-and-resource -weighted algorithms, consider the slice,
CPU, memory and user intent together to make the policies and ensure the
QoS. Finally, in Sect. 4, we provide the conclusion.

2 Background

2.1 Intent-Driven Network

IDN (Intent-Driven Network) is an “autopilot” network which automates appli-
cation intent with decoupled network control logic and closed-loop orchestration
techniques It can transform, validate, deploy, configure and optimize automat-
ically to achieve the target network state according to the operator’s intent,
and can resolve abnormal events to ensure network reliability. IDN provides full
lifecycle management of network elements with the premise of collecting net-
work state. In IDN, network administrators no longer focus on network details
or implementation techniques, but simply express their needs, and the network
system automatically translates the intent and completes subsequent operations,
and verifies for a real-time verification that the actual network state matches the
state expected by the business intent.

2.2 ONAP

ONAP is a comprehensive platform for orchestrating, managing and automating
network and edge computing services for network operators, cloud storage and
enterprises. It provides product-independent capabilities for the design, creation
and life-cycle management of network services. ONAP provides a unified opera-
tional framework for policy-driven design, implementation, analysis and life-cycle
management of large-scale loads and services. With ONAP, network operators
can synchronize the orchestration of physical and virtual network functions.
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2.3 Slice Scheduling

Network slice virtualizes network resources, shares them among UEs, and sched-
ules them to improve the network efficiency. There are 3 kinds of slice resources
management mechanism. QoS scheduling, resource reservation, and carrier iso-
lation.

When the policy based on QoS scheduling, RAN doesnt reserves the RB for
the slices, but when the network resources are short, the high-prior business could
use network resource, when there is congestion, high-prior could be affected. QoS
scheduling is based on 5QI only or based on 5QI and slice ID.

When the policy based on the resource reservation scheduling, the ONAP
groups the slices as the slice groups, and scheduling or managing the RB based
on the slice groups, sharing and isolating the radio resource among slices flexibly,
satisfying the requirement of slice-level guarantee for the radio resource. There
are 3 ways to reserve RB, max-RB ratio, dedicated-RB ratio and min-RB ratio.

– Max-RB ratio: the maximum RB ratio assigned by ONAP for the slice group,
and ONAP will not assign more RBs for the slice group, even if the demand
of slice group is larger than max-RB ratio.

– Dedicated-RB ratio: the minimum RB ratio assigned by ONAP for the slice
group, and the RBs are only used by the UEs in the group. The dedicated RBs
are reserved for the slice group, and are not able to be used by UEs in other
slice groups, even if the demand of slice group is smaller than dedicated-RB
ratio.

– Min-RB ratio: the RBs between dedicated-RB ratio and min-RB ratio are the
prior RBs for the slice group. The UEs in the slice group could use the prior
RB preferentially, if there is part of prior RBs having not be used by UEs in
the slice group, that part of RBs could be used by UEs in other slice groups.
If the demand of slice group is larger than min-RB ratio, ONAP will assign
more RBs for the slice group, but without priority.

Carrier isolation, there is a carrier in the BS dedicated for a slice, which is
high-security level and high-bandwidth requirement.

2.4 MEC and Container Management

MEC as the upgrading version of the cloud computing, deploys APPs from
data centre to the edge of network, and reduces the delay of UE because of the
storage and computing ability in the edge of network. Container as the light-
weight virtualization technology is faster and higher resource utilization than
VMs (virtual machine). As the development of IoT (Internet of Things), a large
number of UEs access to the MEC nodes, the traffic of MEC and demands of
containers in the MEC are modified with the motivation of UEs.

Kubernetes container as the most widely used container management system
in the edge-computing scenarios, its core components are API Server, the inter-
face of resource operation; Scheduler, which responses to schedule the resources,
schedule pods to the adapt node followed the policy; ETCD database, which
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saves the status information of the cluster. Node is the workload of Kubernetes,
which is composed by VM of physical server; and the Pod, as the minimum
scheduling unit, is the application instance, which composed by at least one
container.

Normal scheduling policy of Kubernetes is that filters out all the nodes which
do not fit the minimum resources demands of UE intents at first. And then
weighted left CPU use rate and left memory use rate as index to score the nodes,
the node with highest score will be chosen to deploy the container and applica-
tion. There are 2 kinds of management policies of Kubernetes Pods, one is HPA
(Horizontal Pod Autoscaling), the other is VPA (Vertical Pod Automotivation).

HPA means that Pod scales container copies based on the resource use rate,
such as CPU, disk, memories and bandwidth dynamically. When the workload
of pod reaches the upper limit, HPA will produce more pods to reduce the stress
of the single pod based on the management policies. When the workload of pod
is idle, HPA will reduce pods based on the management policies.

VPA means that UE will limit the computing resources use rate of pods
reasonably, based on resource status of cluster, when UE configures Pod. There
are 2 kinds of computing resources management of Pod, one is the resource
request, the other is the resource limits. The value of resource request is the
minimum value of computing resources assigned to the Pod, if the resources
of a node are less than the resources request of the Pod, the Pod will not be
scheduled to that node; The value of resource limits is the maximum value of
computing resources the Pod can occupy, and it is the reference value of Pod
migration policy.

2.5 Related Work

In [1], Li FL and Fan GY studied the intent-based network to solve the net-
work autonomy problem. The article introduced the descriptions of IDN scope
and architecture in academia and industry, and outlined the closed loop of IDN
implementation, including intent acquisition, intent translation, policy verifi-
cation, intent distribution and execution, real-time feedback and optimization;
elaborated the research status of key IDN technologies according to the closed
loop of IDN; illustrated the application of IDN in network measurement and
network service orchestration with examples. Container cluster dynamic scal-
able scheme based on mixed load is investigated in [2] by Zhong Yang. For
computation-intensive services, a responsive scaling strategy is used, and for
network-intensive services, a predictive scaling strategy is used, through the
coordination of these two strategies together to complete the dynamic scaling of
the service and ensure the stability of the service.

The problem of scheduling virtual resources in container cloud is investigated
in [3] by QiruiLi. A two-stage adaptive placement algorithm for virtual resources
based on secondary bin packing was proposed. At the VMs placement stage, use
BDF algorithms. At the containers placement stage, improve the BFD-based
bin algorithms to achieve the adaptive placement of the containers on VMs. The
experimental results show that the proposed algorithm can efficiently improve
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the data center’s computing resources utilization. Containers resource allocation
in dynamic cloud environments is investigated in [4] by Oren Katz. The algo-
rithm allocate for each container an available engine to execute it, and provide
a constant worst-case approximation bound using the Local Ratio technique.
Evaluations based on real-world scenarios show that the performance of algo-
rithm is up to a factor of two better than the performance of existing scheduling
algorithms when available resources are scarce. Kubernetes resource scheduling
strategy based on load prediction is investigated in [5] by Yong Tang. A com-
bined load prediction model EMD-TCN based on Empirical Mode Decomposi-
tion (EMD) and Time Convolutional Network (TCN) was established, which can
effectively reduce the request response time of applications. In the Pod schedul-
ing process, appropriate target nodes are selected for scheduling according to
different types of Pods, thus eliminating the bottleneck of a single resource on
the node and improving the load balance of the node.

A centralized Self-Organising Networks (SON) architecture is investigated in
[6] by Carolina Fernández. It designs and implements Multi-Pronged Monitor-
ing and Intent-Based Engine, which can deploy in the verticals condition on the
network. A generic intent-based system that can automatically orchestrate and
manage network lifecycle over multiple domains, sites and orchestrators is inves-
tigated in [7] by Talha Ahmed Khan. As the number of devices grows rapidly,
the complexity of orchestrators and platforms increases. The IBN based E2E
slice orchestration and platform address the challenge of multi-domain with full
automation. The system keeps the network slices stable throughout their life-
cycle. A novel E2E network slice management framework is investigated in [8]
by Enrique Chirivella-Perez. The main contributions of the work are as follows:
allow Industry 4.0 to create ad-hoc customized Network Slices Templates (NST)
for their digital transformation; allow Industry 4.0 to interconnect different sup-
pliers, warehouses and manufacturers on demand end-to-end; allows Industry
4.0 to manage the life-cycle of network slice instances (NSI).

3 System Design

In this section, we propose an intent-driven architecture for ONAP cloud-
network resource management system in flow chart given in Figs. 1 and 2 explain
the use case in the series of weighted algorithm. The ONAP-based intent-driven
network system with bi-loop architecture in Fig. 1 and the procedures and algo-
rithms defines the policies which manage slice and cloud resources of MEC and
RAN for the ONAP. The system is composed of intent interaction loop and
intent guarantee loop.

3.1 Intent Instance Management Model

ONAP-based Intent-Driven Network is bi-loop architecture composed by the
user loop and the network loop as Fig. 1. The user loop means UEs input user
intent and operators input operation intent to UUI in natural language, the
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UUI translates the natural language into cloud-network intent demands, which
include configurations demands, QoS demands, by BERT algorithm and other
AI algorithms. And then UUI creates an intent instance with intent instance ID
to SO, SO save the intent instance as scenario usecase ID in AAI, DCAE monitor
UE intent instance from AAI. The network loop means DCAE monitors cloud-
network status from MEC and RAN by the PM and FM (performance matter
and fault matter), when the cloud-network status cannot meet UE demands,
the policies will be changed, the slice and cloud configuration instance will be
modified. SO implements the policies to the 5G network slices and MEC cloud
resources. Finally DCAE inputs the cloud-network status to the UEs as feedback.

To simple the procedure of cloud-network resource management, the bi-
loop architecture can translate into intent instance management model based
on ONAP as Fig. 2.

Fig. 1. Bi-loop architecture of ONAP-
based intent-driven network

Fig. 2. Intent instance management
model based on ONAP open source
architecture

Intent instance management means intent instance specification and related
user intent storage and interaction updates, intent translation result parameters
storage, read and update, network state feedback information storage, etc. Intent
closed-loop management and network state monitoring of user intent closed-loop
is aware feedback.

Intent instance management provides the aggregation and export function
of user information desensitized data such as user original intent interaction
information, intent translation result information and network state feedback
information, and establishes standard data specification, which can provide the
data basis for the training and application of subsequent intent network related
intelligent algorithm models.

Components of intent instance management model are as follows:

– Active and Available Inventory (AAI): storage of intent instances;
– Use Case User Interface (UUI): user interaction interface and intent transla-

tion;
– Data Collection Analytics and Events (DCAE): querying user intent updates

from the AAI;
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– Service orchestration (SO): scenario usecase management, in which the sce-
nario usecase is responsible for reading the intent information from UUI and
save it in the AAI.

Such intent instance management model can also be treated as a kind of
business-use-case-decoupled intent monitoring interaction and assurance model,
which can support various different slices of business usecases through open
interfaces to achieve user intent assurance.

– UUI module: obtains natural language information input by users, parses net-
work intent requirements, selects intent instance creation interfaces according
to business usecase design, sends user intent to DCAE module and creates
intent instances in the AAI; receives network status information fed by DCAE
through slice KPI monitoring interface, provides network status feedback and
interaction to users, sends new network intent requirements and completes
slice update in a timely manner.

– DCAE module: based on the intent instance to achieve the intent closed-
loop management function, access network status feedback and interact with
the user through the slice KPI monitoring interface, sends user new network
requirement intent and updates the slice configuration timely.

– Intent monitoring and analysis module: predicting future network perfor-
mance based on real-time network status data and the latest UE intent;

– Intent decision and execution module: when the network performance is pre-
dicted can not meet the demand of UE, provides network slice configuration
modification policy based on the match result of available policy and user
intent.

– Policy distribution execution interface: provide network slice configuration
modification policy for business usecase, and the business usecase invokes the
policy to complete slice change and distribution.

There are 2 kinds of intent instance management process, one is intent
instance management based on scenario usecase, the other is intent instance
management based on intent management models.

The flows of intent instances management based on scenario usecase are as
Fig. 3.

Intent instance creates:

1 The UUI sends the UE intent with its newly intent instance ID to the scenario
use case in SO;

2 The SO binds the intent, intent instance ID and usecase service ID and saves
them in the AAI;

3 The AAI provides user intent monitoring interface for DCAE to monitor the
latest user intent in real time.
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Fig. 3. Intent instances management based on scenario usecase

Intent updates:

1 The UUI updates the user intent to the scenario usecase in the SO;
2 The scenario usecase binds the new usecase service ID to the user intent to be

saved in the AAI for association with the existing intent instance.

Intent instance closes:

1 The UUI sends the user stop service request to the scenario usecase in the SO;
2 The scenario usecase closes the intent service to the AAI.

The process for managing intent instances from the intent management model
is shown in the Fig. 4:

Intention instance creates:

1 UUI collects the usecase service ID;
2 Save the intent with newly created user intent instance ID and the reading

usecase service ID in AAI;
3 The AAI provides user intent monitoring interface for DCAE to monitor the

latest user intent in real time.

Intent updates:

1 UUI reads the new usecase service ID;
2 Save the newly bind usecase service ID bind with the new user intent into AAI

to associate with the existing intent instance.

Intent instance closes: UUI closes the intent service to AAI directly.
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Fig. 4. Managing intent instances from the intent management model

3.2 Resource Management Procedure and Algorithms

Based on the above intent instance management process, we design a set of algo-
rithms to define the policies which manage slice and cloud resources of MEC and
RAN for the ONAP. The algorithms weight cloud resources (CPU, disk, mem-
ories and bandwidth), slice resource of MEC&BS nodes, UE intents instances
use-cases priority and number of UEs for scheduling and defining policies.

The MEC&BS platform is composed by Kubernetes nodes, pods and con-
tainers. The containers with same intents instances use-cases are deployed in the
same Pod with the policies. The RAN of BS is a isolating Pod. The Near-RT
RIC authorize UE to use the xApp. The system model consists 3 main parts,
calculating UE intents instances use-cases priority, scheduling slice instances,
scheduling cloud resources.

The slice scheduling method used in the work is combines QoS scheduling
and Min-RB ratio resource reservation, ONAP assigns the RB based on the Wu,
and ONAP set the dedicated-RB ratio and min-RB ratio for each slice, if there
is part of prior RBs having not be used by UEs in the slice group, that part of
RBs could be used by UEs in other slice group.

Each use-case priority weight Wu is defined by UE number of invoking the
use case service and the default priority level of use case service. We define Wu

as:
Wu =

L5QI

10
+ lg NUE (1)
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where L5QI is the default priority level of use case service, and NUE is UE
number of invoking the use case service. The value of Wu is rounding.

The resource allocation matrix α can be expressed as cloud resources and
radio resource RB, according to the real-time status allocated for the intent
instants use-cases cluster in the same pod, each scheduling will based on that.
Suppose each column of matrix stands for a resource type, and the pod No. is
u, then:

α =

⎛
⎜⎜⎜⎜⎜⎜⎝

CPU1 MEM1 DISK1 BW1 RADSLI1

CPU2 MEM2 DISK2 BW2 RADSLI2
.....

CPUu MEMu DISKu BWu RADSLIu

⎞
⎟⎟⎟⎟⎟⎟⎠

(2)

In the beginning, the value of α is

α0 =
REnode

Wu
(3)

where REnode is the resource total amount of the UE accessing node of
MEC&BS.

The β is the resource utilization matrix of pods and slices according to the
load of the Pod and slice based on the CPU occupation time, data amount in the
memory and disk, the data rate of the application and threads in the container
and the RB occupation of each slice then:

β =

⎛
⎜⎜⎜⎜⎜⎜⎝

cpu1 mem1 disk1 bw1 radsli1

cpu2 mem2 disk2 bw2 radsli2
.....
cpuu memu disku bwu radsliu

⎞
⎟⎟⎟⎟⎟⎟⎠

(4)

The intent instants use-cases pod resource utilized rate matrix of Pod is as
follows

Pu =
β

α
(5)

The resource utilization rate matrix of nodes means the CPU, memory, disk,
bandwidth and slices utilization rate of each node in percent. Suppose each
column of matrix is a resource type, and the node No. is n.

Pn =

⎛
⎜⎜⎜⎜⎜⎜⎝

Pcpu1 Pmem1 Pdisk1 Pbw1 Pradsli1

Pcpu2 Pmem2 Pdisk2 Pbw2 Pradsli2

.....
Pcpun Pmemn Pdiskn Pbwn Pradslin

⎞
⎟⎟⎟⎟⎟⎟⎠

(6)
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The pod scheduling method used in the work combines VPA least requested
priority function among the nodes in the clusters and HPA inner the node self,
ONAP assigns the resources based on the α0 in the beginning, and ONAP set
the maximum limitation and minimum limitation of Pu for each pod, if there is
part of cloud resources have not be used by containers in the pods, that part of
resources could be used by other pods.

The problem of pods and slices weighted inner the node is solved by the
following iteration procedure, given as Algorithm 1, the output of the algorithm
is Pod and slice weight Wp&u.

Algorithm 1 Pod and Slice Weighted
Input: Pu

Output: Wp&u

for i = 1 → u do
for j = 1 → 5 do

if Pu(i, j) > 90% then Wp&u(i, j) = 5
else if Pu(i, j) > 70% then Wp&u(i, j) = 4
else if Pu(i, j) > 50% then Wp&u(i, j) = 3
else if Pu(i, j) > 30% then Wp&u(i, j) = 2
else if Pu(i, j) > 10% then Wp&u(i, j) = 1
elseWp&u(i, j) = 0
end if

end for
end for

The problem of source node and destination node selection is solved by fol-
lowing Algorithm 2, the output of Algorithm 2 is the node weight Wn

Algorithm 2 Node Weight
Input: Pn

Output: Wn

for i = 1 → n do
for j = 1 → 5 do

if Pn(i, j) > 90% then Wn(i, j) = 0
else if Pn(i, j) > 70% then Wn(i, j) = 1
else if Pn(i, j) > 50% then Wn(i, j) = 2
else if Pn(i, j) > 30% then Wn(i, j) = 3
else if Pn(i, j) > 10% then Wn(i, j) = 4
elseWn(i, j) = 5
end if

end for
end for

The problem of scheduling is solved by the following Algorithm 3. The results
of algorithm are source node of Pod extending from nsrc, the destination node
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of Pod extending to ndes, the pod/slice needed to be migrated pmig, and the
pod/slice needed to increase scale pinc or decrease scale pdec.

Algorithm 3 Scheduling Algorithm
Input: Wp&u&Wn

Output: nsrc, ndes, pmig,pinc, pdec
for i = 1 → u do

for j = 1 → 4 do
if Wp&u(i, j) = 5 then pmig=arg(Wp&u(i, j) = 5,p)
else if Wp&u(i, j) < 2 then pdec=arg(Wp&u(i, j) < 2,p)
elsepinc = arg(Wp&u(i, j),p)
end if

end for
end for
for k = 1 → n do

for j = 1 → 4 do ndes =argmax(Wn,n); nsrc =argmin(Wn,n)
end for

end for
for i = 1 → u do

for j=5 do
if Wp&u(i, j) > 4 then pinc= arg(Wp&u(i, 5) > 4,p)
else if Wp&u(i, j) < 2 then pdec=arg(Wp&u(i, 5) < 2,p)
end if

end for
end for

4 Conclusion

In this paper we introduce the architecture and components of ONAP and IDN,
the MEC, containers and slices management and analyse the cloud-network
resources scheduling algorithm based on ONAP and IDN, that aims at automat-
ing making the weighted policies in the ONAP to manage the cloud computing
resources and slice radio resource blocks together. Our approach considers each
intent instance in the AAI, corresponding to a slice and a pod in the containered
cloud. Based on each resources parameter, the weights are determined and the
scheduling algorithms are design.
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Abstract. The emergence of blockchain-based anonymous and
encrypted digital currencies has brought with it a rapid increase in
financial crimes. However, the regulation and detection of financial
crimes requires the detection of abnormal transactions in the scenario
of blockcain-based anonymous and encrypted digital currencies, where
traditional methods are not applicable. In this paper, we propose an
abnormal transaction node detection method on bitcoin based on outlier
ranking of transaction communities. The public key addresses in bitcoin
transactions are merged according to whether they belong to the same
user in order to form a user transaction graph, which is used as the input
of our method. This graph is then divided into smaller communities. The
abnormal transaction nodes are detected by ranking each node with its
inter/intra-community link outlier value. By conducting experiments on
a subset of bitcoin transactions, it shows that the proposed method is
able to effectively detect known abnormal nodes involved in financial
crimes.

Keywords: Outlier · Abnormal detection · Bitcoin · Transaction

1 Introduction

With the raise of blockchain-based digital currencies such as bitcoin, there is also
a rapid increase of financial crimes associated with it because of its anonymity.
The main reason is the pseudo anonymous provided by the underlying blockchain
technology, i.e. the public key addresses used for transactions are associated with
the real users. In order to identify the controllers of the financial crimes, it is
not enough to determine the communities that involve in the financial crimes,
it also requires to identify the core nodes in the communities that are more
likely to control the transactions inter/intra the communities, i.e. the abnormal
transaction nodes.

In order to detect abnormal transaction nodes, many researchers try to de-
anonymize the public key addresse using heuristic methods or external infor-
mation such as websites, forums and IP addresses [6–8,10,13,14]. Furthermore,
some researchers take a step forward to further identify the abnormal transac-
tion nodes [1,3–5,11]. Hirshman et al. propose a unsupervised learning method
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 53–60, 2024.
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to detecting anomalous behavior in the bitcoin transaction network based on
k-means and RolX [9]. Meiklejohn et al. perform an empirical studies on detect-
ing transaction nodes involved in crimes [10]. Pham et al. propose an anomaly
detection approach in bitcoin network based on three different unsupervised
learning techniques [12]. Cai et al. proposes a minimal weighted infrequent item-
set mining-based outlier detection approach for uncertain data stream [2].

Because gambling, money laundering, and fraud account only contribute to
a very low proportion of all transaction data, the crime nodes we focus on are
undoubtedly outliers when comparing to the large amount of normal transac-
tion nodes. The ideal behind the algorithm is the assumption that people tend
to frequently use their known and preferred services, and only have digital cur-
rency transaction with a fixed number of service providers. We believe that
these behaviors also exist in the bitcoin network. Thus, we design the abnormal
transaction node detection algorithm based on outlier identification technology.
According to the experimental results, the proposed abnormal transaction node
detection algorithm can effectively detect known abnormal nodes involved in
financial crimes.

2 Abnormal Transaction Node Detection

Firstly, if we view all transactions as a network, the user transaction graph
represents a social network with many communities. We believe that users with
a prominent number of inter-community connections compared to other users
are the active nodes in the transaction network, which are more likely to be the
core nodes involving illegal activities, such as gambling, money launder, and so
on. Secondly, from the perspective of the abnormal transaction community, it
can be found that the users with more inter-community connections are more
likely to be the organizers of the abnormal transaction community as well as the
internal contacts. In other words, these users are the backbones of the criminal
network.

Consequently, the first step of abnormal transaction node detection is to
divide the user transaction graph into connected smaller communities (sub-
graphs) which are disjoint with each other. There are many graph partition algo-
rithms that can be used for such purpose. So we choose a widely-used classic com-
munity discovery algorithm Louvain, which has been integrated in the GraphX
library of the Apache Spark data analytic platform [15] and is very efficient for
processing large-scale graphs. For the convenient of discussion, let us denote the
communities obtained by the Louvain algorithm as the set C = {C1, C2, . . . , Ck}.

According to the affect of communities in the network topology, the features
of the inter-community and intra-community links can be utilized to discover
the nodes of abnormal transaction behavior in a community. These nodes are
mainly organizers and major participants of illegal activities. Consequently, these
abnormal users identified by our algorithm provide a reference for the regulatory
agency of crypt digital currency.
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2.1 Inter-community Link Based Outlier Detection

Definition 1. (Outlier list) The outlier list is a collection of triples constituted
by a node, outlier rank of the node and total amount of money transfer through
the node.

Outlierlist = {(v,OR, value) | v ∈ V,OR ∈ [0, 1]}, (1)

where v is a node, V is the node set of the current community, OR is the outlier
rank, and value is the total amount of money transferred through the node.

For a set of community C = {C1, C2, . . . , Ck}, an algorithm for identify out-
liers by the inter-community outlier rank OR1 is described as follows:

(1) The Eq. (2) is used calculate the mean inter-community outlier rank mk

for all user nodes within a community Ck:

mk =

∑
ui∈Ck

∑
uj∈Ck(i�=j) |Count(ui) − Count(uj)|

2nCk

, (2)

ui represents a user node in community, Ck represents a community, nCk
=

|Ck| is the number of nodes in Ck, and Count(ui) represents the number of
communities that have connection with the user ui in the user transaction graph.

(2) Traverse all nodes in the community Ck, and use the Eq. (3) to calculate
the inter-community outlier rank OR1 for each node:

OR1(ui) =

∑
uj(j �=i) f(ui, uj)

nCk

, (3)

where nCk
= |Ck| and f(ui, uj) is a judgment function defined as the following

Eq. (4):

f(ui, uj) =
{

0, if |Count(ui) − Count(uj)| ≤ 2mk

1, otherwise. (4)

(3) Get a set of nodes and inter-community outlier rank pairs Outlierlist1 =
{(v,OR1(v)) | v ∈ V,OR1(v) ∈ [0, 1]}.

2.2 Intra-community Link Based Outlier Detection

The algorithm proposed above is based on the inter-community links of the
nodes, which ignores links between nodes within a community. However, some
abnormal nodes may not be responsible for “external contact” but for “internal
control”, which are mainly concern about only intra-community links. For exam-
ple, in a money laundering or gambling community, these nodes are also central
nodes which belong to a criminal group. In order to determine the possibility of
a node being a such outlier, we define the intra-community outlier rank OR2(v)
for a node v in community Ck as the page rank value of v in the graph Ck.

The above algorithm simply treats each community as a subgraph. The
importance (i.e. outlier rank) of each node is computed by PageRank algorithm
on the subgraph that the node belongs to. After performing the above algorithm
on all communities, each node gets a intra-community outlier rank that is a value
in the interval [0, 1].
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Algorithm 1: Intra-community outlier rank
Input: Ck: a set of nodes
Output: OV : a set of nodes with intra-community outlier ranks

1 Construct a subgraph GCk based on Ck;
2 if The edge set in GCk is not empty then
3 Compute page rank value OR2(v) for each node v in GCk based on

PageRank algorithm;
4 for v ∈ Ck do
5 OV = OV ∪ {(v,OR2(v))};

6 return OV ;

2.3 Outliers Weighting

In order to reflect the overall outlier rank of a node, we define the following
weighted outlier rank OR.

OR(v) =

⎧
⎨

⎩

OR1(v), OR1(v) > t
OR2(v), OR2(v) > t
α · OR1(v) + β · OR2(v), otherwise.

(5)

Here t is a threshold value, which is set to be 0.95 based on experimental results.
α and β are the weights of the outliers ranks OR1 and OR2, which satisfy that
0 ≤ α, β ≤ 1 and α + β = 1. During experiments, we observe that the influence
of the OR1 value on the measurement of the abnormal node is greater than that
of the OR2 value. Thus, α and β are set to 0.6 and 0.4 in this paper.

Based on the Eq. (4), the weighted outlier rank of each node can be calculated
based on its inter-community outlier rank OR1 and intra-community outlier rank
OR2. Hence, from the two sets Outlierlist1 and Outlierlist2, we can obtain a
set of nodes and weighted outlier ranks pair Outlierlist.

2.4 Node Filtering

In general, the nodes involving in illegal activities such as gambling and money
laundering usually have a large amount of transactions. Hence, we can focus on
these nodes to improve the efficiency of anomaly detection. So an addition node
filtering process can be added before sorting nodes by their outlier rank to filter
out nodes, when transaction amount is less than a specific value.

Firstly, in order to reflect the true value of bitcoin, the unit of transaction
amount is converted from “cong” into “US dollar” based on the bitcoin exchange
rate at the time of transaction. Secondly, the triples in Outlierlist whose trans-
action amounts are less than the threshold value s are filtered out. Thirdly, the
remaining triples are sorted by the outlier rank OR in descending order.

Based on the above properties, the abnormal transaction node detection algo-
rithm is designed as the following Algorithm 2.
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Algorithm 2: Abnormal transaction node detection
Input: G: a user graph
Output: OR′: a list of abnormal nodes

1 Using the Louvain algorithm to identify communities C = {C1, C2, . . . , Ck} in
the user transaction graph G;

2 OR1 := IntraR(C);
3 OR2 := InterR(C);
4 OR := WR(OR1, OR2);
5 OR′ = Filter(OR);
6 return OR′;

3 Experiments and Evaluations

3.1 Experimental Setup

The proposed algorithms are implemented in Python 3 to evaluate their effec-
tiveness. The environment for conducting all experiments is a workstation with
Intel(R) Core(TM) i7-8700 CPU @3.20GHz, 32GB memory and Windows 7 64
bit operation system.

In order to evaluate the proposed abnormal detection algorithm, we construct
two datasets based on two carefully chosen one-month transaction data of bitcoin
blockchain from 2012 and 2013. The first dataset is the BC2012 dataset, which
contains all transaction data from September 1 to October 1, 2012 in bitcoin.
There are 360, 766 nodes (public key addresses) and 1, 097, 885 edges (transac-
tions) in the BC2012 dataset. The second dataset is the BC2013 dataset, which
contains transaction data from May 1 to May 31, 2013 in bitcoin. There are
823, 688 nodes and 2, 242, 622 edges in the BC2013 dataset. In order to make
these two dataset suitable for abnormal transaction node detection, we select
the two one-month intervals based on whether they contain as many as possible
nodes that are known to be involved in illegal activities.

The experiments of the proposed abnormal transaction node detection algo-
rithm is performed on both BC2012 and BC2013 datasets to evaluate its effec-
tiveness.

3.2 Evaluation of Abnormal Transaction Node Detection

Our abnormal transaction node detection algorithm is used to calculate the out-
liers rank of nodes in the whole transaction graph of BC2012-5 dataset. The
outlier ranks and annotations of the top-10 nodes are listed in Table 1. It shows
that there are two exchange nodes, one coinbase node, four gambling related
nodes, and one money laundering node among the top-10 nodes. Furthermore,
we find that the gambling related nodes do not belong to participant of gambling,
whereas they belong to the organizers of the gambling websites. The algorithm
also detects a known node which belongs to a money laundering site. Addition-
ally, we find two hidden nodes that have yet been annotated as abnormal on the
Internet.
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Table 1. Top-10 abnormal transaction nodes

No. User ID Outlier Amount of transaction Label

1 162 0.999513 278.75 Exchange

2 1389 0.999513 336.49

3 123 0.999139 50868.16 Gambling

4 1284 0.999139 320.48

5 2842 0.999139 7323.62 Gambling

6 6676 0.999139 175.52 Gambling

7 306 0.999134 4415.78 Gambling

8 562 0.999082 40918.57 Coinbase

9 540 0.999082 5959.30 Money laundering

10 341 0.999081 4003.94 Exchange

Especially, the distributions of abnormal transaction nodes identified by the
abnormal transaction node detection algorithm varies for different types of com-
munities. In the coinbase community, only one abnormal transaction node is
identified. However, there are many abnormal transaction nodes in gambling
community and exchange community, which is consistent with the fact that
coibase community is a normal community, but gambling community and money
laundering network usually contain a large number of abnormal nodes. This indi-
cates that our algorithm can effectively distinguish nodes in normal communities
and abnormal nodes in abnormal communities.

As is known to all, money laundering nodes are the most difficult to detect
because its behavior patterns are relatively hard to distinguish with normal
transactions’. The results verify that our algorithm can effectively detect money
laundering nodes using 10 days transaction data in BC2012 and BC2012 respec-
tively with 5 known addresses that provide money laundering services. The
experimental results are listed in Table 2, which indicate that our algorithm
identifies 4 money laundering nodes and their outlier rank are particularly high.
Although the algorithm does not identify all 5 money laundering nodes, it still
demonstrates the capability of the algorithm.

Table 2. Detection results of money laundering websites

No. User ID Outlier Amount of Transaction Year

9 412 0.999982 7987.30 2012

100 624 0.999977 1203.13 2012

24 523 0.999995 1308.92 2013

138 121 0.999983 5469.90 2013

Then we evaluate the abnormal transaction node detection algorithm in a
gambling community. The outlier ranks and annotations of nodes in the com-



Abnormal Transaction Node Detection 59

munity are listed in Table 3. Because of the existence of a value greater than 0.95
of the original two outliers, three of the top-6 nodes with higher outliers ranks
are retained ; the nodes of ranking 3–6 are the higher user nodes weighted by
the outliers. Table 8 verifies that the node 1078 belongs to a gambling website
and the node 2643 is a major player in the gambling community, whose total
money transaction is $20342.453 over 10 days period. Moreover, we detect some
abnormal nodes without known annotations, such as node 483, the 5th node.

Table 3. Outliers ranked top 6 in a gambling community

No. ID Public key address Outlier Node type

1 645 1dice8EMZmqKvrGE4Qc9bUFf9PX3xaYDp 0.998 Gambling website

2 648 1dice97ECuByXAvqXpaYzSaQuPVvrtmz6 0.972 Gambling website

3 376 1dice5wwEZT2u6ESAdUGG6MHgCpbQqZiy 0.965 Gambling website

4 1078 1dice6DPtUMBpWgv8i4pG8HMjXv9qDJWN 0.902 Gambling website

5 483 1bankCWEi5gaNPxkw2qPsm6GgF42XaG8K 0.865 –

6 2643 1gKof8dNAoztQZfad1HAHwYup8GTPbMU1 0.604 Gambling participant

4 Conclusion

The main contributions of this paper lie in an abnormal transaction node detec-
tion algorithm for recognizing the major participants with suspicious transaction
communities. The community based ranking are utilized to effectively identify
abnormal nodes in financial transactions with incomplete user information and
unpredictable abnormal types and features. The abnormal transaction nodes
are identified based on outlier detection on graphs, which provides a possible
solution for financial crime regulation on blockcain-based crypt currency such
as bitcoin. By applying public key addresses merging and community discovery
algorithms on the bitcoin blockchain, suspicious communities that are possibly
involved illegal activities are clustered and can be used as input for abnormal
transaction node detection, which identifies nodes with high outlier ranks in
the whole user transaction graph. The experiments on the BC2012 and BC2013
dataset show that the proposed algorithm is effectiveness for detecting core node
in communities involving in financial crimes.
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Abstract. SLAM (hereinafter referred to as SLAM) refers to the autonomous
mobile carrier in the unknown environment, through the data information obtained
by its own sensor to achieve its own positioning, in addition to the technology can
also continuously build and update the map in the process of carrier movement.
Visual SLAM is a technology that uses visual sensors as input and uses dense
perception of the surrounding environment to achieve SLAM function. Compared
with the traditional SLAMmethod, visual SLAM can retain the semantic informa-
tion in the environmentwhile ensuring the accuracy, so as to expand the function of
the carrier. This paper first introduces the milestone methods in the field of visual
SLAM in chronological order, then introduces the standard flow of visual SLAM,
and finally introduces the advantages and several typical excellent algorithms of
visual SLAM that integrates point-and-line features.

Keywords: Visual SLAM · Point-and-line features

1 Introduction

As autonomous driving technology continues to evolve, its requirements for positioning
accuracy and environmental awareness are also increasing [1, 2]. The traditional global
satellite navigation systems have limitations in providing high-precision positioning
and cannot offer accurate environmental perception for robots. However, the localiza-
tion and mapping technique known as SLAM utilizes sensors installed on vehicles to
gather data and utilize that data to determine the vehicle’s position. SLAM technology
holds great potential in the field of autonomous driving as it enables vehicles to achieve
high-precision positioning and environmental perception capabilities. In recent years,
there has been significant attention given to the research outcomes of SLAM algorithms,
indicating a strong interest in the widespread application of SLAM in autonomous
driving and other domains [3, 4]. SLAM refers to the process of accurately localiz-
ing a mobile device equipped with sensors in an unfamiliar environment while simulta-
neously creating a comprehensivemapof its surroundings. The termoriginally originated
in the robot community, but with the advent of autonomous driving, SLAM technology
that can perfectly adapt to it has also received attention from researchers. This is because
SLAM can provide more accurate positioning services than traditional GPS, and it can
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Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 61–67, 2024.
https://doi.org/10.1007/978-981-99-9247-8_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_7&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_7


62 Y. Qing and H. Yu

also build a rich road database for car navigation systems to adapt to the growing trend
of autonomous driving. Laser SLAM as a technology was proposed in the early develop-
ment of SLAM, after years of development and continuous improvement, the research
on laser SLAM has reached a high level of maturity. However, due to the limitation of
laser SLAM itself, the radar data is distorted when the mobile carrier moves fast, and
the accuracy of SLAM is reduced.

Compared with laser SLAM, which requires active signaling, visual SLAM real-
izes positioning and map construction through visual dense perception of the environ-
ment, which enables visual SLAM to avoid the defects of laser SLAM. In addition,
visual SLAM has the advantage of preserving map semantic information. In addition,
from the perspective of sensor cost, the cost of camera is generally lower than that of
liDAR, which makes visual SLAM more and more valued by researchers. Most classi-
cal visual SLAM algorithms are designed with the assumption of a static environment,
but in the actual environment, there will inevitably be dynamic changes. These dynamic
changes often have unpredictable characteristics, which makes it difficult to construct
effective constraints on them. In addition, these dynamic changes can also cause the static
part of the original to be covered. Effectively addressing dynamic changes in the real envi-
ronment is a pressing challenge in visual SLAM. Additionally, environments with lim-
ited texture informationor repetitive textures can further complicate visual SLAMmatch-
ing, leading to unstable optimization calculations.

2 History of Visual SLAM Development

In 2007,Davison et al. first proposed a real-timemonocular visual SLAMsystem:Mono-
SLAM, which successfully applied the SFM method to SLAM. Mono-SLAM provides
solutions for active mapping andmeasurement, using a universal model for smooth cam-
era motion, and monocular feature initialization and feature orientation estimation. In
the same year, Klein et al. proposed the PTAM algorithm, a keyframe-based monocu-
lar visual SLAM algorithm, which divides the SLAM system into two parallel threads:
tracking and mapping. This mode has been widely recognized by researchers for its
effective reduction of computing costs. In 2011, inheriting the dual-threaded parallel
mode of PTAM, Newcombe et al. introduced DTAM, a SLAM system that utilizes a sin-
gle RGB camera for real-time dense positioning and tracking, which maintains a dense
mapping of key frames. But like most direct SLAM, DTAM requires high hardware
costs to run in real time. In 2013, Endres et al. proposed a visual SLAM method that
uses RGB-D cameras to generate high-precision 3D maps.This method has low hard-
ware requirements, but the system and apos;s robustness is limited, making it challeng-
ing to handle complex environments. In the same year, Salas-Moreno et al. proposed an
object-oriented 3D SLAM framework: SLAM++. By leveraging prior semantic infor-
mation of 3D objects, the system effectively reduces the amount of data to be processed,
resulting in improved processing efficiency.

At present, the research on the overall framework of visual SLAM has been very
mature, and the multi-threaded parallel mode is considered to be the optimal solution
at present, and researchers primarily focus on enhancing the accuracy and robustness
of the system as their main priority. In 2014, Forster et al. proposed a Semi-direct
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monocular Visual SLAMalgorithm: semi-direct Visual Odometry (SVO for short) Semi-
direct method is to obtain camera pose by directly matching feature points in images.
In the same year, Enegl et al. proposed a monocular camera-based direct visual SLAM
algorithm (LSD-SLAM). LSD-SLAM does not use key points, but directly operates
on image intensity, and allows the construction of large-scale and consistent envi-
ronment maps. However, the initialization calculation of LSD-SLAM is complex. In
terms of feature point method, Mur-Artal et al. proposed a monocular camera-based
visual SLAM algorithm (ORB-SLAM) in 2013 [5]. ORB-SLAM utilizes ORB fea-
tures and leverages feature matching and relocalization of ORB descriptor points, pro-
viding improved view invariance compared to PTAM. Additionally, the algorithm effi-
ciently handles feature matching for newly detected 3D points, enabling timely expan-
sion of the scene. The timeliness of scene expansion plays a crucial role in ensuring sta-
ble tracking of subsequent frames.ORB-SLAMalso incorporates a closed-loopdetection
module to eliminate error accumulation. In 2017, Mur-Artal et al. expanded the frame-
work and named it ORB-SLAM2, the biggest change from the previous generation is
that the ORB-SLAM2 supports both monocular, stereoscopic and RGB-D cameras. Of
course, like most feature point visual SLAM methods, the Mur-Artal et al. ‘s method
can have good performance and accuracy in well-textured environments, but it is still
difficult to maintain its performance in the absence of texture or repeated scenes. In
addition, the latest version of the method, ORB-SLAM3, has been released in 2021, and
ORB-SLAM3 [6] supports the integration of vision and IMU while supporting various
cameras, further improving the robustness of the algorithm itself. In 2022, the EDPLVO
[7] proposed by Lipu et al., by extending the direct method to line features, significantly
reduces the number of variables to speed up optimization (Fig. 1).

Fig. 1. Historical milestone in the development of visual SLAM.
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3 Standard Flow of Visual SLAM System

A complete standard visual SLAM system [8] typically consists of the following five
parts:

Input: Collect camera images and preprocess the collected image information
according to the subsequent work requirements of the system.

Front-end (visual odometer): Using camera images captured within a short time-
frame, the front end of the SLAM system estimates the camera’s pose (position and
attitude) in the mobile robot’s coordinate system. Simultaneously, it constructs a local
map. The primary techniques employed in the front end include the feature-basedmethod
(indirect method) and the direct method.

Back end: In the back end of the SLAM system, the camera poses calculated by the
visual odometry, along with the 3D map points and loop detection information, are used
for global optimization of both the pose and the 3D map points.

Loop detection: By detecting loops and determining if the robot has returned to a
previous position, the system can utilize these loop closures as constraints to effectively
mitigate accumulated errors in the trajectory estimation.

Mapping: Using the estimated trajectory as a foundation, generate a map that aligns
with the specific requirements of the mission (Fig. 2).

Fig. 2. Visual SLAM standard flow chart.

At present, the application scenarios of visual SLAMmainly fall into three categories:
high-precision positioning of autonomous driving, autonomousmobile robots, and three-
dimensional reconstruction of indoor scenes. In different scenarios, the requirements for
algorithmaccuracy, computing resources and computing speed are different.Appropriate
algorithms should be selected for different scenarios.

4 Visual SLAM Algorithm for Fusion of Point-Line Features

Currently, to ensure high accuracy, mainstream visual SLAM methods predominantly
rely on nonlinear optimization techniques. While these methods offer improved pre-
cision compared to traditional filter-based approaches, they also demand greater com-
putational resources. As mentioned earlier, visual SLAM can be divided into direct
and indirect methods. Point features are one of the most commonly used features in
feature-based indirect methods, because they have the advantages of simple structure
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and easy establishment of constraints. Therefore, indirect method is also called feature
point method. Corner points are the most representative feature points, which have the
advantages of simple structure, easy extraction and matching. Nevertheless, feature-
point based visual SLAM methods heavily rely on the quality and quantity of point
features, which can become a limitation in certain scenarios. In environments with
limited texture information or repetitive and similar textures like corridors, windows,
and white walls, extracting an adequate number of point features becomes challeng-
ing. The challenges in feature extraction significantly impact the accuracy and robust-
ness of the SLAM system, sometimes leading to failure. Factors such as fast cam-
eramotion and changes in lighting conditions can cause a significant decrease in the num-
ber of accurate point feature matches.

Table 1. Several excellent visual SLAM algorithms for fusion of point-line features are
introduced.

Presenter Time Improvement

Vakhitov et al. [9] 2016 The EPnPL and OPnPL algorithms based on the
combination of point and line features are proposed

Zuo et al. [10] 2017 Line features are represented by Prucker coordinates and
parameterized line features are represented by minimum
orthogonal

Pumarola et al. [11] 2017 A method of system initialization using line features is
proposed

Gomez-Ojeda et al. [12] 2019 For the first time open source binocular based
point-and-line feature SLAM method

He et al. [13] 2018 Line features are introduced in point feature-based visual
inertial system

Wang et al. [14] 2018 The Angle of the line is also added to the construction of
the reprojection error of the line feature

Gome-Ojeda et al. [17] 2018 A method based on geometric constraints to construct
minimum L1 norm is proposed for line feature matching in
binocular image sequences with high dynamic range

Zhou et al. [7] 2022 The line feature is extended to the direct method

Therefore, although point is the most commonly used environment representation
method in visual SLAM, representation methods such as line, plane, and even object
can provide richer map representation, which is more suitable for the work requirements
of dynamic SLAM. Embedding the task of dynamic object detection into SLAM algo-
rithms is crucial and challenging, as it holds significant importance in the context of
autonomous driving. The workflow of existing visual SLAM algorithms embedded with
dynamic object detection is divided into two stages: First, the dynamic object needs
to be segmtioned, tracked, and its pose estimated, and then this information is used
to estimate the state in a probabilistic framework. The detection and segmentation of
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dynamic objects has enabled precise solutions in real time. The existing visual SLAM
algorithm embedded with dynamic target detection has the problem that its front-end
cannot provide reliable attitude information.Therefore, in order to improve the perfor-
mance of point-feature SLAM, more and more attention has been paid to the use of
linear features in SLAM systems. Line features are more abundant in artificial environ-
ment and more robust to illumination changes. The integration of point-line features in
the SLAM system can enhance feature extraction in environments with weak texture,
thereby increasing the overall number of extracted features. Table 1 briefly introduces
several kinds of visual SLAM that fuse point and line features.

5 Epilogue

An integrated visual SLAM method that incorporates point-line features is proposed,
which introduces linear geometric constraints to match line features across different
image frames. This method offers several advantages. Firstly, it significantly reduces the
computational load involved in feature matching. Secondly, it extracts point features for
key frames and utilizes these features to match specific points and edge points within the
image region. This approach enhances the accuracy of matching, resulting in a visual
SLAM systemwith improved positioning accuracy. Especially for the scene with uneven
light and weak texture, the positioning accuracy and operation speed can be improved,
which is an excellent scheme for optimizing visual SLAM system at present, and has
a good application prospect and research value. Further investigation and research into
visual SLAM systems based on point-and-line features hold great potential and merit.
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Abstract. As the aging population grows, health issues have attractedwidespread
attention, especially among older adults. We explored the effects and simulation
prediction of network services based on a multi-dimensional analysis of the health
status of older adults, which could help older adults to better manage and evaluate
their health. The studywas conducted as follows. Based on the China Family Panel
Studies (CFPS) data, a chi-square test was used to screen out 16 indicators with
significant effects on the self-rated health (SRH) of older adults. To eliminate
selection bias between samples, a propensity score matching (PSM) was used
to explore the potential impact of network services on SRH of older adults. A
multi-agent simulation model was constructed to examine SRH effects and then
compare the health both before and after using network services based on the
AnyLogic platform. The XGBoost algorithmwas used to build a prediction model
for assessing SRH of older adults. The experimental results show that network
services have a positive effect on SRH of older adults using the multiple PSM
methods, improving SRH of older adults by 14.1%. Meanwhile, the multi-agent
simulation proves that network services can improve the health status of older
adults. It also proves that the XGBoost algorithm has better accuracy, specificity,
and running time than the other compared algorithms, and can meet the prediction
needs of this paper. This study may enrich and expand the theoretical framework
of health influence mechanism and simulation prediction studies.

Keywords: Self-rated health · Agent simulation · XGBoost algorithm · Network
services

1 Introduction

China has entered an aging society, and the degree of aging is continuously deepening.
The National Health Commission pointed out that China’s aging population presents
a situation and characteristics of large quantity, fast speed, and significant differences.
According to estimates, around 2035, the proportion of people aged 60 and above in the
total population will exceed 30%, entering a stage of severe aging [1]. Aging itself is
the result of social development and the health development of residents. It has brought
opportunities to our country but also posed significant challenges to elderly care, medical
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services, and social services. Among them, the health issues of older adults are one of
the most prominent problems [2]. In this context, studying and understanding the health
status of older adults, as well as the influencing factors and mechanisms, and conducting
scientific simulation and prediction, have practical significance for promoting healthy
aging in our country.

Research on measurement indicators of the health status of older adults shows that
the self-rated health (SRH) can reflect the subjective and objective aspects of health
status [3]. SRH is not only derived from internal physiological factors such as physical
condition, and social adaptability, but also depends on the lifestyle and habits of older
adults. It has high reliability and robustness in measuring health status [4, 5]. Previous
studies have identified multiple influencing factors in health decision-making, including
demographic factors, health-related lifestyles, and socioeconomic factors [6]. With the
development of smart aging, the use of network services has become a social trend
and is widely popular and applied among older adults [7]. Older adults can enjoy the
convenience brought by information services, which not only reflects the development
of smart aging but also has a certain impact on their health.

The process of influencing the health behavior is complex, resulting from the inter-
action of many subjects and factors. Even simple behavioral rules can form complex
patterns at the macro level. Therefore, it is difficult to accurately describe the influenc-
ing process of SRH of older adults using the traditional and static research methods. An
agent is a subject that exists in the environment. It can understand and analyze all the
information and data obtained from the environment and output corresponding behav-
ioral measures according to its own needs. Agent-basedmodeling (ABM) system, which
consists of multiple agents in the same environment, focuses on studying the individual
micro-level behaviors in the system and forms macro-level evolution phenomena [8].
ABM has strong reliability and efficiency in solving practical problems and is widely
applied in sociology and economics fields.

On the other hand, the main purpose of predicting SRH of older adults is to iden-
tify the potential health level, providing reference for the health intervention. Machine
learning typically follows non-linear and non-parametric methods instead of predefining
the complexity of the model, enabling tasks such as clustering, classification, and pre-
diction. They can serve as decision support tools for assessing the health status of older
adults [9]. Commonmachine learning classification algorithms include K-nearest neigh-
bor (KNN), decision tree (DT), random forest (RF), support vector machine (SVM), as
well as gradient boosting decision tree (GBDT), adaptive boosting (AdaBoost), light
gradient boosting machine (LightGBM), eXtreme gradient boosting (XGBoost). They
can achieve good accuracy and interpretability when dealing with the complex problems
compared to the statistical analysis methods.

This paper focuses on the mechanism and dynamic simulation prediction of the
impact of network services on SRH of older adults, aiming to explore methods and
pathways to improve the health status of older adults in the context of smart aging in
China. The innovations of this paper include: establishing a long-term mechanism for
the impact of network services on SRH of older adults, further exploring the dynamic
process; selecting suitable algorithms to construct prediction models for identifying the
health status of older adults, thus supporting the prediction and early warning of the
health-related issues.
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2 Methods

2.1 Data Acquisition and Analysis

The data source for this paper is the latest 2020 database of the China Family Panel
Studies (CFPS), a nationwide, comprehensive social tracking survey organized by the
China Social Science Research Center of Peking University. This data reflects China’s
social, economic, demographic, educational, and health changes, and provides a base
for academic and policy research [10]. Health is one of the research topics that CFPS
focuses on. Older adults aged 60 years and above were selected from the database as the
study subjects. After removing the samples with missing values in the dependent and
independent variables, the final valid sample of 3409 was obtained. Table 1 is compiled
from the CFPS data.

Table 1. Variable setting.

Variables Meanings Descriptions Variables Meanings Descriptions

Gender Gender Male = 1; Female =
2

Health Health changes Worse = 1; No change
= 2; Better = 3

Age Age 60 ~ 70 = 1; 70 ~ 80
= 2; 80 and above =
3

Chronic Is there a chronic
disease

Yes = 1; No = 2

Education Education Illiteracy = 1;
Primary school = 2;
Junior high school =
3; High school = 4;
Junior college = 5;
Bachelor’s degree or
above = 6

Medical Where to see a doctor Comprehensive
hospital = 1;
Specialized hospital =
2; Community Health
Service Center = 3;
Community Health
Service Station = 4;
Clinic = 5; I don’t
know = 6

Marriage Marital status Unmarried = 1;
Married = 2;
Cohabitation = 3;
Divorce = 4; Widow
= 5

Medicare Medical insurance
type

Public medical
expenses = 1; Urban
employee medical
insurance = 2; Urban
resident medical
insurance = 3;
Supplementary
medical insurance = 4;
New rural cooperative
medical care = 5;
Basic medical
insurance = 6; None of
the above = 7; I don’t
know = 8

(continued)
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Table 1. (continued)

Variables Meanings Descriptions Variables Meanings Descriptions

City Urban and rural Town = 1; Rural = 2 Exercise Frequency of
physical exercise

Less than once a
month = 1; More than
once a month, but less
than once a week = 2;
1 ~ 2 times per week =
3; 3 ~ 4 times per week
= 4; 5 or more times
per week = 5; Once a
day = 6; 2 or more
times a day = 7; Never
participate = 8

Soldier Veterans or not Yes = 1; No = 2 Smoke Have you smoked in
the past month

Yes = 1; No = 2

Religion Religious or not Yes = 1; No = 2 Drink Have you consumed
alcohol three times a
week in the past
month

Yes = 1; No = 2

Work Working condition Working = 1;
Unemployment = 2;
Exit from the labor
market = 3

Read Reading or not Yes = 1; No = 2

Retirement Whether to receive
retirement

Yes = 1; No = 2 Network Mobile internet
access or not

Yes = 1; No = 2

Insurance Whether to receive
pension insurance

Yes = 1; No = 2 Computer Whether computer
access

Yes = 1; No = 2

Income Last year’s income 0 ~ 1000 = 1; 1000 ~
2000 = 2; 2000 ~
3000 = 3; 3000 ~
4000 = 4; 4000 ~
5000 = 5; 5000 and
above = 6

SRH Self-rated health Unhealthy = 1;
General = 2;
Relatively healthy = 3;
Quite healthy = 4;
Very healthy = 5

The dependent variable is SRH, and the CFPS 2020 survey directly asked “How
healthy do you think you are? Very healthy, quite healthy, relatively healthy, general,
unhealthy”. In this paper, responses are assigned and reverse coded with unhealthy as 1,
general as 2, relatively healthy as 3, quite healthy as 4, and very healthy as 5. The explana-
tory variables are classified into 5 dimensions. Basic personal information, including:
gender, age, education,marriage, city, soldier, and religion; work status, including: work,
retirement, insurance, and income; disease status, including: health, chronic, medical,
and medicare; lifestyle habits, including: exercise, smoke, drink, and read; network
services, including: mobile internet and computer access.

Both the dependent and independent variables are categorical variables, so the chi-
square analysis test was used to study whether there is significant difference between
categorical data (P values less than 0.05). Due to space limitations, only the basic infor-
mation and network services are shown in Table 2. The chi-square analysis results for
other modules are shown in Table 3.

From Tables 2 and 3, a total of 16 factors, are statistically significant and will be used
for subsequent analysis of influence and predictive modeling. Gender: significant differ-
ences in SRH of older adults of different genders were observed, with male exhibiting
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Table 2. Effects of different variables on SRH of older adults [n = 3409, percentage (%)].

Items Features Unhealthy General Relatively
healthy

Quite
healthy

Very
healthy

χ2 values P values

Gender Male 20.7 16.9 38.4 11.9 12.1 51.900 < 0.001

Female 31.2 16.4 33.3 10.1 9.0

Age 60 ~ 70 24.8 16.6 36.1 11.3 11.2 13.734 0.089

70 ~ 80 29.0 15.8 35.2 10.8 9.2

80 and above 24.1 22.8 35.4 8.2 9.5

Education Illiterate 33.2 18.2 26.8 10.8 11.1 148.878 < 0.001

Primary
school

24.4 17.0 37.6 10.5 10.5

Junior high
school

20.2 13.2 43.4 12.0 11.3

High school 16.8 17.1 47.3 9.8 9.0

Junior college 10.8 13.8 56.9 16.9 1.5

Bachelor’s
degree or
above

12.5 12.5 54.2 16.7 4.2

Marriage Unmarried 35.7 10.7 25.0 17.9 10.7 18.518 0.294

Married 25.3 16.3 36.3 11.4 10.6

Cohabitation 27.3 9.1 54.5 9.1 0.0

Divorce 26.1 13.0 34.8 15.2 10.9

Widow 29.7 19.0 33.3 7.9 10.1

City Town 21.4 19.9 38.9 9.8 10.0 58.294 < 0.001

Rural 30.3 13.7 33.0 12.0 11.0

Soldier Yes 18.2 13.6 50.0 18.2 0.0 5.262 0.261

No 26.1 16.7 35.7 11.0 10.6

Religion Yes 16.0 22.1 39.7 10.7 11.5 8.466 0.076

No 26.5 16.4 35.6 11.0 10.5

Network Yes 19.3 15.7 42.1 11.3 11.6 25.955 < 0.001

No 27.8 16.9 34.2 10.9 10.2

Computer Yes 11.4 14.8 47.7 15.9 10.2 13.271 0.010

No 26.5 16.7 35.5 10.9 10.5

a more optimistic attitude towards their SRH than female. Education: significant differ-
ences with different educational backgrounds were observed, with those who received
higher education exhibiting a more optimistic attitude towards their SRH than those with
lower education levels. City: significant differences living in urban and rural areas were
observed, with a lower proportion of urban older adults rating themselves as unhealthy
compared to their rural counterparts. Network: significant differences with different
mobile internet usage were observed, with those who used the internet exhibiting a more
optimistic attitude towards their SRH than those who did not. Computer: significant dif-
ferences with different computer usage were observed, with those who used computers
exhibiting a more optimistic attitude towards their SRH than those who did not.
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Table 3. Chi-square test results of other modules.

Items χ2 values P values Items χ2 values P values

Work 69.014 < 0.001 Medical 60.967 < 0.001

Retirement 36.356 < 0.001 Medicare 77.141 < 0.001

Insurance 4.505 0.342 Exercise 75.647 < 0.001

Income 122.879 < 0.001 Smoke 30.931 < 0.001

Health 641.349 < 0.001 Drink 32.484 < 0.001

Chronic 362.948 < 0.001 Read 64.976 < 0.001

2.2 PSM-Based Impact of Network Services on SRH

To explore the relationship between network services and SRH of older adults, a treat-
ment group (using network services) and a control group (not using network services)
were established. This is a set of covariates xi that will have an effect on y and x1. To
overcome endogeneity of samples due to self-selection bias and bidirectional causality,
the propensity score matching (PSM) model was used to assess the impact of network
services on SRH of older adults [11]. Assuming that y1i is the health effect of the ith
individual using the network services (Di=1) and y0i is the health effect of the ith indi-
vidual not using the network services (Di=0), then the health effect of older adults using
network services is (y1i-y0i). Given the observable variable xi, the conditional probability
that individual i enters the treatment group is as in Eq. (1). ATT is obtained to measure
the average treatment effect for the treated, which represents the difference between the
observation results of individual i and its counterfactual, as in Eq. (2).

p(xi) = Pr(Di = 1|x = xi) = E(Di|xi) (1)

ATT = E{y1i − y0i|Di = 1} = E[E{y1i − y0i|Di = 1, p(xi)}] (2)

2.3 Agent-Based Simulation of Network Services on SRH

The health status of older adults is not only limited by the network services, but also
influenced by the external environment and the interactions between users, making the
health behavior system of older adults complex. In this paper, the agent-based simulation
was applied to analyze the dynamic changes of the impact of network services on the
health status of older adults. In the simulation system, each person is an agent with
autonomy,mobility, reactivity, and intelligence. Under the influence of network services,
the health status of the population has undergone a transformation. The conceptual
diagram of the agent-based health simulation is shown in Fig. 1.

According to the analysis results of sample data, the agent behavior rules and simu-
lation process were designed based on the AnyLogic platform. The main steps include
the following.
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Fig. 1. Conceptual diagram of the agent-based health simulation for older adults.

Step 1: Set the agent system environment. The initial number of agents, attributes,
and parameters were first set. The environment defines a set of shared properties of
agents, and Anylogic will automatically create a certain number of agents within the
environment.

Step 2: Set the characteristics and behaviors of agents based on the state diagram. The
cross-correlation between the state diagramswere achieved by setting the state transition
rate, which is the percentage of potential agents that need to use network services.

Step 3: Create the output chart. Define the functions of potential agents, set the
parameters of the time line chart and display data items and formats. Function counting
was used to show the number of agents with different health states under the influence
of network services.

2.4 SRH Prediction for Older Adults Based on SMOTE and XGBoost

Traditional classification methods assume that the samples contained in each category
are balanced, but in practical applications, class imbalance often exists. The number of
SRH categories is 889, 567, 1220, 375, and 358, respectively. If classification algorithms
are directly used for learning, the predicted results often have no practical value [12].
Synthetic minority oversampling technique (SMOTE) is an oversampling technique
proposed byChawla in 2002. The basic idea is to synthesize new samples by interpolating
theminority classeswith their neighbors, so that eachminority class has the same number
as the majority class [13]. SMOTE can effectively avoid overfitting and improve the
generalization performance of the classifier on the test dataset. The main calculation
process is as follows.

For each sample xi in theminority class, calculate its Euclideandistance to all samples
in the minority class to obtain its K-nearest neighbors.

Set a sampling ratio M according to the sample imbalance ratio. For each minority
class sample xi, select several samples at random from its K-nearest neighbors, assuming
that the selected nearest neighbor is xzi.
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For the selected sample xzi, a new sample xm is constructed with the original sample
xi according to Eq. (3), where β is a (0, 1) random number.

xm = xi + β × (xzi − xi) (3)

The XGBoost algorithm is a tree-based Boosting that can automatically utilize mul-
tiple threads for parallelism. A second-order Taylor expansion was used for the loss
function, and a regular term was added to the objective function to find the optimal solu-
tion, so as to weigh the complexity of the objective function and the model and prevent
overfitting. The objective function is Eq. (4).

�(y,F(X )) =
N∑

i=1

�(yi,F(xi)) +
T∑

m=0

�(fm) =
N∑

i=1

�(yi,F(xi)) +
T∑

m=0

(γLm + 1

2
λ||�m||2) (4)

where yi represents the sample label; N is the number of samples; T is the number of
trees; F(xi) represents the first decision trees; Lm is the number of leaf nodes of the tree
fm; �m is the output value of each leaf node of fm; γ and λ are the penalty coefficients.
XGBoost is to first find the second-order Taylor approximation of the loss function
and then minimize the approximate loss function to train the weak learner fm(X ), as in
Eq. (5).

�m ≈
N∑

i=1

[�(yi,Fm−1(xi)) + gifm(xi) + 1

2
hif

2
m(xi)] + �(fm) (5)

where Fm−1(xi) represents the first (m-1) decision trees; gi represents the first order
partial derivative; hi represents the second order partial derivative. The above equation
is transformed to Eq. (6), where A is a constant.

�m = A +
N∑

i=1

[gifm(xi) + 1

2
hif

2
m(xi)] + �(fm) (6)

3 Results

3.1 PSM-Based Impact Analysis of Network Services on SRH

Balance test for PSM. Single factor analysis was conducted using chi-square test, and
variables that were statistically significant were included in the PSM model to explore
the impact of network services on SRH of older adults. The matching methods used
in this paper include: Nearest Neighbor Matching (NNM), Caliper Matching (CM),
Kernel Matching (KM), and Local Linear Regression Matching (LLRM). To ensure the
reliability of the matching results, we tested the balance of the control variables, and the
test results are shown in Table 4.

From Table 4, after using the NNM, CM, KM, and LLRM methods, there were no
significant systematic differences (P > 0.05) between the control and treatment groups,
except for the difference in SRH. After sample matching, for mobile internet, the stan-
dardized deviation of explanatory variables was reduced from 50% to 7% ~ 4%, and
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Table 4. Balance test results of the control variables before and after PSM.

Methods Network
services

Pseudo
R2

LR
chi2

P > chi2 Mean
Bias

Med
Bias

B R %Var

Unmatched Network 0.217 737.91 0.000 40.2 45.4 119.5* 2.37* 50

Computer 0.387 316.34 0.000 78.0 78.1 248.1* 0.66 21

NNM Network 0.009 16.68 0.338 4.5 3.3 22.2 1.40 7

Computer 0.018 4.51 0.996 6.5 5.6 32.0* 1.09 0

CM Network 0.008 14.03 0.523 3.6 2.6 20.4 1.47 7

Computer 0.003 0.67 1.000 2.7 2.6 12.3 1.34 0

KM Network 0.008 15.98 0.384 3.9 1.9 21.7 1.34 7

Computer 0.007 1.65 1.000 4.5 4.5 19.3 1.40 0

LLRM Network 0.014 25.70 0.061 5.7 4.9 27.6* 1.39 14

Computer 0.023 5.55 0.986 5.6 3.8 35.7* 1.04 14

the total bias was significantly reduced. Pseudo R2 decreased from 0.217 to 0.008 ~
0.014 after matching. LR chi2, mean bias, and med bias all significantly decreased.
Similarly, for computer access, the standardized deviation of explanatory variables was
reduced from 21% to 0% ~ 14%, and the total bias was significantly reduced. Pseudo
R2 decreased from 0.387 to 0.003 ~ 0.023 after matching. LR chi2, mean bias, and med
bias all significantly decreased. Based on the analysis of the above results, it can be seen
that PSM can reduce the differences in the distribution of explanatory variables between
the control and the treatment groups.

Measurement of the average treatment effect. We measured the average treatment
effect of network services on SRH of older adults, and the estimated results are shown
in Table 5. The measures obtained after matching using the four different methods were
generally consistent, indicating good robustness of the sample data. For each matching
method, the average treatment effect of network services was positive, indicating that
the treatment group (using network services) improved SRH of older adults by 14.1%
compared to the control group (not using network services) when controlling for the
same confounding variables, i.e., network services had a positive effect on SRH of older
adults.

3.2 Agent-Based Simulation Analysis of Network Services on SRH

Experimental environment. AnyLogic is a simulation tool for modeling discrete, con-
tinuous, and hybrid systems by creating themathematicalmodels, using the experimental
results as an approximate solution to the original problem. ABM is an effective method
for system analysis and system auditing, which is more convincing and intuitive than
other analysis tools. A multi-agent system refers to a collection of individual agents,
this system overcomes the shortcomings of incomplete knowledge and information of
individual agents.
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Table 5. Impact of network services on the self-rated health of older adults.

Matching
methods

Network
services

Treated Controls ATT_Difference S.E T-stat

NNM Network 2.802 2.696 0.107 0.074 1.44

Computer 2.989 2.874 0.114 0.149 0.77

CM Network 2.798 2.697 0.101 0.070 1.45

Computer 2.989 2.802 0.186 0.139 1.34

KM Network 2.802 2.699 0.104 0.071 1.47

Computer 2.989 2.819 0.169 0.141 1.20

LLRM Network 2.802 2.691 0.111 0.092 1.21

Computer 2.989 2.755 0.234 0.191 1.22

Network
services

Network 2.801 2.696 0.106 0.077 1.393

Computer 2.989 2.813 0.176 0.155 1.133

Average 2.895 2.755 0.141 0.116 1.263

Simulation results. The behavior of an agent can be specified in multiple ways.
Due to the fact that agents have specific states, and their actions and reactions are state
dependent, so the behaviors of agents can be defined through the state diagram. Figure 2
shows the interaction between SRH and network services based on AnyLogic.

Fig. 2. Interface setup diagram in the AnyLogic software.
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The colors “gray” and “blue” represent the usage of network services, while the
colors “red”, “yellow”, and “green” indicate that the health status of older adults. The
three states are “unhealthy”, “general”, and “healthy” respectively. The conversion rate
between not using and using network services was calculated by averaging the network
services (Table 5). The annual conversion rate for the change from not using network
services to using network services was 0.051 = (2.895–2.755)/2.755, and the annual
conversion rate for the change from using network services to not using network services
was 0.048 = (2.895–2.755)/2.895. Similarly, the annual conversion rate from unhealthy
to general to healthy is 0.141, while the annual conversion rate from unhealthy to healthy
is 0.282, as shown by the conclusion that “the use of network services improves the health
status by 14.1%”.

To simulate the effect of network services on SRHof older adults, a simulationmodel
of the health status of older adults was constructed based on the operation period (in
years), and the simulation effect is shown in Fig. 3.

Fig. 3. Effect of statistical changes in network services and health status.

Figure 3 shows the change process of the effect of network services on SRH, with the
horizontal coordinate indicates the unit of “year” and the vertical coordinate indicates
the “count”. It is clear from Fig. 3 that the health status of older adults after using the
network services has improved significantly and leveled off over a certain period of
time. The fact that the number of people using the network services is increasing and
the number of people not using the network services is decreasing and leveling off also
shows that the agents are interacting with each other.

3.3 Prediction Analysis of SRH Based on SMOTE and XGBoost

Regarding the allocation rule of the dataset used to predict SRH of older adults, we
selected 70%of the sample dataset formodel construction, and 30%of the sample dataset
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for evaluating the prediction performances. The evaluation metrics include accuracy =
TP+TN

TP+TN+FP+FN , specificity = TN
FP+TN , and running times. TP represents the number

of actual positive samples classified as positive, TN represents the number of actual
negative samples classified as negative, FN represents the number of actual positive
samples classified as negative, and FP represents the number of actual negative samples
classified as positive. To verify the evaluation results of the prediction models, eight
classifiers were used for comparison, including KNN, DT, RF, SVM, GBDT, AdaBoost,
LightGBM, and XGBoost. The effects are shown in Fig. 4.

(a)  Accuracy                                                        (b) Specificity

(c) Running times (s)

Fig. 4. Prediction effects based on the different data processing and classifiers.

KNN and SVM belong to the models involving the measurement of sample distance,
but the sample missing values can affect the prediction performance. DT is prone to
overfitting and has good prediction accuracy on the training dataset, but not obvious
effect on the test dataset. RF random sampling makes there is not much correlation
between trees, which can lead to the bottleneck of the fitting effect. GBDT has a long
training time, usually not applicable to high-dimensional sparse data. AdaBoost uses
weak classifiers to cascade and fully considers the weight of each classifier. LightGBM
improves the speed while ensuring the accuracy comparable to XBGoost. XGBoost
has high computational efficiency, uses second derivatives, and regularizes to reduce
overfitting. From Fig. 4, for the three data processing methods, XGBoost has better
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performance in terms of both accuracy and specificity compared to the other classifiers.
After SMOTE oversampling, accuracy for XGBoost increased from 0.654 to 0.787, and
specificity increased from 0.776 to 0.890. Moreover, the running time was acceptable
for the case study in this paper.

4 Conclusions

Based on the analysis of the health status of older adults in China, a chi-square test was
used to analyze the significant factors influencing SRH of older adults. Furthermore,
the PSM model was employed to further investigate the potential impact of network
services on SRH of older adults, aiming to address the endogeneity issue between the
two variables. Using the AnyLogic simulation platform, a multi-agent-based modeling
approach for the health behaviors of the older adult populationwas developed. This study
compares the distribution of the number of older adults across health status, providing
a dynamic and micro-level exploration of the effects on older adults’ health status. By
considering the characteristics of the sample data and selecting the significant key factors,
the machine learning algorithms were used to construct prediction models.

Descriptive statistics were conducted on a sample of 3409 older adults, revealing a
relatively favorable SRH. The results of the chi-square test demonstrate that 16 feature
variables, including gender, education, city, network, and computer access, are signif-
icantly associated with their SRH. Employing PSM methods to explore the effects of
network services on SRH of older adults, the results indicate that the use of network ser-
vices has a positive impact on SRH, leading to a 14.1% improvement in their SRH level.
Utilizing the AnyLogic software, a dynamic multi-agent model was developed to simu-
late the impact of network services on the health status of older adults. The experimental
results confirm that the utilization of network services by older adults contributes to the
enhancement of their health status. Based on the significant factors, a comparison of eight
classification algorithms, including KNN, DT, RF, SVM,GBDT, AdaBoost, LightGBM,
and XGBoost, reveals that the XGBoost algorithm exhibits a noticeable improvement
in the accuracy. After applying the SMOTE oversampling technique, XGBoost achieves
an accuracy indicator of 0.787, specificity indicator of 0.890, and an evaluation running
time of 0.505s, outperforming the other algorithms considered in this study.
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Abstract. With the continuous deepening of information technology construction
and the surge in demand for telecommuting, traditional security protection mea-
sures are difficult to cope with complex network environments. Solving security
issues such as telecommuting based on Zero Trust architecture become a focus of
attention. The core of a Zero Trust architecture is “continuous verification, never
trust”, which means that by default, both internal and external personnel, termi-
nals, and businesses are considered untrustworthy, and their access to the network
and business resources will be continuously verified and evaluated. The paper first
expounds the historical evolution, basic characteristics, and key technologies of
Zero Trust, and then proposes a telecommuting security solution based on Zero
Trust architecture. The solution can effectively solve problems such as identity
trustworthiness discrimination, device trustworthiness discrimination and behav-
ior trustworthiness discrimination, to achieve secure and reliable business access
for telecommuting workers and intelligent terminals. The solution has reference
significance for further optimization and implementation of Zero Trust framework
in relevant application scenarios.

Keywords: Zero trust · Telecommuting · Dynamic access control · Software
defined perimeter

1 Introduction

With the rapid development of technologies such as 5G, cloud computing, the Inter-
net of Things, and mobile internet, various universities and enterprises have vigorously
promoted the construction of information technology conditions. Meanwhile, due to
the impact of the epidemic in recent years, telecommuting has become increasingly
popular in recent years and has become an indispensable work mode. Telecommuting
generally involves establishing a temporary virtual secure private tunnel in the public
network through VPN and other related technologies, forming a relatively secure and
stable connection through the public network. Telecommuting provides us with many
conveniences in ourwork and life, but there are alsomany security risks, such as telecom-
muting terminals being stolen, telecommutingworkers’ account passwords being leaked,
and telecommuting workers’ own security risks and so on.

The traditional network security architecture takes boundary protection as the prin-
ciple, constructing layer by layer defense lines to protect sensitive resources in the
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network. Telecommuting has made traditional network boundaries increasingly blurred,
and traditional boundary security measures are difficult to cope with complex network
environments. Borderless network security protection begins to receive attention. In
recent years, the concept of “de boundary” has gradually developed and grown, and
has now evolved into a systematic and comprehensive concept - Zero Trust. Solving
security issues such as remote work based on Zero Trust has become a continuous focus
of attention for universities, enterprises, and other units.

2 Overview of Zero Trust Architecture.

As a new security concept at present, The Zero Trust architecture’s core key lies in break-
ing the default “trust” [1]. It has evolved from a basic concept to a solution framework
with certain core technologies, which can ensure identity trust, device trust, application
trust, and link trust.

2.1 Historical Evolution of Zero Trust

The coarse security model based on boundary protection has been unable to cope with
the increasingly severe network security situation, so the concept of “de-bordering” has
been developed and gradually evolved into a systematic and comprehensive conceptual
framework—Zero Trust.

At the 2004 JerichoForum, the concept of “de-bordering”wasfirst proposed. In 2010,
the famous research institution Forrester officially proposed the term “Zero Trust”. In
2011, Google began implementing the Beyond Corp Zero Trust implementation project,
exploring the use of Zero Trust concepts to build a new network security architecture,
enabling employees to securely access internal systems and resources of the company
from anywhere. In 2014, the Cloud Security Alliance proposed a Zero Trust solution as
SDP (Software Defined Perimeter), which utilizes mechanisms such as identity access
control and comprehensive authorization management to build virtual network bound-
aries and provide stealth protection for micro applications and services. In August 2020,
the National Institute of Standards and Technology of the United States released the
“Zero Trust Architecture”, which elaborated on the definition, principles, key technolo-
gies, and application scenarios of Zero Trust. In April 2020, Qi An Xin Technology
Group Inc and Gartner jointly released the “Zero Trust Architecture and Solutions Joint
White Paper”, proposing a Zero Trust reference architecture and solutions based on
typical application scenarios.

After more than a decade of evolution and development, the Zero Trust security
concept has been fully recognized in the security industry. In terms of technological
evolution, Zero Trust has gradually evolved from the initial network segment to a new
generation of security architecture based on identity and covering multiple scenarios;
In terms of development planning, various countries have published white papers, eval-
uation reports, and scheme architectures, and have also implemented them in typical
application scenarios.
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2.2 Basic Characteristics of Zero Trust Architecture

The Zero Trust security architecture differs from traditional security architectures in
terms of protection concept, protection objects, and protection foundation (see Fig. 1).
The core of a Zero Trust architecture is “continuous verification, never trust”, which
means that all personnel, terminals, and businesses are considered untrustworthy by
default, and their access to the network and business resources will be continuously
verified and evaluated.

Traditional Security 
Architecture

Zero Trust Security 
Architecture

Protection
 concept

Protection
objects

Protection
foundation

One authentication
Static strategy

Network Centric 

Border protection
Trust foundation

Borderless
Zero trust

Data Centric 

Continuous assessment
Dynamic access control

Fig. 1. The difference between zero trust and traditional security institutions.

Based on Identity. In a Zero Trust architecture, comprehensive identification of person-
nel, devices, and businesses in application scenarios is a prerequisite and cornerstone
for achieving Zero Trust. The Zero Trust architecture collects multiple identity authenti-
cation factors such as passwords, certificates, biosignature, and assigns a unique digital
identifier to all legitimate users, devices, applications, services, achieving comprehen-
sive identification of various entities. This is the foundation for forming end-to-end trust
relationships.

Continuous Trust Assessment. Traditional security protection has one-time certifica-
tion and has been effective for longer time. In order to ensure the continuous legality
and security of identity, Zero Trust is based on continuous trust evaluation for authoriza-
tion decisions. In trust assessment, multiple factors with higher intensity will be used for
authentication, and trust judgment will also be made based on comprehensive evaluation
of relevant factors such as risk status and environment.

Dynamic Access Control. Zero Trust is different from traditional boundary protection
devices based on static access control policies. It is identity centric for dynamic access
control. Zero Trust requires mandatory identity recognition, authorization judgment,
and fine-grained access control for every access request in all business scenarios. Under
the Zero Trust architecture, it is a dynamic and micro decision logic that dynamically
authorizes access control through risk assessment through continuous trust assessment.
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Minimum permission control. Zero Trust emphasizes the on-demand allocation of
resource usage, with the minimum degree of resource openness based on comprehensive
judgments such as business reality, subject needs, and trust evaluation. At the same time,
Zero Trust uses technology such as port hiding and traffic encryption to hide resources
outside of the subject’s permissions, in order to protect business resources.

2.3 Zero Trust Key Technologies

Software Defined Perimeter (SDP). The Software Defined Perimeter technology [2],
as the security framework of the cloud security alliance, is based on the use of identity
access control and comprehensive permission authentication mechanisms to construct
virtual boundaries. The SDP puts on “invisibility cloak” for applications and services
within the boundaries, so that attackers cannot see the target of the attempted attack at
the root, effectively protecting data security. SDP can verify users, devices, data, and
other related resources and allow them to access the required services within a specific
virtual boundary. It has the characteristics of network stealth, pre authentication and pre
authorization.

Intelligent IdentityManagement. Zero Trust intelligent Identity management technol-
ogy focuses on the intelligent management of key factors such as identity, permissions,
environment, activities, to ensure that the right subjects access the right resources based
on the right reasons in the right environment. In a Zero Trust architecture, achieving the
effects of continuous trust evaluation and dynamic access control will inevitably sig-
nificantly increase management overhead. To improve the automation level in the Zero
Trust architecture, only by introducing intelligent identity analysis can better achieve
the implementation of the Zero Trust architecture.

Micro Isolation Technology. Micro isolation was first proposed by the VMware tech-
nical team as a more fine-grained network isolation technology. For data centers, tra-
ditional firewalls typically only provide security protection against north-south traffic
while lacking control over internal network east-west traffic. Micro isolation technology
can logically divide data centers into different security segments and define security
policies for each segment to provide corresponding control services, with a focus on
preventing attackers from horizontally moving and spreading within the data center
network.

3 Telecommuting Security Solution Based on Zero Trust

In the context of large-scale telecommuting applications, due to complex user roles,
environments and large network exposure, risk factors will follow such as terminal
management and control risk, Man-in-the-middle attack risk, network asset access risk,
identity authentication risk, static access control risk and so on. Therefore, there is an
urgent need to build a trust system based on the existing security protection architecture.
It perceives the comprehensive perception of the environment, continuously evaluates
trust, and adapts access control to solve some problem such as security compliance
requirements, terminal access requirements, and network security requirements.
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3.1 Architecture Design

The essence of Zero Trust security is to dynamically control business access based on
identity authentication, mainly consisting of identity security infrastructure, Zero Trust
proxy, control analysis platform and so on. Through these components, a security access
framework that links control and data plane is established. It ensures the credibility of
the access subject’s access to object applications, data and so on (see as Fig. 2).
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Fig. 2. Zero trust basic architecture.

Identity security infrastructure [3, 4] mainly includes unified identity authentica-
tion, security situation awareness, terminal situation response and other components,
providing Identity management, authority management, situation presentation, terminal
protection and other functions. It provides Zero Trust agents with identity, authority and
other security baseline data. Zero Trust proxy mainly includes functions such as proxy
tunneling and policy execution, and it is a policy execution point for dynamic access
control. The control analysis platform mainly includes control engine, trust evaluation
and other components, which conduct continuous analysis on access behavior and con-
tinuous evaluation. Based on the dynamic Principle of least privilege, all access requests
are authenticated and authorized, and are delivered to the Zero Trust proxy module for
execution.

3.2 Deployment Design

According to the demand analysis and architecture design of telecommuting, a trusted
access system for various personnel and devices can be established based on a Zero Trust
system [5]. It can achieve trusted detection and discrimination of personnel identity,
device access to the business system, and personnel behavior, solving the problem of
secure and trustworthy business access for employees and intelligent terminals working
outside (see as Fig. 3).
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Fig. 3. Basic architecture of zero trust system deployment.

This solution is designed according to the application scenarios of three-level security
nodes for headquarters, branches, and external personnel. Based on retaining the original
security means, the company headquarters deployed a Zero Trust control analysis sys-
tem and a unified Identity management system, the headquarters data center deployed
business servers and related cloud security components, each branch only needed to
deploy a Zero Trust proxy gateway, and the employees outside needed to deploy a Zero
Trust client to build a terminal trusted access system.

The PC, Pad, mobile phone and other smart terminals used by external workers need
to install Zero Trust client. When they initiate remote office and other access requests,
the Zero Trust client will start immediately, mainly to ensure that the security compliant
terminal is allowed to access business. It prevents attacks on business and data through
vulnerable or lost terminals as a springboard, and strengthen the security detection and
evaluation of device side applications. It discovers and block untrusted applications from
accessing business systems, effectively preventing untrusted applications from accessing
the system. After checking compliance with the terminal baseline, it accesses the Zero
Trust proxy gateway in an encrypted manner.

The Zero Trust proxy gateway [6] deployed by the branch security node supports
the protection function of user accounts throughout their entire lifecycle, application
control policy lifecycle management, and control policy exception analysis function.
After linking with the Zero Trust platform of the unit headquarters, it can jump to the
Zero Trust analysis control module for identity authentication. Authorized users can
access the corresponding resources, otherwise access will be denied.
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The Zero Trust control analysis module and the unified Identity management mod-
ule deployed by the headquarters are mainly responsible for the authentication, policy
management and distribution of various access business system behaviors, and for the
overall scheduling and management. They are responsible for the trust evaluation of the
accessed identity, terminal, environment and behavior. Based on the results of the behav-
ioral risks judged by various algorithm models, they decide to allow or reject sessions
and let the trusted gateway open or block them.

Before and after the entire external personnel access process, the Zero Trust plat-
form will continuously evaluate the identity, terminal, and behavior of personnel, and
can interact with traditional security protection methods. Once risks are discovered,
corresponding dynamic access control actions will be executed.

3.3 Capability Design

Establish a trusted Identity management system. The solution integrates and con-
trols personnel, identities, accounts, permissions, data, and communication methods
comprehensively for various business systems in the company headquarters data center
and various external access employees. The solution achieves identity unification and
provides multiple identity authentication methods. It enhances identity authentication
methods in abnormal environments, and verifies the effectiveness and authenticity of
access behavior, and prepares for subsequent association analysis and refined dynamic
access control.

Possess the ability to identify abnormal behavior risks. Through the behavior analysis
component provided by the Zero Trust Control Center, the solution learns andmodels the
access behavior of personnel. After a period of learning, the solution summarizes various
characteristics of personnel accessing the business system, such as time baseline, access
object baseline, access behavior baseline, etc. And the system compares and learns the
baseline situation of these elements during each visit process, timely identifying potential
risk situations.

Building a continuous analysis and evaluation system. This solution has the ability
of abnormal behaviors analyzing and distinguishing in situations where the security of
personnel outside the unit is uncontrollable, such as the theft of personnel identities or
terminals. Zero Trust system continuously evaluates the trust of access subject, terminal
and behavior based on multiple data sources, and comprehensively evaluates whether
each access can be based on trusted Environment and Behavior.

Establish a trusted business usage environment. For different business usage forms
and environments of remote office, it is necessary to ensure that the terminal itself can
access the corresponding business system in a safe and trustworthy manner. During the
process of accessing the business system, other unrelated processes cannot be executed.
The Zero Trust system has the ability of network stealth and application stealth. It
adapts “authentication before connection” approach, greatly reducing network exposure
and effectively alleviating various network attacks.
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4 Conclusion

The Zero Trust architecture aims to protect data security, aiming to solve the inherent
problem of establishing trust based on traditional boundary static access control, and
reflects the latest concept achievements of security architecture. The Zero Trust archi-
tecture has become an important option for cloud computing, big data, and mobile to
realize de boundary network security. However, Zero Trust is still in its early stages,
and institutions such as universities and companies should take the optimization and
iteration of the network security system as an opportunity to integrate the concept of
Zero Trust, and use typical scenarios as a starting point to promote the transformation
of Zero Trust capabilities. In addition to telecommuting, application exploration can be
carried out in multiple fields such as edge computing environment [7, 8] and 5G secu-
rity, promoting further optimization and implementation of Zero Trust frameworks and
related technologies.
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Abstract. Previous prefetching schemes have been found to be very effective
at enhancing the performance of computers. However, speculative prefetching
requests can have negative effects on computers, such as increased memory band-
width consumption and cache pollution. To address the deficiencies of previ-
ous prefetching schemes, we propose the Reinforcement Learning Based Offset
PrefetchingScheme (RLOP), an offset prefetching schemebased on reinforcement
learning. As with previous offset prefetching schemes, RLOP evaluates multi-
ple offsets and enables offsets that qualify to issue prefetching requests. RLOP,
however, selects appropriate prefetch offsets through reinforcement learning, and
the reinforcement learning reward scheme determines the goal of the prefetcher;
we divide the rewards into four different rewards—accurate and timely prefetch,
accurate but delayed prefetch, inaccurate prefetch, and no prefetch operation—and
by increasing or decreasing the reward value, we facilitate or inhibit RLOP from
future environments to collect such rewards, which enables or inhibits RLOP from
collecting such rewards, which enables We evaluated and contrasted RLOP with
various advanced data prefetchers and demonstrated that our scheme resulted in
a 25.26% increase in system performance over systems without data prefetchers
and a 3.8% increase over the previous best performing data prefetcher.

Keywords: Cache optimization · Data prefetching · Offset prefetching ·
Machine learning · Reinforcement learning

1 Introduction

Prefetching is a current technique that has been explored to effectively reduce cache
miss rates, and early processors could realize substantial performance gains by employ-
ing simple stride or stream prefetchers. Various varieties of prefetchers have been pro-
posed in prior research [1–5]. They have implemented prefetch requests using various
programme features (programme counter, cache line address, page offset of a cache
line, or simply combining these features with simple operations) in order to contin-
uously improve prefetch accuracy (Accuracy and cache coverage), thereby enhancing
computer performance. For instance, program counter-based inter-step prefetchers learn
a constant step size between two consecutive memory accesses induced by the same
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program counter by utilizing the program counter as a feature. Kumar and Wilkerson
predicted the spatial memory access footprint of the entire memory region using the
program counter and the address of the first memory region accessed. According to the
SMS study, the program counter and the offset of the first memory region accessed were
superior predictors of the memory access footprint. Bingo merged Bingo incorporates
the capabilities of Spatial Footprints and SMS, and its features are program counter &
cache line address and program counter & page offset of a cache line.

As shown in Fig. 1, excessive conjecture prefetching does not improve computer
performance over time and can be detrimental. After conducting research, it was deter-
mined that the design of prefetchers in the past was primarily plagued by the following
issues: (1) untimely and inaccurate prefetching; (2) lack of systemawareness, speculative
prefetch requests can have negative effects on the computer, such as increased memory
bandwidth consumption, cache-pollutedmemory access interference, and system energy
consumption, which can offset the performance gains from hiding long memory laten-
cies; and (3) some prefetches were inefficient and inefficiently implemented. A effective
prefetcher should maximize prefetching coverage and precision while minimizing the
prefetcher’s negative impact on the system.

Fig. 1. The cumulative effect of prefetchers on computer performance.

We propose the Reinforcement Learning Based Offset Prefetching Scheme (RLOP),
a reinforcement learning-based offset prefetching mechanism, to overcome the short-
comings of prior prefetching schemes. Recent research has shown that reinforcement
learning frameworks can solve complex problems, such as mastering human-like con-
trol in Atari and Go [6, 7]. In this paper, we propose an offset prefetching framework
incorporating reinforcement (RLOP) learning to accomplish improved prefetching cov-
erage and accuracy by selecting accurate and timely prefetching offsets using the reward
mechanism of reinforcement learning. The reward scheme determines the prefetcher’s
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objective, and the incentive is divided into four categories: accurate and timely prefetch-
ing, accurate but delayed prefetching, inaccurate prefetching, and no prefetching opera-
tion. By iteratively learning the Q-value of the state-action pair, the reinforcement agent
continuously optimizes its policy to perform increasingly optimal actions over time. By
increasing or decreasing the reward’s value, we enable or disable the RLOP to collect
such rewards from the environment in the future, thereby guiding the RLOP to generate
more precise and timely prefetching requests.

2 Related Work

2.1 Offset Prefetching

Offset prefetching [8, 9] is a modification of stride length prefetching in which the
prefetcher does not seek to identify stride streams. The offset prefetchers do not associate
the accessed addresses with any specific stream; rather, they process them individually
and issue a prefetch request for each accessed address based on the prefetch offset.

Offset prefetchers that have reachedmaturity have an offset selectionmechanism that
dynamically determines the offset based on application behavior. Sandbox prefetcher
was the firstmature offset prefetcher proposed by Pugsley et al. PierreMichaud’s optimal
offset prefetcher (BOP) [9] takes prefetching timeliness into consideration. While BOP
is able to generate prefetch requests in a timely manner, it misses out on many opportu-
nities to cover cache failures by relying on a single best offset and discarding many other
suitable offsets. Previous offset prefetching schemes, according to Mehran et al., either
disregarded timeliness or sacrificed cache coverage area to achieve timeliness when
selecting prefetching offsets. Mehran et al. proposed a new offset prefetching mecha-
nism,Multi-Lookahead offset Prefetcher (MLOP), which incorporates cache misses and
timeliness when issuing prefetch requests, to overcome the shortcomings of previous
offset prefetching algorithms.

2.2 Exploration of Prefetching with Machine Learning

Several researchers have attempted to incorporate machine learning into the develop-
ment of prefetchers. In 2015, Rahman et al. proposed using machine learning algo-
rithms to select the optimal prefetcher for various stages of program execution, whereas
Gutman et al. investigated how software and hardware prefetches can be used more
effectively together. The Long Short-TermMemory (LSTM) algorithm employs contin-
uous incremental history within a page for training and prediction. Bhatia et al. posited
Perceptron-based Prefetch Filtering in 2019 (PPF). Yuan Liang et al. 2019 proposed
enhancing prefetchers with the reinforcement learning algorithm Sarsa. They utilized
the contextual information accessed by the CPU as the state set of the Sarsa algorithm
and the address values to be prefetched as the action set. The Pythia prefetcher, proposed
by Rahul Bera et al., customizes prefetchers as reinforcement learning agents. For each
demand request, Pythia considers multiple categories of program context data before
making a prefetching determination. For each prefetch decision, Pythia [10] is rewarded
numerically for evaluating the quality of the prefetch relative to the current memory
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bandwidth consumption. Pythia uses this reward to strengthen the correlation between
program context data and prefetch decisions in order to generate future prefetch requests
that are highly accurate, expeditious, and system-aware.

We believe that the primary reasonwhy the RL framework is appropriate for an offset
prefetcher is that it can perform adaptive learning in complex state spaces. A decent
prefetcher should maximize its advantages while minimizing its disadvantages, such as
memory bandwidth consumption. The prefetcher should be able to adaptively trade-off
between coverage and higher accuracy, based on its impact on the system as a whole, in
order to provide robust performance enhancements in the face of fluctuating workloads
and system configurations. Similarly, offset prefetchers do not associate access addresses
with any particular stream; rather, they process each access address independently and
issue a prefetch request based on the prefetch offset. RL is well-suited to modelling
offset prefetchers as autonomous agents that learn prefetching through interaction with
the system due to the nature of adaptive learning in a complex state space.

3 A Reinforcement Learning-Based Framework for Offset
Prefetching

In this study, prefetching is viewed as a reinforcement learning problem and the rein-
forcement learning-based offset prefetcher RLOP is modified to act as a reinforcement
learning agent. By interacting with the computer system, it learns to choose the correct
offset and make precise and expeditious prefetching decisions. RLOP observes the state
of the computer system and performs a prefetch action for each new demand request.
RLOP receives a numerical incentive for each prefetch action that evaluates the precision
and timeliness of the prefetch action. The objective of RLOP is to identify the optimal
prefetch strategy in order to maximize the number of accurate and punctual prefetch
requests, thereby enhancing computer performance.

3.1 Framework Overview

Figure 2 depicts the cache prefetching framework based on the RLOP prefetcher pro-
posed in this paper. The RLOP prefetcher learns the access miss information of the L1 D
Cache, including the access miss physical address sequence and PC value sequence, to
determine the processor’s access mode and then issues a prefetch instruction to prefetch
the data. The RLOP prefetcher is founded on an implementation of reinforcement learn-
ing. The RLOP prefetcher is composed of twomajor components: the data preprocessing
component and the model prediction component. From the time the dataset is obtained
until it is input into the prediction model, the data must be preprocessed. The PC value
sequences and physical address sequences are converted into multidimensional vectors
and fed into the reinforcement learning model so that the agent can learn. The prediction
portion of the model consists of a QVStore and an evaluation queue, with the QVStore
serving to store the Q values of the RLOP-observed iterative learning state-action pairs.
The evaluation queue’s purpose is to maintain a first-in-first-out inventory of the most
recent RLOP actions. After the model prediction phase, the state vectors obtained from
the data preprocessing phase are learned to extract the corresponding prefetch addresses.
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Fig. 2. A framework design for offset prefetching combined with reinforcement learning.

3.2 Prefetcher Design

State space, actions, and reward schemes are formally defined as the three pillars of
reinforcement learning-based prefetchers.

State Space. The state space is defined as a k-dimensional vector of program
characteristics.

S ≡
{
φ1
s , φ

2
s . . . φk

s

}
(1)

A feature of the program comprises primarily of a program control flow component and a
program data flow component. The control flow component includes basic information
such as load-PC (i.e., the PC of the load instruction) or branch-PC (i.e., the PC of
the branch instruction immediately preceding the load instruction) as well as a history
indicating whether this information is extracted from only the current demand request or
from a series of past demand requests. Similarly, the dataflow component is comprised
of fundamental information such as cache line addresses, physical page numbers, page
offsets, cache line increments, and their respective histories.

Action. Whenever a cache block (e.g., A) is requested, a cache block k cache blocks
(e.g., A + k) away is prefetched, where k is the prefetch offset. The action of the RL
agent is defined as selecting a prefetch offset from a set of candidate prefetch offsets.
(possible increments between the predicted cache line address and the requested cache
line address). For systems with legacy-sized 4 KB pages and 64B cache lines, previous
prefetchers generated prefetch requests within physical pages with a prefetch offset list
comprising only the physical page’s address (–63, 63). Using offset prefetching as an
operation (instead of the complete cache line address) reduces the size of the operation
space significantly.

Reward Program. The reward scheme determines the prefetcher’s objective, and the
rewards are divided into four categories: accurate and punctual prefetching, accurate
but delayed prefetching, inaccurate prefetching, and no prefetching operation. Accurate
and expeditious prefetching entails selecting the correct offset in time to complete the
prefetching operation when required. Accurate but delayed prefetching indicates that the
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correct offset is not chosen in time to finish the prefetching operation when it is required.
Incorrect prefetching in which the incorrect offset is chosen when a prefetch operation is
required. When a prefetch operation is required, neither prefetch nor an offset is selected
for the prefetch operation. The reward scheme determines the prefetcher’s objective, and
by increasing or decreasing the reward value, we enable or disable RLOP to collect such
rewards from the environment in the future, thereby guiding RLOP to generate more
accurate and punctual prefetch requests.

3.3 Hardware Architecture

The interaction process between an agent and its environment can be depicted by a
Markov decision process, which serves as reinforcement learning’s fundamental frame-
work. And in a Markov decision process, a state’s action is determined by its policy. The
policy of an agent requires it to perform a specific action in a specific environment. The
agent’s objective is to discover the optimal strategy that maximizes the reward received
from the environment over time. The desired reward value for performing an action in a
specific state is represented by the Q-value of the state-action pair (abbreviated Q(S, A)).
At each time step, the agent iteratively optimizes its policy in two steps: (1) the agent
updates the Q-value of the state-action pair using the rewards accumulated in the current
time step, and (2) the agent optimizes its current policy using the most recent updated
Q-value. Q-values are therefore the foundation of reinforcement learning. Q-values can
be derived from the Q-function, also known as the action-value function, which specifies
an expectation of the possible reward for performing a specific action in a particular state
[11].

Qπ(s, a) = Eπ [Gt|st = s, at = a] (2)

Given that this expectation is also based on the strategy function, we must conduct a
summation of the strategy function to determine its value. The value function is obtained
by summing the actions in the Q function [12].

Vπ(s) =
∑
a∈A

π(a|s)Qπ(s, a) (3)

By iteratively learning the Q-value of the state-action pair, the reinforcement agent
continuously optimizes its policy to take actions that approach the optimal one over
time.

In a given time step t, the agent observes a state St, takes an action At, while the
environment transitions to a new state St + 1 and issues a reward Rt + 1, and the agent
takes an action At + 1 in the new state, the SARSA algorithm iteratively optimizes the
Q-value of the previous state-action pair Q (St,At).

Q(St,At) ← Q(St,At) + α[Rt+1 + γQ(St+1,At+1) − Q(St,At)] (4)

α is a learning rate parameter that determines the convergence rate of Q. γ is a discount
factor used to give greater weight to the instantaneous rewards received by the agent
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at any given time step as opposed to the delayed future rewards. A value of γ close
to 1 confers “farsighted” planning capabilities on the agent, i.e., the agent can obtain
a greater future reward from a smaller immediate reward. Figure 3 depicts the RLOP
hardware structure. The agent is able to determine the long-term effects of its actions in
order to optimize its strategy, which approaches optimality over time.

Get Demand state-vector Q-vlaue Store QVstore Memory

Evaluation Queue (EQ)

Assign rewards to the appropriate EQ entries

Look up 

QVstore

Issuing a prefetch 

command

Insert prefetch 

action
Update QVstore

Fig. 3. RLOP hardware structure.

4 Evaluation

4.1 Methodology

We evaluated the RLOP prefetcher using the Gem5 [13, 14] simulator and compared it
to three previous prefetching scenarios. We simulated a multicore processor with up to
twelve cores. Themost important systemparameters are listed in Table 1.We evaluate the
performance of the RLOP prefetcher using bizp2, gromacs, deall, hmmer, libquantum,
and h264ref, which are benchmark programs from the SPEC CPU2006 [15] test suite.
The Best Offset Prefetcher (BOP), the Irregular Stream Buffer Prefetcher (ISB) [16] and
the ST predict prefetcher (STP) [17] based on an LSTM neural network were chosen for
comparison with RLOP. Based on Sandbox Prefetcher, bop The ISB prefetcher learns
howaddresses are accessed by combining the spatial proximity of PCs and the correlation
of access stream addresses.ST. Predict proposes a novel cache prefetching strategy based
on deep LSTM neural networks.

4.2 Evaluation

The efficacy of RLOP was evaluated based on the evaluation methodology described
previously. Figure 4 (left) depicts the prediction accuracies of various prefetchers across
multiple SPEC2006 test sets. As shown in the graph, the overall prediction accuracy
of the RLOP prefetcher is comparatively high, exceeding 0.8, and is the highest of all
prefetchers. In the h264ref and dealll test sets, the prefetchers were marginally less
precise than 0.8 and marginally inferior to the ISB and STP prefetchers. The average
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Table 1. Simulated system parameters.

Suite Parameters

Core 1–12 cores, 4-wide OoO, 128-entry ROB, 32/36-entry LQ/SQ

Branch predictor Tournament

L1/L2 caches Private, 32KB/1MB, 64B line, 8 way, LRU, 4/20 MSHRs

Main memory 4096 MB

prediction accuracyof theRLOPprefetcherwas 23.5%higher than the averageprediction
accuracy of the BO prefetcher, and in some test sets, the prediction accuracy was also
considerably higher than that of the ISB and SPP prefetchers. This suggests that the
RLOP prefetcher has a high rate of right address prediction. Accuracy only indicates the
probability that the prefetcher predicts correctly and does not indicate the improvement
in program performance by the prefetcher; coverage is also required for an accurate
representation of the improvement in program runtime performance by the prefetcher.
Figure 4 (right) demonstrates the prefetch coverage area of multiple prefetchers under
various SPEC2006 test sets. The minimum coverage area of the RLOP prefetcher is
0.216 and the maximum coverage area is 0.462. Under the hummer test set, the RLOP
prefetcher has a lower coverage area than the STP prefetcher, but the RLOP prefetcher
has a higher coverage area overall. The coverage area of the RLOP prefetcher is 35.16%
greater than that of the BO prefetcher and 32.67% greater than that of the ISB prefetcher
on average. The coverage area of the RLOP prefetcher was 32.67% greater than that of
the ISB prefetcher and 4.37%greater than that of the STP prefetcher.

Fig. 4. Comparison of the prediction accuracy (left)/coverage (right) of different prefetchers.

The prediction accuracy parameter and the coverage area parameter of the prefetcher
are reflected in the combined performance of the program in terms of the improvement
in the number of instructions per cycle. The larger the improvement in the number of
instructions per cycle, themore the prefetcher enhances the running speedof the program.
Figure 5 (left) illustrates the IPC improvement of RLOP for multiple SPEC2006 test sets
compared to when the prefetcher is not added, and it can be concluded that the system
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performance is significantly improved by adding the RLOP prefetcher. Figure 5 (right)
demonstrates the IPC improvement of different prefetchers for multiple SPEC2006 test
sets. The minimum performance improvement for the RLOP prefetcher is 5.17%, the
maximum performance improvement is 21.23% and the average performance improve-
ment is 12.42%. This shows that the RLOP prefetcher can indeed improve the perfor-
mance of the program, and that reinforcement learning combined with offset prefetching
can be used in prefetcher design to improve the speed of the program.

Fig. 5. Comparison of IPC boost with different prefetchers.

4.3 Result

RLOP demonstrates improved performance robustness by decreasing the cache failure
rate while delivering a relatively significant performance boost. This indicates that the
Agent finds superior prefetch offsets during execution, and we can assist the Agent in
selecting the optimal prefetch offset by defining a reward scheme. RLOP outperforms
STP, ISB, and BOP on average, indicating that the Agent is learning to take purposeful
action. The primary disadvantage of RLOP is that the libquantum and h264ref test sets
did not achieve relatively significant performance gains, indicating that RLOP did not
fully exploit certain program features, possibly because we restricted the action space
for better training and the Agent did not learn some better actions.

5 Conclusion

By formulating prefetching as a reinforcement learning (RL) problem,we present RLOP,
a prefetching framework that integrates offset prefetching and reinforcement learning.
RLOP establishes objectives through reward schemes, utilizing multiple program fea-
tures and system-level feedback information for the Agent to learn to predict memory
accesses through prefetching. Our evaluation demonstrates that RLOP not only outper-
forms three state-of-the-art prefetchers, but also provides significant performance bene-
fits across a broad spectrum of instruction sets and system configurations, with RLOP’s
performance advantages stemming from a lightweight hardware architecture. We expect
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that RLOP will provide experience for the development of prefetcher designs that com-
bine machine learning with prefetchers that continuously learn by interacting with the
system to produce more visionary prefetching strategies. Not only will these prefetchers
improve performance and efficiency across a broad spectrum of workloads and sys-
tem configurations, but they will also relieve system architects of the responsibility of
designing complex prefetching mechanisms.
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Abstract. The War Potential Network (WPN) is critical infrastructure determin-
ing national security.With the recent trend of increasingly tense international situa-
tion, frequent occurrences of cyber-attacks, and the proliferation of new intelligent
endpoint devices in WPN, the importance of Continuous Auditing (CA) for intel-
ligent endpoints in WPN has become increasingly significant. Several researches
have focused on the accuracy of CA. However, the information inWPN intelligent
endpoint devices might have sensitive information. Some laws require computer
systems to not disclose data containing national secrets, while certain legal reg-
ulations demand the protection of personal privacy. In order to meet compliance
requirements, specific technologies have to be implemented in CA, while there
are existing research gaps in this field. To fill the gap, this research proposed a
compliance-enhancing approach based on Locality-Sensitive Hashing (LSH) and
clustering method to enhance compliance in CA. In this approach, auditing nodes
gathers encoded data which cannot be read by human, while can be analyzed by
algorithms to conduct CA. To quantitatively evaluate this approach, this research
also introduced an inference attacking method in WPN scenario as threat model.
The research also evaluated the influenceof the capability of the auditing object and
the correctness of the auditing result, to prove our compliance-enhancing approach
can achieve relatively good performance in different evaluation dimensions.

Keywords: War potential network · LSH ·Machine learning · Cybersecurity ·
Separated continuous auditing

1 Introduction

In recent years, multiple incidents of Advanced Persistent Threat (APT) attacks have
demonstrated that network attacks occurring within the war potential network are at
the forefront of the cybersecurity industry, both in terms of sophisticated exploitation
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techniques and well-designed attack chains [1]. In the current landscape where various
types of intelligent endpoints are widely utilized in the operations of the war poten-
tial network, these intelligent endpoints have become an attack surface that cannot be
ignored [2]. Therefore, conducting continuous audits of the security of intelligent end-
points within the war potential network is an essential task in ensuring its resilience
against APT attacks. With the increasing focus on network security, the need for privacy
protection has also gained significant attention from various sectors [3, 4]. In light of
these concerns, China has enacted laws such as the Personal Information Protection Law
and the Data Security Law, bringing data security and privacy protection directly into the
scope of enforcement [5, 6]. Given the current legal framework for privacy protection,
it is necessary to have an in-depth understanding of potential privacy risks associated
with continuous auditing of intelligent endpoint security in the war potential network
[7]. Technical measures should be employed to mitigate these privacy risks [8, 9]. How-
ever, research on privacy protection in the context of continuous auditing for intelligent
endpoint security in the war potential network is still relatively limited. In the process
of conducting separated continuous audits on the security of intelligent endpoints in the
war potential network, certain privacy protection techniques require additional crypto-
graphic means. These computations can introduce significant additional overhead to the
devices, affecting their availability. Some privacy protection techniques may also impact
the probability distribution of auditing data, thereby affecting the accuracy of security
risk detection in continuous auditing. In conclusion, while maintaining the other two
characteristic indicators and ensuring that accuracy and availability are not significantly
affected, it is meaningful to prioritize data security and privacy protection in the sepa-
rated continuous auditing of intelligent endpoint security in the war potential network.
This should be a significant direction for research on separated continuous auditing
technologies for intelligent endpoint security in the war potential network.

This paper presents a technical solution for separated continuous auditing of intel-
ligent endpoints in the war potential network, utilizing a combination of Locality Sen-
sitive Hashing (LSH) and clustering. The solution employs LSH to encrypt the col-
lected auditing data on the client-side, ensuring that most of the plaintext sensitive data
remains on the terminal and meeting the requirements of privacy protection at the tech-
nical level. Upon receiving the encrypted auditing data on the server-side, preliminary
analysis is conducted to filter out data representing the normal operational state of the
devices. Subsequently, a semi-supervised learning approach is employed to accomplish
the continuous auditing process.

2 System Model and Problem Description

2.1 System Model

As shown in Fig. 1, the LSH-based audit compliance enhancement scheme permeates
the data collection and data analysis stages of the separated continuous auditing for cyber
security of the war potential network.

The significance of using LSH for privacy protection lies in:
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Fig. 1. Architecture diagram for audit process compliance enhancement based on LSH.

(1) The majority of samples that can form large-scale clusters do not need to transmit
plaintext data to the auditing server, therebyprotecting the privacy informationwithin
this data.

(2) Although the use of LSH adds a certain amount of additional burden to intelli-
gent endpoints, compared to other privacy protection techniques based on cryptog-
raphy, LSH still demonstrates significant advantages in balancing smart terminal
availability and continuous auditing accuracy.

In this part, we will examine the phenomenon of requiring the use of plaintext
data for analyzing suspected abnormal sample data in this proposed approach: Network
attacks targetingwar potential networks often utilize novel attack pathways and payloads
that have not been encountered before. Therefore, for suspected malicious payloads, a
comprehensive security analysis is required to determine their security risk level. Addi-
tionally, the war potential network is crucial for national security and social stability.
Hence, detailed analysis of potential malicious payloads is necessary to continuously
safeguard the network’s security and enhance its resilience against security risks. If a sus-
picious payload is indeed identified as malicious, further threat intelligence and hunting
are needed to expand threat intelligence. If the payload is not malicious, optimization
of existing threat assessment engines is necessary to prevent false positives triggered
by such novel payloads. In summary, the analysis of a large number of unknown mali-
cious payloads that may occur in the war potential network still requires the expertise of
experienced cybersecurity professionals for analysis and judgment. Therefore, collecting
plaintext data for the assessment of unknown risks is a necessary step in conducting intel-
ligent endpoint-separated security continuous auditing for the war potential network. In
relevant laws and regulations, similar scenarios in normal business operations, such as
regular inspections of critical infrastructure or audits of users or devices accessing crit-
ical network assets, can collect plaintext data following the principle of minimization,
whichmeans collecting only theminimumnecessary data required for business purposes
after obtaining authorization. The application of LSH enables the separated continuous
auditing for intelligent endpoints security to only collect a small amount of plaintext data
from suspicious payloads instead of collecting the entire plaintext data. This ensures that
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continuous auditing work can follow the principle of minimization to meet privacy pro-
tection requirements. It adequately satisfies the practical and compliance needs for data
security.

2.2 Problem Description

Although there have been few studies specifically focused on data security and privacy
protection in the context of continuous auditing for war potential network intelligent
endpoints, some relevant research has addressed the security and privacy risks in con-
tinuous auditing data. Wang et al. [10] proposed a technical solution using aggregatable
signature-based broadcast encryption method to achieve data security in continuous
auditing of cloud storage. However, the study did not explicitly specify the specific data
security risks involved in cloud storage auditing. Yan et al. [11] proposed a novel certifi-
cateless PDP protocol that effectively audits the integrity of shared data within a working
group while ensuring user privacy. However, this study only focuses on anonymizing
user identities during communication and does not consider the presence of sensitive
information in communication payloads. Anbuchelian et al. [12] proposed a scheme to
audit the integrity of encrypted data in cloud storage using a new secure cryptographic
hash algorithm. However, this research’s auditing objective only focuses on the integrity
of ciphertext data and does not possess the capability to detect more complex network
attacks. Wang et al. [13] proposed a ciphertext-based public auditing method for data
protection, utilizing an innovative cryptographic technique to secure communication
between the cloud client and auditing node. However, this study primarily focuses on
the integrity of storage and data. Hussien et al. [14] proposed a public auditing method
for securing cloud storage data, enabling auditing nodes to conduct integrity audits on
cloud storage using a homomorphic linear authenticator (HLA) method. However, on
one hand, HLA imposes high computational resource requirements, making it difficult
to run on some intelligent endpoints. On the other hand, their approach allows auditing
nodes to access the full plaintext data of the auditing target during HLA processing,
making the security guarantee of this approach for intelligent endpoint data unclear.

In summary, the deficiencies in existing research related to secure continuous auditing
for war potential network intelligent endpoints can be categorized into the following six
points:

1. Lack of specific descriptions regarding data security risks in auditing tasks, resulting
in insufficient clarity in demonstrating the effectiveness of data security guarantees.

2. Lack of specific experimental or case validations of the data security and privacy pro-
tection effectiveness of the proposed technical solutions, relying only on theoretical
proofs.

3. Narrow coverage of data security and privacy protection, such as focusing solely on
anonymizing user identities in communication protocols while ignoring plaintext data
in communication payloads.

4. Limited auditing capabilities, restricted to checking file integrity, lacking the ability
to detect complex network attacks targeting modern war potential network intelligent
endpoints.

5. High computational resource requirements of the proposed solutions, making them
impractical to run on intelligent endpoints.
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6. Ambiguous trust systems and a lack of attack models. For example, some studies,
even when transmitting ciphertext to auditing nodes as part of the encryption process,
still allow auditing nodes to access the full plaintext data.

In view of this, this paper will improve upon the six points to advance the research
on data security and privacy protection in the separated continuous auditing of intelli-
gent endpoints security in the war potential network. It aims to address certain issues
pertaining to this topic and promote their resolution.

3 Data Security and Privacy Protection Scheme Based on LSH

3.1 Locality Sensitive Hashing

LSH is a technique used for efficient approximate nearest neighbor search. It is widely
applied to similarity search problems in large-scale datasets, such as image recognition,
recommendation systems, and text clustering, among others [15]. As shown in Fig. 2,
unlike the typical hash algorithm where the position distribution of plaintext is unrelated
to its position distribution in the hash space, LSH is almost the opposite. The basic idea
of the LSH is to map data points to the hash space in a way that similar data points have
a higher probability of falling into the same bucket in the hash space. By doing so, the
similarity search problem can be transformed into a bucket search problem in the hash
space, significantly reducing the time complexity of the search.

(a) general hashing

(b) locality-sensi�ve hashing

Fig. 2. a The plaintext and hash space mapping for a typical hash algorithm. b The plaintext and
hash space for the LSH algorithm.

The key steps of the LSH include the design of hash functions and the construction
strategy of buckets. Hash functions should satisfy certain properties to ensure that similar
data points are mapped to nearby locations in the hash space, while dissimilar data points
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are mapped to distant locations. Commonly used LSH hash functions include random
projection hashing and hashing signatures.

Random Projection Hashing is a commonly used type of hash function in LSH. Its
main idea is to map data points to a lower-dimensional space through random projection,
thereby achieving an approximate preservation of similarity. The process of Random
Projection Hashing is as follows:

(1) Randomly generate a hyperplane of dimension d, which is represented by a normal
vector (a vector of length d).

(2) For a given data point x, calculate its projection onto the hyperplane, which results
in a one-dimensional value.

(3) Use the projection result as the hash value and assign the data point to different
buckets based on the hash value.

The characteristic of RandomProjectionHashing is that it maps similar data points in
high-dimensional space to nearby locations in a lower-dimensional space, while dissim-
ilar data points are mapped to distant locations. By appropriately selecting the number
and dimension of hyperplanes, one can adjust the sensitivity of the hash function and
the storage space consumption. In LSH, multiple random projection hash functions are
typically used to construct hash tables or hash buckets. By performing projections and
hashing operations on different hash functions, the probability of data points falling into
the same bucket can be increased, thereby improving the accuracy and efficiency of
similarity search. However, using the plane hashing technique to handle data results in
dimensionality reduction, which leads to a loss of information and may affect the final
data analysis results.Hashing Signatures is another commonly used type of hash function
in LSH. It generates a fixed-length binary signature by applying hash operations to data
points, representing the features of the data points. The process of Hashing Signatures
is as follows:

(1) Select a set of hash functions. Each hash function maps a data point to a binary bit
(0 or 1).

(2) For a given data point x, apply the mapping of each hash function to obtain a binary
bit string.

(3) Concatenate the binary bit string to form a fixed-length binary signature.

The characteristics of hash signatures include small storage space and efficient com-
putation speed. By appropriately selecting the quantity and nature of hash functions, the
sensitivity and collision probability of hash signatures can be adjusted. In LSH, multiple
hash signatures are typically used to construct hash tables or hash buckets. By applying
hash operations on different hash functions, the probability of data points falling into
the same bucket can be increased, thereby improving the accuracy and efficiency of
similarity search.

The construction of buckets is achieved by assigning data points to different buckets
based on the mapping results of hash functions. During the search, only the hash result
of the query point needs to be matched to find the bucket with the same hash result
as the query point. Further search and comparison are performed within the bucket to
find approximate nearest neighbor data points. The size and quantity of buckets need
to be set reasonably. If the buckets are too small, it may lead to a large number of data
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points being mapped to the same bucket, increasing the possibility of collisions and
errors. If the buckets are too large, it may reduce the distinguishability of similarities.
Therefore, it is necessary to adjust the size and quantity of buckets appropriately based
on the scale and characteristics of the dataset, as well as the sensitivity of the hash
functions. In addition, since the mapping results of hash functions are finite, different
data points may be mapped to the same hash value or similar hash values, causing
conflicts within the buckets. To handle conflicts, open addressing, linked lists, or other
conflict resolution methods can be used. These methods ensure that similar data points
are placed in the same bucket and support fast searching within the bucket. Lastly, LSH
is sensitive to the distribution of data. If the data points are unevenly distributed in
space, some buckets may become overcrowded while others remain relatively empty.
This situation can affect search efficiency and accuracy. To address this issue, adjusting
the hash functions, redistributing the buckets, or using methods that dynamically adjust
bucket sizes can be considered to achieve a balanced data distribution. In summary,
LSH has the advantage of efficiently performing approximate nearest neighbor search
on large-scale datasets, with good time and space complexity. However, the performance
of LSH is greatly influenced by the design of hash functions and the process of bucket
partitioning. Its effectiveness is affected by factors such as parameter selection and data
distribution, requiring optimization based on specific application scenarios.

The data sampling scheme used in the study includes the type and duration of execut-
ing processes.We have listed the names of 176 commonAndroid device applications and
processes, and assigned a unique number to each process name. For example, the pro-
cess “com.android.mms” is assigned the number 1, “com.android.providers.calendar”
is assigned the number 2, and so on. Any other processes not included in the list are
assigned the number 177. If process 1 runs for l seconds, process 2 runs for m seconds,
and the unlisted process runs for n seconds, we represent it as a tensor of size 1*177,
denoted as [l,m,…,n]. During normalization, we adjust the upper and lower bound-
aries based on the actual values in order to distribute the values as evenly as possible
between 0–1. Therefore, the data collected using this fingerprinting scheme belongs to
a high-dimensional dense dataset. As the dimensionality of the features increases, the
data samples tend to exhibit increased sparsity in high-dimensional space, known as
the “curse of dimensionality”. In dense data, the samples are distributed more densely
in high-dimensional space, resulting in a lower curse of dimensionality problem. Since
random projection hashing maps high-dimensional data to low-dimensional space, the
tight distribution of dense datasets makes it more likely for similar samples to maintain a
closer distance in low-dimensional space, thereby improving the effectiveness of random
projection hashing.

Furthermore, in high-dimensional space, the correlation between features can cause
data samples to become similar across different dimensions, making them difficult to
distinguish. Random projection hashing reduces the correlation between features to
some extent through random projection operations, thus improving the discriminabil-
ity of samples. In dense data, due to relatively low inter-feature correlations, random
projection hashing is more likely to produce better discriminative effects through ran-
dom projection. Lastly, random projection hashing can map high-dimensional data to
low-dimensional space, but the resulting dimensionality may still be high. In dense
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datasets, the mapping results of samples in low-dimensional space may be more dis-
persed, reducing conflicts between similar samples. Additionally, while using multiple
hash algorithms in LSHmay improve the accuracy of LSHbucketing, it also significantly
increases computational resources and storage costs. Therefore, for the data collected
using this scheme, applying the random projection hashing algorithm for LSH is more
suitable. Considering that the part of processing data using LSH is performed on smart
terminal devices (otherwise, the auditing node could obtain the full plaintext data), and
smart terminal devices are highly sensitive to computational resources and storage costs,
deploying a solution that uses multiple hash algorithms for LSH on the device terminal
is challenging. For the implementation of LSH on smart terminal devices, this study
utilizes the Annoy library. Annoy [16] is a fast and lightweight approximate nearest
neighbor library that supports LSH. It provides C++ and Python interfaces and can be
used on Android and iOS platforms. The application of LSH in this solution aims to
process plaintext data and achieve data anonymization. This enables the auditing nodes
that handle the data processing to avoid directly dealing with plaintext data, thereby
mitigating privacy risks from a technical perspective. Besides LSH, there are other tech-
niques that can achieve similar goals, such as differential privacy [17], secure multiparty
computation, and homomorphic encryption [18–20].

3.2 Enhancing Audit Process Compliance Based on LSH

By analyzing the number of hash values in LSH buckets, it can be observed that some
buckets contain only a few samples corresponding to hash values. Based on the principles
of LSH, it can be inferred that these hash values correspond to samples with significant
differences in their plaintext fingerprints’ feature space compared to other samples. Since
LSH utilizes random plane hashing, the distance between buckets that contain hash
values is lower than the distance between non-adjacent buckets in subsequent bucketing
strategies. Correspondingly, the plaintext fingerprints corresponding to hash values in
these discrete buckets exhibit significant differences in the feature space compared to
the plaintext fingerprints corresponding to hash values in other buckets that are more
densely distributedwithin a certain region. Therefore, in the context of secure continuous
auditing, if a few hash values exist in these discrete buckets, the corresponding plaintext
fingerprints may represent infrequently occurring operational states.

Now, let’s discuss the viewpoint that discrete samples represent highly likely abnor-
mal operating states: If the majority of smart terminals related to the War Potential
Network’s business are in abnormal operating states, it would be noticeably indicative
of a severe security situation from a business perspective. In such cases, the emergency
response process should be immediately initiated to conduct a more comprehensive
and thorough security audit and threat detection, without the need to maintain contin-
uous auditing. Therefore, under the premise of normal ongoing continuous auditing,
most smart terminal devices should be in a normal operating state. Similarly, for similar
devices connected to the same War Potential Network, the fingerprints collected under
normal operating conditions should be close to each other, and these fingerprints should
exhibit a relatively concentrated distribution in the feature space. On the other hand, the
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operating states represented by discrete samples with a large distance from the major-
ity of samples in the feature space demonstrate significant differences from the normal
operating state, indicating a high probability of corresponding to an abnormal state.

After the initial screening of input data using LSH bucketing, if there are discrete
buckets or buckets that only contain a small number of samples, and these buckets have
a significant distance from other buckets, it is necessary to perform in-depth analysis on
the plaintext data using clustering algorithms. At this point, the plaintext data is extracted
from the audit node to the data cache pool of the terminal. In this paper, we employ the
high-dimensional clustering algorithm based on hierarchical activity proposed in chapter
“Current Challenges in Federated Learning: A Review” to analyze the plaintext data,
ensuring the accuracy of the audit results.

Systematic Implementation Approach For Audit Process Compliance Enhancement 
Based On LSH
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Fig. 3. Systematic implementation approach for audit process compliance enhancement based on
LSH.

Therefore, this paper combines the LSH-based audit process compliance enhance-
ment method with process information fingerprints and a continuous audit scheme
based on semi-supervised learning, thus proposing a systematic implementation plan
for enhancing audit process compliance based on LSH. The technical process of the
implementation plan is illustrated in Fig. 3. Firstly, the high-performance non-intrusive
asynchronous monitoring data processing module in the smart terminal devices peri-
odically collects and generates fingerprints from the plaintext data. These fingerprints
are then stored temporarily in the data buffer pool of the terminal device. Once the data
buffer pool accumulates fingerprints from multiple sampling periods, LSH is applied to
these fingerprints, resulting in an LSH hash table that stores the hash values of the data
nodes in buckets. The encrypted LSH hash table is then transmitted to the audit server
for analysis. The audit server performs the initial clustering by using the hash-based
bucketing. If no outliers or small clusters are detected, it notifies that no anomalies have
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been found. However, if outliers or small clusters are identified, the audit server retrieves
the plaintext data corresponding to that record from the intelligent terminal data buffer
pool. The retrieved data is then audited according to the continuous audit scheme based
on semi-supervised learning.

4 Experimental Analysis

The effectiveness of the systematic implementation approach for enhancing the compli-
ance of the audit process based on LSH can be evaluated from three dimensions: audit
process compliance, audit object availability, and audit result accuracy, with audit pro-
cess compliance being the primary objective of using LSH. However, on one hand, LSH
can generate significant resource overhead on smart terminal devices, thereby reducing
device availability and stability. On the other hand, applying LSH for hashing plaintext
data can lead to information loss, affecting the accuracy of audit results. Therefore, there
is a trade-off among audit process compliance, audit object availability, and audit result
accuracy. A comprehensive evaluation of the systematic implementation approach using
LSH-based enhancements can assess the performance in terms of device resource over-
head and audit result accuracy, providing ameasure of whether the technical solution can
achieve a balance among audit process compliance, device availability, and continuous
audit accuracy.

4.1 Compliance Verification of the Auditing Process

4.1.1 Experimental Design

Toverify the compliance of the audit process, it is necessary to simulate an attack scenario
targeting sensitive data in the audit process. The effectiveness of the proposed method
in defending against attacks in this scenario will be evaluated to measure its protective
effect on audit process compliance. In this experiment, it is assumed that the audit node
itself is completely untrusted, meaning the audit node can employ various techniques
and make full use of the information it possesses to carry out inference attacks.

Experimental Evaluation Criteria:
The process fingerprint scheme employed in this paper is a device fingerprinting

scheme aimed at smart terminals. For the fingerprint constructed by the process fin-
gerprinting scheme, each sample is a 194-dimensional array. Below is an example of a
fingerprint data, selecting 50 plaintext data about process information:

[0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1,
0, 0, 0, 0.2, 0.45, 0.67, 0.22, 0.64, 0.52, 0.28, 0.89, 0.32, 0.83, 0.02, 1, 0.63].

Each element of the fingerprint data represents the specific process’s runtime status
during the fingerprint construction. For example:

– The 1st element represents the “com.spotify.music” process.
– The 2nd element represents the “com.netflix.mediaclient” process.
– …
– The 19th element represents the “com.google.android.gms” process.
– The 20th element represents the “com.google.android.apps.photos” process.
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By extension, in the absence of privacy processing, the relevant information can be
clearly understood by the auditing node. For example, based on the above fingerprint,
it can be observed that the corresponding device does not run certain applications with
a significant market share in Europe and the United States but uses popular social and
music applications in mainland China. Therefore, it can be inferred that the user is
highly likely to be located in mainland China. The applications running on this device
also include remote education and gaming processes, indicating that the device’s user
is likely a student or associated with the education industry. By combining the unique
device identifier with process information, it is possible to accurately track and locate
the user.

Using the random projection hashing algorithm, the aforementioned 50-dimensional
data can be processed and mapped into a 5-dimensional vector.

original data:
[0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 1, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,

1, 0, 0, 0, 0.2, 0.45, 0.67, 0.22, 0.64, 0.52, 0.28, 0.89, 0.32, 0.83, 0.02, 0.94, 0.63].
parsed data:

⎡
⎢⎢⎢⎢⎢⎣

0.07496987372983954
0.15433040679894305
0.12955435328520315
0.16594817882021373

0.6957815116608946

⎤
⎥⎥⎥⎥⎥⎦

The parsed data represents the hash values of the plaintext data after being processed
by the random projection hashing algorithm. Due to the randomness of the random
projection hashing algorithm, each run of the algorithm on the same input data will
yield different projection results. Moreover, the projection process of random projection
hashing introduces information loss. Therefore, during the projection process, different
data points may be mapped to the same position in the low-dimensional space, making
them indistinguishable. Hence, it is not possible to accurately infer the plaintext input
from the given ciphertext in the example.

Generally speaking, random projection hashing does not have a reverse operation
or inverse calculation. However, in the context of this study, the auditing node not
only knows the dimensionality of the original data (i.e., the dimensionality of the high-
dimensional space in random projection hashing) but also understands the forward oper-
ation logic of the random projection hashing algorithm. Therefore, the auditing node
can still attempt to reconstruct a specific record by combining the mapping relation-
ships between other data, both plaintext and ciphertext. The specific logic for the reverse
operation is as follows:

(1) Build a dataset S consisting of known plaintext-ciphertext pairs.
(2) Search within S for the n records that are closest to the target ciphertext e.
(3) Use the proximity of the n records to e as weights.
(4) Perform a weighted average of the corresponding plaintexts of the n records in S to

estimate the plaintext d corresponding to the ciphertext e.
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This reverse operation scheme attempts to infer a plaintext corresponding to a cipher-
text by combining knownplaintext-ciphertextmappings using the same algorithm.Under
the specific privacymodel associatedwith this research, it can be used to attempt to derive
the plaintext corresponding to a random plane hash algorithm ciphertext. In the exper-
iment, 100 ciphertext records were selected and an attempt was made to reverse infer
their corresponding plaintexts. By measuring the success rate of the inference attacks,
the effectiveness of the proposed LSH-based audit process compliance enhancement
method in enhancing audit process compliance can be evaluated in reverse.

The experimental comparison is as follows:
This experiment evaluates the effectiveness of the proposed approach in defending

against specific inference attack scenarios. Due to the lack of similar studies, only a lon-
gitudinal comparison is conducted to validate the effectiveness of the proposed method
in ensuring audit process compliance.

The controlled variables for the experiment are as follows:
Number of ciphertext data for inference attacks: 100.
Experimental dataset:
The dataset consists of 20,000 process fingerprints from this study, which have been

scattered using random plane hashing and their plaintext-ciphertext mappings are known
as prior knowledge. Additionally, 100 ciphertext data generated by scattering process
fingerprint using random plane hashing are used as the test data.

The experimental control group is designed as follows:
In this experiment, we consider two dimensions that can affect the effectiveness

of inference attacks: the number of known mappings held by the audit system and the
allowable error threshold for inference accuracy. Therefore, we set up control groups
based on these two dimensions. The number of knownmappings includes six values: 100,
1000, 2000, 5000, 10000, and 20000. It was observed in the experiment that the success
rate of inference attacks slows down as the number of known mappings exceeds 10000,
sowe do not include values greater than 20000. The average error threshold includes four
values: 2.5%, 5.0%, 7.5%, and 10.0%. It was found that when the difference between the
inferred plaintext and the original plaintext exceeds 10%, there is already a significant
discrepancy between the inferred plaintext and the true data, so we do not investigate
success rates of inference attacks with error thresholds above 10%.

4.1.2 The Experimental Results

The experimental results are shown in and Fig. 4. Due to the low dimensionality of
the ciphertext, there is no curse of dimensionality issue when calculating distances,
allowing for accurate assessment of the similarity between ciphertexts. Therefore, when
an adequate number of known mappings is available, the search for similar ciphertext
mappings yields favorable results and can provide some inference capabilities for the
plaintext.

4.1.3 Experimental Analysis

The experimental results intuitively reflect the success rate of inference attacks with
changes in the number of known mappings and the average allowable error. As the
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Fig. 4. Attempting to infer the accuracy of plaintext based on the information possessed by audit
nodes.

number of known mappings increases, the success rate of inference attacks rises rapidly.
However, as the number of known mappings continues to increase, the growth rate of
the success rate slows down, and the increase becomes less significant in the range of
10,000 to 20,000mappings.When the average allowable error rate increases, the number
of recognized successful inference attacks also increases. Evenwith an average allowable
error rate of 2.5%, when the auditing node possesses the specific implementation of the
hash scattering algorithm and a large number of plaintext-ciphertext mappings, there is
still close to a 25% probability of inferring the plaintext data.

If restrictions are placed on the number of known mappings, the LSH-based
compliance-enhancement method for continuous auditing of the war potential network
of intelligent endpoints can provide effective privacy protection. Therefore, the auditing
node should periodically delete fingerprint records of retrieved plaintext data to ensure
the effectiveness of privacy protection at the technical level. For example, by limiting
the number of stored plaintext-ciphertext mappings to below 100, it becomes nearly
impossible to accurately reverse-engineer the plaintext data, even with the knowledge
of plaintext data and encryption algorithm information at the auditing node.

4.2 Compliance Verification of the Auditing Process

This experiment aims to quantitatively evaluate the device resource overhead caused
by the technical solution introduced in this paper. It is conducted to measure the dual-
objective optimization effect of process fingerprinting and the compliance enhancement
method based on LSH in addressing the conflict between audit target availability and
audit process compliance in the separated continuous auditing for intelligent endpoints
security in the war potential network.
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4.2.1 Experimental Design

Evaluation Criteria for the Experiment:
The experiment assesses the device resource overhead caused by data security and

privacy protection techniques, aiming to measure the impact of the corresponding tech-
niques on the audit object’s availability. Since audit nodes are typically deployed on
high-performance servers and are not likely to become performance bottlenecks, the
evaluation of resource overhead primarily focuses on the execution of Locality Sensi-
tive Hashing (LSH) on smart terminal devices. For power-sensitive smart terminals, the
evaluation should include additional metrics beyond commonly used indicators such as
CPU usage and memory usage, such as power consumption, to capture the impact on
resources caused by the algorithm.

Comparison of Experimental Approaches:
As a comparison, this experiment will evaluate three different approaches: Multi-

Party Secure Computation based on MP-SPDZ Mobile [21], Homomorphic Encryption
based on HElib [22], and Differential Privacy based on Google Privacy Sandbox [23].
MP-SPDZ Mobile is a library designed for secure multi-party computation, known for
its high performance and strong security. It is a version specifically designed for mobile
devices and can run on smartphones, offering various secure multi-party computation
protocols and optimizations suitable for diverse application scenarios. HElib is a pow-
erful homomorphic encryption library that supports fully homomorphic encryption. It
enables homomorphic encryption computations on mobile devices and supports a wide
range of homomorphic operations. The HElib library is implemented in C ++ and can be
compiled and deployed on the Android platform. Google Privacy Sandbox is a collection
of privacy protection technologies and APIs introduced by Google. It aims to protect
user privacy while providing personalized services. It includes various differential pri-
vacy techniques and corresponding APIs that can be used on the Android platform.
Both multi-party secure computation and homomorphic encryption involve operations
on devices that generate ciphertext conforming to the corresponding computation pro-
tocols. Differential privacy, on the other hand, involves adding sufficient random noise
to the data to protect privacy while maintaining statistical accuracy.

Control variables for the experiment are as follows:

1. SmoothPrint fingerprints: 100 identical fingerprint records.
2. Device types: 3 different models.

The experimental dataset is as follows:
This experiment only focuses on validating the performance overhead caused by

privacy-enhancing computations and the compliance-enhancing method based on LSH
described in this chapter. It does not involve the dataset.

The experimental control group is designed as follows:
Based on the devices used to run each evaluated method, three control groups have

been constructed.

4.2.2 Experimental Results

In the experimental results, the multi-party secure computation scheme is denoted as
MPC, fully homomorphic encryption scheme is denoted as FHE, differential privacy



114 H. Zhang et al.

scheme is denoted as DP. The comparison of resource overhead caused by LSH is
shown in Figs. 5, 6, 7 and 8.

Fig. 5. Average CPU usage caused by using privacy protection methods on different device
models.

Fig. 6. Average memory usage caused by using privacy protection methods on different device
models.

Fig. 7. Total battery consumption caused by using privacy protection methods on different device
models.

4.2.3 Experimental Analysis

In a horizontal comparison, the system-level implementation of compliance enhance-
ment in the audit process based on LSH incurs relatively lower additional resource
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Fig. 8. Processing time caused by using privacy protection methods on different device models.

overhead on devices compared to the differential privacy-based approach. On the other
hand, secure multi-party computation and homomorphic encryption schemes impose
significant additional resource overhead on devices. In comparison to differential pri-
vacy, LSH achieves better performance due to its relatively lower algorithm complexity.
However, LSH is generally limited to approximate nearest neighbor search scenarios,
whereas data processed with differential privacy can be flexibly used with other clus-
tering or classification algorithms. Thus, LSH may not be as flexible in its application
scenarios as differential privacy. However, in terms of the additional resource overhead
dimension in this specific research context and task, LSH performs better.

In a vertical comparison, on a resource-constrained device like the Samsung Galaxy
A50, the time required to run the computationally intensive homomorphic encryption
scheme is much higher compared to the running time of other schemes. Therefore,
for devices with more severe resource constraints, the significant resource overhead of
homomorphic encryption has a greater impact on device availability, while LSH does
not exhibit this phenomenon. It is speculated that the system overhead caused by LSH
has not reached the threshold where it significantly affects device availability.

In summary, the system-level implementation of compliance enhancement in the
audit process based on LSH can effectively ensure the availability of audit targets in
the separated continuous auditing for intelligent endpoints security in the war poten-
tial network. The system-level implementation of compliance enhancement based on
LSH demonstrates good performance in both audit target availability and audit process
compliance.

4.3 Sample Verification of Audit Result Accuracy

This experiment aims to evaluate the accuracy of audit results in the systematic imple-
mentation of the audit process enhancement based on Locality Sensitive Hashing
(LSH).

4.3.1 Experimental Design

The experimental evaluation criteria are as follows:
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This paper classifies the following operating states: normal operation, launching
DDoS attacks, running mining programs, running non-system root processes, back-
ground downloading of malicious applications, deceived phone charges, stolen GPS
information, frequent pop-up ads, and other malicious behaviors. The accuracy of the
trained system’s evaluation on the classification test samples is evaluated using recall
rate, precision rate, and accuracy-related metrics.

The experimental comparative scheme is as follows:
Since no research targeting anomalous operating states in terms of network security

dimensions has been found, this experiment does not involve comparative schemes. It
only evaluates the performance that the proposed technical solution can achieve in the
task.

The controlled variables for the experiment are as follows:
Number of devices participating in the experiment: 129 (including virtual machines).
Data sampling frequency: 5 min per sample.
Data collection duration: 96 h.
Simulation of device operation method: Monkey tool.
PCA dimension reduction: 20 dimensions.
The experimental datasets are as follows:
Training dataset: 5560 malicious software samples from the Drebin [24] project.

The Drebin dataset is widely used for Android malware detection and analysis. It was
developed by researchers at the University of Duisburg-Essen in Germany and aims to
provide a comprehensive and diverse dataset for the study of Android malware. The
Drebin dataset contains approximately 5,560 Android application samples, including
both malware and benign software.

Prediction dataset: 2780 malicious software samples released after 2022 from
Koodous [25].

The experimental results are shown in Table 4.3, and the corresponding outcomes
are illustrated in Figs. 9, 10, 11 and 12.

Fig. 9. Recall of anomaly detection in the systematic implementation approach for audit process
compliance enhancement based on LSH.

https://doi.org/10.1007/978-981-99-9247-8_4
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Fig. 10. Accuracy of anomaly detection in the systematic implementation approach for audit
process compliance enhancement based on LSH.

Fig. 11. Precision of anomaly detection in the systematic implementation approach for audit
process compliance enhancement based on LSH.

Fig. 12. F1 score of anomaly detection in the systematic implementation approach for audit
process compliance enhancement based on LSH.



118 H. Zhang et al.

References

1. Run, W., Yuhang, J.: A brief discussion on the new trends in network security under the
background of cyber warfare. Netw. Secur. Technol. Appl. 269(05), 162–164 (2023)

2. Xin’an, Z.: The Russo-Ukrainian conflict rings the alarm bell for safeguarding network
security. China Inf. Secur. 151(06), 5 (2022)

3. Dengguo, F., Min, Z., Hao, L.: Big data security and privacy protection. Chinese J. Comput.
37(01), 246–258 (2014)

4. Xiuxia, T., Xiaoling, W., Ming, G., et al.: Database services: security and privacy protection.
J. Softw. 21(05), 991–1006 (2010)

5. Zhenfu, C., Xiaolei, D., Jun, Z., et al.: Research progress on big data security and privacy
protection. J. Comput. Res. Develop. 53(10), 2137–2151 (2016)

6. Handong, W.: Institutional arrangements and legal regulations in the era of artificial
intelligence. Legal Sci. (J. Northwest Univ. Polit. Sci. Law) 35(05), 128–136 (2017)

7. Yanping, X., Zhaofeng, M., Zhonghua, W., et al.: Overview of security for android smart
terminals. J. Commun. 37(06), 169–184 (2016)

8. Guang, Y., Geng Guining, D., Jing, et al.: Security threats and measures in the internet of
things. J. Tsinghua Univ. (Sci. Technol.) 51(10), 1335–1340 (2011)

9. Junzhou, L., Ming, Y., Zhen, L., et al.: Cyber security system and key technologies in
cyberspace. Sci. Sin. Inf. 46(08), 939–968 (2016)

10. Wang, S., Chen, D., Wang, Z., et al.: A new solution of privacy-preserving public auditing
scheme for cloud storage security. Telecommun. Sci. 28(9), 15–21 (2012)

11. Yan, H., Liu, Y., Zhang, Z., et al.: Efficient privacy-preserving certificateless public auditing
of data in cloud storage. Secur. Commun. Netw. 2021, 1–11 (2021)

12. Anbuchelian, S., Sowmya,C.M., Ramesh, C.: Efficient and secure auditing scheme for privacy
preserving data storage in cloud. Clust. Comput. 22, 9767–9775 (2019)

13. Wang, B., Li, B., Li, H.: Panda: Public auditing for shared data with efficient user revocation
in the cloud. IEEE Trans. Serv. Comput. 8(1), 92–106 (2013)

14. Hussien, Z.A, Jin, H., Abduljabbar, Z.A., et al.: Public auditing for secure data storage in cloud
through a third party auditor using modern ciphertext. In: 2015 11th International Conference
on Information Assurance and Security (IAS), pp. 73–78. IEEE (2015)

15. Datar, M., Immorlica, N., Indyk, P., et al.: Locality-sensitive hashing scheme based on p-
stable distributions. In: Proceedings of the Twentieth Annual Symposium on Computational
Geometry, pp. 253–262 (2004)

16. Annoy. https://github.com/spotify/annoy, Accessed: 2023–05–01
17. Dwork, C.: Differential privacy: a survey of results. In: Agrawal, M., Du, D., Duan, Z., Li,

A. (eds.) TAMC 2008. LNCS, vol. 4978, pp. 1–19. Springer, Heidelberg (2008). https://doi.
org/10.1007/978-3-540-79228-4_1

18. Yao A C. Protocols for secure computations. In: 23rd annual symposium on foundations of
computer science (sfcs 1982), pp. 160–164. IEEE (1982)

19. Yao A C C. How to generate and exchange secrets. In: 27th Annual Symposium on
Foundations of Computer Science (Sfcs 1986), pp. 162–167. IEEE (1986)

20. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: Proceedings of the Forty-
First Annual ACM Symposium on Theory of Computing, pp. 169–178 (2009)

21. Araki, T., Furukawa, J., Lindell, Y., et al.: High-throughput semi-honest secure three-party
computation with an honest majority. In: Proceedings of the 2016 ACM SIGSAC Conference
on Computer and Communications Security, pp. 805–817 (2016)

22. Halevi S, Shoup V. Algorithms in helib. In: Advances in Cryptology–CRYPTO 2014: 34th
Annual Cryptology Conference, Santa Barbara, CA, USA, August 17–21, 2014, Proceedings,
Part I, vol. 34, pp. 554–571. Springer, Berlin (2014)

https://github.com/spotify/annoy
https://doi.org/10.1007/978-3-540-79228-4_1


A Compliance-Enhancing Approach to Separated Continuous Auditing 119

23. The Privacy Sandbox. https://privacysandbox.com/. Accessed: 2023–05–01
24. Drebin Dataset. https://www.sec.cs.tu-bs.de/~danarp/drebin/index.html. Accessed:2023–05–

01
25. Koodous. https://koodous.com/. Accessed: 2023–05–01

https://privacysandbox.com/
https://www.sec.cs.tu-bs.de/~danarp/drebin/index.html
https://koodous.com/


Design and Implementation of an Embedded
Streaming Terminal

Yan Shen(B), Tai Qin, and Min Chen

Wuhan Digital Engineering Institute, Hubei 430074, China
359046703@qq.com

Abstract. Expensive and relatively rigid specialized processing devices are used
to perform audio and video processing functions in traditional audio and video sys-
tems. These devices not only have limited configurability but also lack openness to
the users. In this paper, an embedded streaming terminal is implemented by embed-
ded chips, combining software and hardware. It integrates audio and video capture,
encoding/decoding, transmission, and image processing functions. The encod-
ing/decoding, transmission, and fusion processing functions are standardized and
quantifiable, forming a versatile processing terminal. It is constructed through
quantity stacking and Ethernet switch cascading, enabling functions such as video
switching, video splicing, video overlay, PIP (Picture-in-Picture), PBP (Picture-
by-Picture), and seamless zooming.The terminal exhibits excellent performance in
termsof encoding/decoding latency, bitrate control, andoverlay channels, ensuring
the flexibility and scalability of audio and video business systems.

Keywords: Embedded · Audio and video business · Streaming · Terminal

1 Introduction

In recent years, with the rapid development of audio and video processing technology
and network communication technology, the application of video business processing
are increasing, and the functionality has become complex. Traditional audio and video
systems typically rely on expensive and relatively fixed-function dedicated processing
equipment. These types of devices not only have limited configurability but also lack
openness to users, resulting in limited flexibility, scalability, and compatibility with
various functions in the later applications of such systems.

To address the issues aforementioned, current audio and video transmission and pro-
cessing technologies have gradually adopted a distributed and digital approach. This
has resulted in audio and video systems based on embedded business processing termi-
nals. These terminals employ a combination of software and hardware to standardize
the design of video encoding and decoding, video transmission, and video fusion pro-
cessing capabilities. The aim is to create quantifiable and versatile processing terminals.
They are constructed through quantity stacking and Ethernet switch cascading, and their
management and configuration are achieved through network control interfaces. This
approach enhances the flexibility, scalability, and ability to customize deeply tailored
applications in audio and video business systems.
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2 Research Status at Home and Abroad

In terms of video business processing, scholars both domestically and internation-
ally have conducted extensive research. Ping [1] studied a system based on streaming
video conferencing mobile terminals, Weilun [2] and others studied a vehicle embedded
streaming terminal based on FFMPEG, and Heng [3] studied a mobile streaming live
streaming system based on multiple terminals. All three implemented video decoding
using software libraries, with strong compatibility but limited performance. Lize [4]
studied streaming media terminals based on the improved TFRC protocol, focusing on
solving data transmission in network environments with severe latency jitter. Yao [5]
studied audio and video synchronization technology for airborne entertainment systems,
with a focus on synchronization control between multiple decoding terminals.

In this article, the streaming media terminal adopts a combination of software and
hardware to achieve a minimum unit for audio and video business processing. As shown
in Fig. 1, both the input and output ends of the audio and video are connected to the
terminal. The terminal completes tasks such as audio and video encoding, decoding,
and fusion processing. These functions are uniformly configured online by a centralized
operations and maintenance management platform for each basic unit.

Fig. 1. Diagram indicating the application of streaming terminals.

3 Detailed Design and Implementation

3.1 Detailed Design

This paper proposes an embedded streaming terminal, which integrates audio and video
capture, encoding and decoding, transmission, and image processing. The hardware
module is shown in Fig. 2, with built-in modules such as encoding and decoding, power
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supply, status display, and debugging. The encoding and decodingmodule uses a domes-
tic HiSilicon chip Hi35XX, which supports HDMI input and output. The module uses a
conversion chip to convertHDMI toBT1120 for inputting into theHiSilicon chip and also
supports converting theBT1120 signal toHDMI output. It provides a 10M/100M/1000M
adaptive Ethernet interface and audio and video input and output interfaces. It supports a
maximum resolution of no less than 3840X2160, a maximum frame rate of no less than
60fps, and supports H264/H265/AAC/G711 encoding. It also supports remote network
configuration.

The software is implemented by using the media processing software platform pro-
vided byHiSilicon,which supports rapid development of application software and imple-
mentation of video encoding and decoding, video input and output display, video image
preprocessing, encoding stream OSD overlay, video frame rate analysis, audio capture
and output, audio encoding and decoding functions.

Fig. 2. Terminal appearance diagram.

3.2 Specific Implementation

The audio and video service processing terminal adopts modular processing, and the
internal firmware module structure diagram is shown in Fig. 3. It is divided into video
input module VI (Video Input), video encoding module VENC (Video Encode), audio
input module AI (Audio Input), audio encoding module AENC (Audio Encode), audio
and videomergingmodule AVM (Audio videomerging), audio decodingmodule ADEC
(Audio Decode), audio output module AO (Audio Output), video decoding module
VDEC (Video Decode), video processing module VPSS (Video Process), video output
moduleVO(VideoOutput), commandparsingmoduleNCP (Net cmdParse) andnetwork
transceiver and parsing module NTA (Network transceiver analysis).

The detailed module functionalities are shown in Table 1.
In Fig. 1, the visual application interface runs on the centralized operations and

maintenancemanagement platform, including login and permissionmanagement, audio-
video capture and encodingmanagement, decoding and displaymanagement, layout sce-
nario management, and operations and maintenance management. The software enables
online configuration of the functionality of each basic unit through network commands.

Network commands are divided into audio-video encoding commands, audio-video
decoding commands, etc.

a. Each command includes a message header, checksum, padding data, flag bits, and
message footer. The padding data and flag bits are temporarily filled with 0x0/0xff,
and these bytes can be used to expand the command content.



Design and Implementation of an Embedded Streaming Terminal 123

Video Input 

module 

Video Encode 

module 

audio input 

module

audio encoding 

module

audio decoding 

module 

audio and video 

merging module 

Network transceiver and 

parsing module

Video In Audio In

video decoding 

module

audio output 

module

video processing 

module

video output 

module

Video OutAudio Out

command parsing 

module

RTSP/RTMP/RTP Instruction information
command 

transmission
network 

transmission
data transmission

Fig. 3. Internal firmware module diagram of the audio and video service processing terminal.

b. The audio-video decoding command includes chip selection, command word, mode,
output resolution frame rate, switch, decoding format, decoding channels (supporting
a total of 9 channels), and decoding information for each channel including display
priority, decoding source address, port address, resolution frame rate, display top-left
coordinates, display width and height, sampling rate, sampling depth, audio mode,
etc.

c. The audio-video encoding command includes chip selection, command word, mode,
audio-video working type, audio-video encoding format, output network protocol,
main and secondary stream bit rate, etc.

3.3 Key Technology Solutions

In this paper, the streaming media terminal is used to realize the audio and video system
based on the embedded business processing basic terminal,which has complete functions
and excellent performance. The key technologies are as follows:

a. Standardize the design of video encoding and decoding, video transmission, and video
fusion processing capabilities to form quantifiable and universal processing terminals.
Build the system through quantity stacking and Ethernet switching cascading, with
excellent performance and strong scalability

b. Implement management configuration through network control interfaces to enhance
the flexibility of the audio and video business system.

c. Breaking through the design of the HiSilicon chip SDK, it can achieve multi-channel
video stacking, splicing, and scaling.
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Table 1. Module functionality table.

NO Module function

1 Network transceiver and parsing module The network transmitting and parsing
module is responsible for receiving,
sending, and parsing various types of
information such as audio and video
streams, network commands, and heartbeats

2 Command parsing module Complete audio and video encoding and
decoding instruction parsing, obtain
configuration parameters, picture overlay,
translation parameters, and pass parameter
information to the corresponding module

3 Video input module Complete video signal capture and input
conversion

4 Audio input module, Completing the collection and input
conversion of audio signals

5 Video encoding module Encode videos according to the command
parameter requirements

6 Audio encoding module Encode audio files according to the
command parameter requirements

7 Audio-Video merging module Merge audio and video encoded data to
achieve audio and video synchronization

8 Audio decoding module Decode audio based on command
parameter requirements

9 Audio output module Complete audio output

10 Video decoding module Complete video decoding according to
command parameter requirements

11 Video processing module Complete functions such as multi-screen
splicing, scaling, and translation according
to command parameter requirements

12 Video output module Complete video output

4 Functional Performance Testing

4.1 Testing Environment

The testing environment for streaming terminals is shown in Fig. 4, consisting of sev-
eral service processing terminals, a centralized operation and maintenance management
platform (PC), audio-video output devices, network cameras, speakers, splicing screens
and ethernet switches.
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Fig. 4. Testing environment for streaming terminals.

4.2 Function Testing

Function testing includes video switching, video splicing, video overlay, PIP (Picture-
in-Picture), PBP (Picture-by-Picture), seamless zoom, etc., with videos of different res-
olutions and frame rates. It also includes testing the RTSP network protocol. The test
results are shown in the following Table 2.

4.3 Performance Testing

Performance testing includes tests for encoding and decoding channels, encoding and
decoding latency, and output bit rate. The test results are shown in the Table 3.
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Table 2. Multi-function testing.

NO Testing items Testing methods Test results

1 Encoding function Encode terminal accessing
audio and video sources,
control encoding parameters
and bitrate information
through centralized operation
and maintenance
management software, use
commercial tool VLC to pull
the stream, and view the
streaming screen and
parameters

The RTSP stream is
successfully pulled and
displayed in VLC. The
encoding parameters are
consistent with the settings

2 Decoding function Control a decoding terminal
to pull a specific RTSP
stream through centralized
operation and maintenance
management software, and
view the corresponding
display screen and speaker
sound output through the
HDMI output of the decoding
device

VLC successfully displays
the video, and the sound is
playing correctly

3 Decoded screen splicing Control multiple decoding
terminals to pull a specific
RTSP stream through
centralized operation and
maintenance management
software, and display the
images according to the
decoding splicing instruction
requirements, and view the
display of multiple spliced
screens

Multiple displays with
mosaic screen
configuration are
functioning properly and
showing a consistent output

4 Decoded screen overlay Control decoding terminals
to pull multiple RTSP
streams through centralized
operation and maintenance
management software, and
control the position of each
decoding image to overlay
the images, and view the
status of the overlay display

Multiple decoded images
overlay display normally

(continued)
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Table 2. (continued)

NO Testing items Testing methods Test results

5 Decoded screen translation Control the decoding
terminal to pull a specific
RTSP stream through
centralized operation and
maintenance management
software, and control the
display position. Send
multiple instructions for
different positions, and view
the screen’s display
translation status

The image panning is
normal

6 Decoded screen scaling Control the decoding
terminal to pull a specific
RTSP stream through
centralized operation and
maintenance management
software, and control the
display position. Send
multiple instructions for
different decoding output
sizes to observe the output
status of the screen

The image scaling is
normal

Fig. 5. Test process screen.
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Table 3. Multiple performance testing.

NO Test performance
metrics

Testing methods Test results

1 Encoding output bit
rate testing

Control the output bit rate
(VBR) of the decoding
terminal through network
commands, and observe the
decoding effect. At the same
time, test the bit rate of the
terminal’s output bitstream
using Wireshark software tool

The output bitrate is
consistent with the settings.
The bitrate for 1080P ranges
from 1Mb/s to 10Mb/s

2 Encoding/decoding
concurrency testing

By using network commands,
adjust the Variable Bit Rate
(VBR) of the decoding
terminal’s output. Monitor and
evaluate the decoding effect.
Concurrently, employ
Wireshark software tool to
measure the bit rate of the
output bitstream from the
terminal

When the coding resolution
and frame rate are set at
1080p@60fps, it can achieve
9-channel decoding

3 Latency testing Run a stopwatch software on
the video source connected to
the encoding terminal, with
accuracy up to milliseconds.
Control the decoding terminal
to stream and decode the
content using network
commands. Capture the frames
of both the encoding and
decoding terminals
simultaneously using a
high-speed camera. Calculate
the time difference between
the two sides to determine the
encoding and decoding latency

a. The screen delay is 245 ms
for 4 k@30fps

b. The screen delay is 80 ms
for 1080p@60fps

5 Conclusion

This design implements an embedded audio and video processing terminal on a self-
developed embedded Hisilicon module. Compared to existing technologies, it provides
an embedded audio and video processing basic terminal that standardizes the capabil-
ities of audio and video codec, transmission, and video fusion processing, forming a
quantifiable and universal processing terminal. The functional performance test results
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are good, achieving functions such as video switching, video splicing, video overlay,
PIP, PBP, and seamless zoom with good latency performance and controllable bitrate,
realizing multi-channel overlay. This processing terminal fully taps into the scalable,
expandable, quantifiable, and customizable capabilities of audio and video systems.
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Abstract. In the current digital and networked era, the demand for digital copy-
right transactions is growing, and the traditional centralized registration method
has problems such as high costs and long time limits for copyright registra-
tion, and difficulties in copyright protection. The technical features of blockchain
technology, such as decentralization, immutability of information, openness and
anonymity, offer new opportunities for digital copyright protection. We design
a digital copyright transaction scheme based on blockchain technology. Firstly,
we use Java to build an underlying platform that simulates the operation of the
blockchain data layer, consensus layer and contract layer, on top of which we
design a distributed underlying blockchain platform that can securely generate
blocks, generate transactions, validate transactions, add transactions into blocks,
broadcast blocks, validate blocks and add blocks into the blockchain, and use an
interface tomanipulate the database for the trading functions to be implemented by
the platform, and a visual interface is provided to facilitate users’ transactions of
digital copyright content. The results show that our platformcan effectively address
trust, intermediary and execution problems in digital copyright transactions and
help reduce copyright infringement.

Keywords: Blockchain · Digital copyright · Copyright transactions

1 Introduction

With the advancement of global informatization, the development of economic global-
ization has becomemore andmore profound, accompanied by the vigorous development
of the globalization of knowledge [1], and the knowledge economyhas gradually become
an important area of national development [2]. Individual countries and regions wishing
to enhance their competitiveness in the international market must vigorously develop
intellectual property rights and enhance the strategic position of intellectual property
rights in national economic development [3, 4].

However, due to the convenience of digital content dissemination brought by
informatization, the relatively large openness of the network, the limited awareness
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of intellectual property rights among citizens, and the regulatory system at the national
level to be improved [5], the phenomenon of online infringement is more serious in
China, while infringements are also naturally hidden and difficult to trace, and these
infringements are flexible and changeable [6, 7], and the dissemination channels are
quite extensive [8].

Blockchain is a distributed open ledger with node participation [9, 10], and
blockchain technology can produce the smart contract by pre-determining copyright
rules for the characteristics of copyright, so as to realize automated and intelligent
transactions of digital copyright, giving full play to the advantages of decentralization,
non-falsification, non-tampering and smart contracts of blockchain [11, 12].

Therefore, this paper, against this research background, by reviewing relevant liter-
ature and drawing on relevant research results at home and abroad, proposes to build
a distributed digital copyright transaction platform capable of trading the digital copy-
right content stored in the database from the data layer of the blockchain. The main
contributions of the platform are as follows:

1. The platformmakes full use of the decentralized features of blockchain technology to
effectively solve the trust problem in digital copyright protection, and the transaction
parties do not go through a centralized institution, and any user is directly involved
in the transaction, which is conducive to an in-depth understanding between the
transaction parties.

2. The use of distributed nodes to jointly store the unspent transaction output list of
transactions solves the intermediary problem in digital copyright protection, and each
transaction can be verified by network-wide transaction return, jointly realizing that
each transaction is traceable and each transaction is safe and reliable.

3. The smart contract is used to solve the execution problem in digital copyright pro-
tection, when both parties meet the set conditions, the transaction will automatically
trigger, and at the same time, both parties will be forced to execute, solving the
execution problem in the transaction.

4. Providing a simple visual interface, users can log in to the client for digital copyright
trading operations.

2 Related Works

The rapid development of digital technology has created a vast amount of digital copy-
right content. As digital technology enters millions of homes, our lives are becoming
more and more connected to digital copyright. The short videos you watch every day
on your mobile phone, the music you like to listen to, the electronic academic articles
you read, the information technology products you use, the office software you operate
at work, etc., all these digital products make full use of digital copyright behind the
scenes. However, due to the inherent problem of easy copying and borrowing of digital
works [13], incidents of disrespecting digital copyright and infringing on the intellectual
achievements of others now occur repeatedly on the Internet, causing damage to the
legitimate rights and interests of the originators and seriously dampening motivation,
which can have a huge impact on the digital industry [14–16]. Therefore, how to trade
digital copyrights in a safe, efficient and low-costmanner and protect the legitimate rights
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and interests of copyright owners has become a topic of research for many scholars and
experts at home and abroad [17–19].

Wu et al. [20] proposed a research and design scheme for DCI-based copyright
protection of digital works, establishing a complete DCI system, issuing DCI codes
to digital copyright owners through code issuance centers, and using the four charac-
teristics of DCI codes themselves, namely uniqueness, permanence, compatibility, and
scalability, to performDCI code embedding and fetching operations on digital copyright
information such as digital software, audiovisual video, and digital text, realizing the
identification of digital copyright.

Xiao et al. [21] proposed a digital copyright protection system based on feature
images. A new digital rights management (DRM) technology system was established
using the traversal encryption method, which utilizes the triple encryption mechanism
technique, thus enabling the encryption of the content of the digital copyright, the encryp-
tion key of the digital copyright, and the coordinates of the image pixel points of the
digital copyright [22].

And Li [23] proposed an advanced practical byzantine fault tolerance algorithm
(APBFT) and designed a digital copyright registration data interaction and storagemodel
based on blockchain technology, which changed the problem of low throughput and
resource waste in the traditional digital copyright transaction process, and implemented
a digital copyright registration system based on blockchain technology according to the
proposed improved algorithmandmodel, thus protecting the security of digital copyright.

In 2023, Ciriello et al. [24] proposed design principles for blockchain-based cen-
tralized DRM systems, using the music industry as an example, the design principles
provide an integrated and flexible solution by enabling transparent music licensing struc-
tures, consistent and complete copyright metadata, and efficient and transparent royalty
payments.

In general, from the overall picture of the research on digital copyright transaction
schemes at home and abroad, the traditional centralized registration method suffers from
high costs and long time limits for copyright registration, and difficulties in copyright
protection. The use of blockchain technology to encrypt the transaction process of digital
copyrights can make full use of the decentralization, time-series data, multi-node main-
tenance, smart contracts, key encryption and other features of the current blockchain
technology [25, 26], which is undoubtedly a very secure, efficient and operable digital
copyright transaction scheme, so this paper conducts a study on the digital copyright
transaction scheme based on blockchain technology.

3 Blockchain-Based Digital Copyright Transaction Platform
Design

The transaction platform uses the blockchain underlying technology, which can store
all the user’s transaction information in the blockchain and realize tamper-proof and
traceable transactions. As the transaction information is stored in a non-centralized
consortium blockchain, any user of the system can use the system to query the current
account information and past transaction records, ensuring the authenticity and validity
of the data when querying.
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3.1 Transaction Platform Network Design

To achieve the functions of the entire transaction platform, the construction of the entire
transaction platform network is the foundation, a complete and excellent platform net-
work can maximize the operating efficiency and security of the transaction platform.
This platform is a blockchain-based transaction platform. First of all, it needs to run
each blockchain node in the underlying blockchain, while providing users with cloud
database services. Therefore, it needs to design a dedicated database for each user. In
addition, the consensus algorithm we use is proof of work (POW). The overall architec-
ture of the platform is shown in Fig. 1, and the overall flow of the platform is shown in
Fig. 2.

Fig. 1. General architecture of the transaction platform.

3.2 Blockchain Interface Design

In the blockchain, data writing is achieved through transaction writing, and the transac-
tion information can be written into the blockchain while the transaction occurs. Dur-
ing the data interaction process of POW, the data will not be encrypted. Therefore, in
this design, transaction information will be encrypted using algorithms such as sha256,
base64 and elliptic curve cryptography. In each transaction, the initiator of the transac-
tion is the user who needs to purchase the right to use the copyright, and the recipient of
the transaction is the owner of the copyright. In this way, personal information is made
public, but without the corresponding decryption algorithm, the specific transaction
information is not available and security is ensured.
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Fig. 2. General flow of the transaction platform.

Java provides a JDBC driver as an interface to connect to MySQL databases, pro-
viding 5 classes and interfaces. The Collection interface represents the connection to the
Mysql database and is responsible for executing SQL statements through Java and return-
ing the results. The Statement interface is used to send SQL statements to the database
after establishing the connection between the two. The PreparedStatement interface is
used to pre-compile the SQL statements and save the compilation in the instance. The
DriverManager class is used to manage all drivers in the database and to establish con-
nections between individual drivers. The ResultSet interface is a table for temporarily
storing the results of database query operations. The design of the blockchain interface
architecture is shown in Fig. 3.
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Fig. 3. Blockchain interface architecture.

In summary, the functions of the interface of this blockchain mainly focus on col-
lecting database information, establishing connections, executing SQL statements, and
returning results.

3.3 Transaction Platform Upper Layer Application Design

This design will provide users with a system that allows direct digital copyright trans-
actions. Not all databases are suitable for storage in the blockchain, for example, digital
copyright information can only be called temporarily and is not suitable for storage in
the database. The blockchain only stores the user’s address, which doesn’t contain any
other information about the user’s identity, thus ensuring the anonymity of the user. I will
therefore provide the database to store the user’s bid information and digital copyright
content, and the interface is responsible for linking the application to the database.

The front-end interface will provide the following functions: login function,
transaction function and display function. The architecture is shown in Fig. 4.
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4 Implementation and Evaluation of the Scheme

The scheme consists of the following components in the design process: editing the
underlying blockchain using Java language, developing Java programs using the MyE-
clipse development environment, debugging and running, and designing the graphical
user interface (GUI) interface using Java language as the user’s operation interface;
editing the MySQL database using SQL language as a cloud platform for storing copy-
right arrays; using JDBC driver as the interface to connect Java blockchain and MySQL
database.

In addition, we have divided the functional modules of the blockchain into block
class, wallet class, transaction class, transaction input class, transaction output class,
and method class, with the specific functions of each class shown in Table 1.

Some of the interfaces of the transaction platform are shown in Fig. 5, where Fig. 5
shows the digital copyright transaction interface.

After a series of tests, the whole platform, whether it is the interface or database or
the underlying blockchain, can function normally and realize the login, transaction and
display functions as expected, and can provide all-round protection for digital copyright
transactions between users through the blockchain, preventing theft and malicious use
of digital copyright in the process of users’ digital copyright transactions.

5 Conclusions

Currently, most of the digital copyright protection methods are centralized registration
type, which is essentially a copyright management mechanism based on centralization
authorized by authoritative management agencies, but there are problems such as high
costs and long time limits of copyright registration, and difficulties in copyright protec-
tion. Therefore, we design a digital copyright transaction scheme based on blockchain
technology and implement a blockchain-based digital copyright transaction platform.
The platform’s visual interface is user-friendly, and the platform can safely generate
blocks, generate transactions, verify transactions, add transactions to blocks, broadcast
blocks, verify blocks and add blocks to the blockchain. Based on the distributed ledger,
decentralization of blockchain and the application of the smart contract, it can effectively
solve the trust problem, intermediary problem and execution problem in digital copyright
transactions, greatly improve the efficiency of the successful execution of transactions
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Table 1. Functional modules of the blockchain.

Module name Function

Block class Perform some of the functions of the data and consensus layers in
the blockchain, and act as the miner node for constructing blocks
and giving bookkeeping power to the generated blocks

Wallet class The wallet class acts as the transaction user node and contains
information such as the public and private keys, a list of transactions,
and transfer fees. The public key is used to represent the user’s
address, the private key is used to encrypt the transaction
information, and the wallet class also includes the ability for the user
to initiate a transaction, thus creating a new transaction

Transaction class The transaction class contains seven functions: constructing a
transaction, calculating the hash represented by this transaction,
signing, verifying, processing the transaction, calculating the sum of
the inputs and the sum of the outputs

Transaction input class The transaction input class constructs the transaction input list, and
uses the class construction method to obtain a transaction input
method with the same name as the transaction input class. The
unused transaction output is used as the input information for the
next input transaction

Transaction output class The transaction output class is mainly used to construct transaction
output information and verify whether the hash value of the next
block is correct

Method class The method class provides computational tools and auxiliary
methods for the individual methods in the previous classes

and increase the motivation of creators. Blockchain’s immutable and traceable char-
acteristics provide natural credibility for infringement accountability and protection,
becoming effective evidence that can be adopted by law enforcement agencies, simpli-
fying the process of defending rights, reducing the cost of defending rights, and fully
protecting the rights and interests of creators.
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(a) (b)
Fig. 5. Digital copyright transaction a Transaction selection b A sends a transaction to B and the
transaction is successful.
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Abstract. The Internet has penetrated into various fields of human production
and life.While enjoying Internet technology, people have to face various problems
brought about by the Internet, among which network security issues are partic-
ularly prominent. The network security situation assessment summarizes, filters
and analyzes security events generated by devices, builds suitable mathematical
models based on security indicators and assesses the level of security threats to the
entire network system, thereby analyzing and capturing the overall security status
of the network. This paper analyzes the relevant research at home and abroad, and
selects Elman neural network model, intuitionistic fuzzy set model and hidden
Markov model for network security situation assessment. The result is compared
with the expert assessment, and the advantages and disadvantages of the different
models are analyzed in conjunction with relevant model theory. It is found that the
network security situation assessment model more suitable for the current network
environment is the intuitionistic fuzzy set model.

Keywords: Network security situation assessment · Elman neural network ·
Intuitionistic fuzzy set · Hidden Marko

1 Introduction

With the rapid development of computer network technology and communication tech-
nology, the sharing of resources in computer networks has been further enhanced, and the
Internet has penetrated into many aspects of human production and life [1, 2], becoming
one of the main tools for social change today, influencing the development of social
economy and people’s way of life [3]. According to the Internet Information Center,
as of December 2022, the number of Internet users in China had reached 1.067 billion,
with an Internet penetration rate of 75.6% [4]. The popularity of the Internet has brought
convenience to people, but the increase in Internet-connected devices has also led to an
increase in the attack surface, raising the risk of attacks on networks [5, 6]. And with
the development of Internet technology, the means of attackers are becoming more and
more advanced [7, 8], and there are endless ways to attack. In recent years, the number
of various network damage incidents is increasing and the degree of damage is gradually
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increasing [9], which has caused great economic losses to the individual, the enterprise,
and even the country, and the security of the network is facing great challenges [10–
13], and both the country and the people attach great importance to the security of the
Internet.

Therefore, in this research context, this paper analyzes various cyber attacks by
building hidden Markov model, intuitionistic fuzzy set model and Elman neural net-
work model based on the dataset CIC-IDS2017, studies the attack situation in the net-
work, makes the network security situation assessment and compares it with the expert
assessment. The specific contributions of this paper are as follows:

1. Based on the model’s network security posture assessment values and theoretical
knowledge, we study and analyze the advantages or disadvantages of the hidden
Markov model, intuitionistic fuzzy set model and Elman neural network model to
provide suggestions for reducing the security situation assessment value errors and
improving the model.

2. Using the expert assessment as the reference value, the mean error values of hidden
Markov model, intuitionistic fuzzy set model and Elman neural network model are
compared and analyzed, and the results show that the situation values obtained from
the intuitionistic fuzzy set model are closest to the actual situation values and can
more accurately assess the current situation of the network.

3. By studyingnetwork security situation assessmentmethods, this paper provides useful
references for the future formation of good situational awareness systems, so as to
improve the security and stability of the network, better prevent network security
incidents, and play a positive role in promoting the progress of network security
situational awareness research.

2 Related Works

Bass [14] proposed cyberspace situational awareness in 2000, the first appearance of
situational awareness in the field of cyberspace. Blyth [15] pointed out that the hackers’
attack paths could be traced to further qualitatively assess the security threats to the
network, but their research was limited to theory and was not applied in practice. In
addition to this, a large number of other scholars conducted related research, such as
DeMontigny-Leboeurvf [16] and Yurcik [17]. Later, based on research on traffic net-
works, the CERT/NetSa team used the traffic monitoring tool NetFlow [18] to monitor
large networks in real-time, achieving early warning of network attacks and avoiding
network paralysis caused by network attacks. In 2020, Liao et al. [19] designed a net-
work security situation assessment system based on an extended hidden Markov model,
which extends the model tuple and adds two parameters, network defense efficiency
and risk loss vector, so that the model can describe the network security situation more
completely.

Compared with the current situation of foreign research on network security, China’s
research on network security situation assessment is relatively late and is still in the devel-
opment stage. Chen et al. [20] divided the network into layers, from the system layer
related to software, to the host layer and service layer related to servers and hosts, to the
attack layer and vulnerability layer related to cyber attacks, and used a rich variety of
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methods, such as top-down and part first and then whole, etc. This situational assessment
method is very conducive to practical applications. However, it is too practically ori-
ented, resulting in too much reliance on subjective opinions in the allocation of weights,
and therefore the assessment results may be biased. Subsequently, Gu et al. [21], after
researching and analyzing the theories, combined game theory and other theories with
them and eventually improved the hierarchical analysis method, especially its problem
of assigning weights to different indicators. Finally, when calculating the value of the
network security situation, a fuzzy comprehensive evaluation method was also proposed
to be used for the calculation, which resulted in a more accurate assessment value. 2021,
Shi et al. [22] optimize the parameters of neural networks and classify the attacks on
industrial control systems and thus quantify the situation results. The security situation
assessment method applying neural networks reduces the reliance on expert opinions in
traditional assessment methods, focuses on the representation of raw data information,
and the results are more consistent with the real network situation.

In this paper, based on the review and study of relevant research results at home
and abroad, three different network security situation assessment methods are selected,
which are hidden Markov model, intuitionistic fuzzy set model and Elman neural net-
work model. In the dataset CIC-IDS2017, which is more in line with the current network
environment, the network security situation is analyzed through the simulation experi-
ments of the three models. By comparing expert assessment differences and delving into
relevant model theories to analyze the advantages and disadvantages of each model, the
model that finally gets suitable for the current network environment is the intuitionistic
fuzzy set model.

3 Network Security Situation Assessment Models

This paper selects three different models: hidden Markov model, intuitionistic fuzzy set
model and Elman neural network model to assess the network security situation. The
models were selected because they are three basic models that can extend or supple-
ment network security situation assessment, enabling them to conduct network security
situation assessment in more complex and ever-changing network environments.

3.1 Hidden Marko Model

3.1.1 Introduction of Hidden Markov Model

The hidden Markov model is the process of extending the Markov model to express the
hidden Markov chain with implicit unknown parameters, which is explained as follows:
the state xt in the system is hidden and cannot be viewed by the observer, but the
system will simultaneously generate the observation symbol yt with a certain functional
relationship with xt, so the observer views and dissects the observation sequence Y =
{y1, y2, ..., yt}, thus obtaining the implied state sequence X = {x1, x2, ..., xt}, whose
specific state transfer process is shown in Fig. 1.
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Fig. 1. Hidden Markov state transition

3.1.2 Model Representation

The hiddenMarkovmodel is expressed using the five-tuple {S,O, π,A,B}, each of these
factors is described in detail below:

1. Implied state space S.
S = {S1, S2, ..., Sn}, where n is the size of the state space. The different factors in

S represent different hidden states in the system, and all different hidden states must
comply with Markov properties.

2. Observable state space O.
O = {O1,O2, ...,Om}, wherem is the size of the observation space. Different factors

in O can serve as observation symbols that can be directly observed by observers.
3. Initial state probability matrix π .
π = {π1, π2, ..., πn}, where π is the probability of different states in different

moments.
4. Implied state transition probability matrix A.
A = [aij]N×N , where aij = p(xt+1 = Sj|xt = Si), 1 ≤ i, j ≤ N , A is the probability

of change of the model from state i to state j at moment t + 1.
5. Observed state transition probability matrix B.
B = [Bjk ]M×N , where bjk = p(yt = ok |xt = Si), 1 ≤ j ≤ N , 1 ≤ k ≤ M , where

the probability that the observer observes the observed symbol when the system is in
state Sj is ok .

In the general case, instead of using the implied state space S and the observable state
space O, the Hidden Markov Model is expressed as a three-tuple with λ = (A,B, π).

3.2 Intuitionistic Fuzzy Set Model

3.2.1 Introduction of Intuitionistic Fuzzy Set Model

Definition 1 Let X be a defined domain of discourse, then the intuitionistic fuzzy set
A in the domain X is A = {〈x, μA(x), γA(x)〉|x ∈ X } And μA(x) : X → [0, 1] and
γA(x) : X → [0, 1][0, 1] are membership functionμA(x) and non-membership function
γA(x) on X , and 0 ≤ μA(x) + γA(x) ≤ 1 holds for all x ∈ X on A.

When X is a continuous space, A = ∫
A

〈μA(x),γA(x)〉
x , x ∈ X ; when X =

{x1, x2, ..., xn} is a discrete space, A= ∑n
i=1

〈μA(xi),γA(xi)〉
xi

, xi ∈ X , i = 1, 2, ..., n.

Intuitionistic fuzzy set A can be abbreviated as A = 〈x, μA, γA〉 or A = 〈μA,γA〉
x .
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In intuitionistic fuzzy set A, it is called πA(x) = 1 − μA(x) − γA(x) is the intuitive
index of x in A, which represents the degree of hesitation of x towards A.

Definition 2 Let A = {〈x, μA(x), γA(x)〉|x ∈ X } And B = {〈x, μB(x), γB(x)〉|x ∈ X }
be intuitionistic fuzzy subsets on a given domain of discourse X . Then the operations
between intuitionistic fuzzy sets is:

A ⊆ B ⇔ ∀x ∈ X , [μA(x) ≤ μB(x) ∧ γA(x) ≥ γB(x)] (1)

A ⊂ B ⇔ ∀x ∈ X , [μA(x) < μB(x) ∧ γA(x) > γB(x)] (2)

A = B ⇔ ∀x ∈ X , [μA(x) = μB(x) ∧ γA(x) = γB(x)] (3)

Ac = {〈x, μA(x), γA(x)〉|x ∈ X } (4)

A ∩ B = {〈x, μA(x) ∧ μB(x), γA(x) ∨ γB(x)〉|∀x ∈ X } (5)

A ∪ B = {〈x, μA(x) ∨ μB(x), γA(x) ∧ γB(x)〉|∀x ∈ X } (6)

A + B = {〈x, μA(x) + μB(x) − μA(x) · μB(x), γA(x)γB(x)〉|∀x ∈ X } (7)

A · B = {〈x, μA(x) · μB(x), γA(x) + γB(x) − γA(x) · γB(x)〉|∀x ∈ X } (8)

where: A · B is the inner product; ∨ is used to get maximum value; ∧ is used to get
minimum value.

3.2.2 Geometric Representation

Each intuitionistic fuzzy subset is composed of the three-tuple 〈x, μi(x), γi(x)〉, and
πi(x) = 1− μi(x) − γi(x), so a geometric representation method with x, μi(x), γi(x) as
coordinates can be used. As in Fig. 2, each coordinate point in � ABC corresponds to
an intuitionistic fuzzy subset.

3.3 Elman Neural Network Model

3.3.1 Introduction of Elman Neural Network Model

The Elman neural network has been around for nearly 30 years now, and its inventor is
Elman [23]. It is amodified feedforward neural network, and itsmain improvement is that
the feedforward network is transmitted without delay, whereas in the feedback network
there is delay, and the output signal of a neuron in the same level will be transmitted
back to the previous level after a delay and become the input signal of the neuron in
the previous level, which allows interconnecting neurons in different levels. The Elman
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Fig. 2. Geometric representation of intuitionistic fuzzy sets.

neural network is a classical feedback-type neural network, which contains input layer
delay, neuron self-feedback, output layer delay and two layers of mutual feedback. The
neural network adds a layer to the hidden layer, through which the information output
at the previous moment in the hidden layer can be stored and remembered, and then
fed back to the hidden layer as input information for the nodes in the hidden layer, thus
creating an artificial step delay, which completes the computational delay within the
network and creates a memory-like capability.

3.3.2 Structure of Elman Neural Network

The structure of the Elman neural network model is shown in Fig. 3, which is consisted
of four parts: the input layer, the intermediate hidden layer, the output layer and the
undertake layer. The three components except the undertake layer are very similar to
the feedforward neural network. For example, the input layer is only responsible for
inputting information, and does not process any information; the main function of the
intermediate hidden layer is to process information. Its neurons usually choose to use
nonlinear functions when transmitting information. After processing, the expected data
can be obtained, and then the expected data is transmitted to the next layer, namely the
output layer and the receiving layer. The receiving layer transfers the stored information
at the current time t to the hidden layer at time t + 1.

The formulas used in the weight correction algorithm of Elman neural network is
introduced as follows:

the output layer: y(k) = h(w3x(k)).
the hidden layer: x(k) = g(w2xc(k) + w1u(k − 1)).
the undertake layer: xc(k) = x(k − 1).
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Fig. 3. Elman neural network model.

4 Experiments and Evaluation

4.1 Experimental Dataset

We use the CIC-ISDS2017 dataset produced in 2017, which has the characteristics of
long data duration, a large amount of data, multiple data types and diverse storage
forms. The dataset, produced by the Canadian institute for cybersecurity research, has
a data volume of up to 55GB, which was updated based on CIC-ISDS2012 in 2012.
Unlike older datasets that are mostly obtained in simulated environments, CIC-IDS2017
contains a large amount of data from actual environments, including the state of the
network in various periods. In addition, CIC-IDS2017 covers the most common attacks
in daily networks, including: penetration, cracking, denial of service, distributed denial
of service, web-based attacks, security vulnerabilities, zombies, port scanning, and the
data is newer, facilitating researchers to conduct research and analysis closer to reality
and the current situation.

The CIC-IDS2017 dataset records all network data for a five-working day period.
The detailed composition of the victim network systems and the attack network systems
is shown in Table 1.

4.2 Selection of Indicators

This paper refers to the network information security risk assessment specification GB/T
20984–2007 and combines the network security situation assessment system already
established by previous authors, and the network security situation assessment indicator
system built is shown in Fig. 4.

4.3 Experimental Results

Due to the large statistical data of 180 samples, which cannot be fully displayed in the
graph, the data are averaged to produce 30 sets of data. The following are the results
obtained from each of the three models (Figs. 5, 6 and 7).



Research on Network Security Situation Assessment Method 147

Table 1. Network equipment composition.

Host category Host system IP

Secure host Fire 205.174.165.80

DNS + DC Server 192.168.10.3

Attack host Kali 205.174.165.73

Win 205.174.165.69、205.174.165.70、205.174.165.71

Victim host Web server 16 Public 192.168.10.50、205.174.165.68

Ubuntu server 12 Public 192.168.10.51、205.174.165.66

Ubuntu 14.4, 32B 192.168.10.19

Ubuntu 14.4,64B 192.168.10.17

Ubuntu 16.4,32B 192.168.10.16

Win 7Pro64B 192.168.10.9

Win 8.1,64B 192.168.10.5

Win Vista,64B 192.168.10.8

Win 10, pro 32B 192.168.10.14

Win 10,64B 192.168.10.15

Mac 192.168.10.25

Network Security Situation Assessment Indicator System

Threat sub situation Fragile sub situation Basic operation sub situation

Severity of attack

Number of alarms

Frequency of security 

incidents

TCP packet distribution

UDP packet distribution

ICMP packet distribution

Severity of vulnerability

Total number of open ports

Total number of safety 

equipment

Device operating system 

security status

Topological structure

Rate of change of traffic in the 

network

Peak traffic in the network

Total traffic in the network

Bandwidth usage

Device Service Status

Value of assets

Fig. 4. Network security situation assessment indicator system.
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Fig. 5. Change of network security situation assessment value of hidden Markov model.

Fig. 6. Change of network security situation assessment value of the intuitionistic fuzzy setmodel.

4.4 Comparison and Analysis of Experimental Results

The network security situation assessment of hidden Markov model, intuitionistic fuzzy
set model, Elman neural network model and expert assessment are compared, and the
results are shown in Fig. 8.

The errors of the hiddenMarkovmodel, intuitionistic fuzzy setmodel andElmanneu-
ral networkmodel compared to the expert assessment values, using the expert assessment
as the reference, are shown in Fig. 9.

A comparison of the means and variances of the network security situation
assessment errors for different models is shown in Table 2.

By analyzing Figs. 8, 9 and Table 2, the results can be summarized as follows:
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Fig. 7. Change of network security situation assessment value of Elman neural network.

Fig. 8. Comparison of network security situation assessment values for different algorithms.

1. The hidden Markov model has a large error range and sometimes deviates substan-
tially, probably because the state of the hidden Markov model is only related to its
previous state and a higher-order hidden Markov model must be built to utilize more
known information, while multiple matrices were not built in the study, hence the
deviation.

2. The comparison between the network security situation assessment values of the
Elman neural network model and the expert assessment values shows that the error of
the Elman neural network model is relatively small, and can better reflect the network
security situation of the current network environment. Further improvements may
require greater training or algorithmic changes.
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Fig. 9. Comparison of errors in different models for network security situation assessment.

Table 2. Comparison of the means and variances of network security situation assessment errors
for different models.

Experimental data Number Mean value of error Error variance

Hidden Marko 30 3.235 0.153

Intuitionistic fuzzy set 30 0.010 0.010

Elman neural network 30 0.016 0.013

3. The average error and variance of the intuitionistic fuzzy set model are both
0.01, which is the smallest of the three models. It provides a more accurate and
comprehensive picture of the network security situation in the chosen models.

4. In the case of using the same data set, the average error of the intuitionistic fuzzy set
model is 3.225 less than that of the hidden Markov model, and 0.006 less than that of
the Elman neural network model, which can more comprehensively and accurately
reflect the current network security situation.

5 Conclusions

The Internet has brought a lot of convenience to people, but as people become more and
more connected to the Internet, many network security issues have emerged, such as data
leakage and network paralysis, and the security of the Internet needs to be given more
attention. In this paper, hidden Markov model, intuitionistic fuzzy set model and Elman
neural network model are selected for Matlab experimental simulation to complete the
network security situation assessment. Based on the study of themodel theory, the results
are compared with expert assessment so as to analyze the advantages and disadvantages
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of the models, and to arrive at an algorithmic model that is more in line with the current
network environment as the intuitionistic fuzzy set model, providing a useful reference
for the security and stability of the network.
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Abstract. In this paper, a millimeter-wave wireless localization model
assisted by IRS is developed to explore the wireless localization problem
under NLOS conditions. By deriving and analyzing the Fisher informa-
tion matrix and Cramer-Rao lower bounds(CRLB), the accuracy index
and optimization criteria are quantified, and a phase shift optimization
method based on the semi-positive definite relaxation method is pro-
posed to achieve the optimization of the localization performance of the
system as a result. Simulation results show that the algorithm proposed
in this paper can improve the performance of the system significantly
compared with the benchmark solution.

Keywords: Non line of sight · Wireless localization · Reconfigurable
intelligent surfaces · Cramer-Rao lower bounds

1 Introduction

In recent years, Intelligent Reflecting Surfaces(IRSs) have become a popular
research object in academia and industry for their low cost, low energy con-
sumption, and low complexity, and are considered as one of the key technologies
for the development of next-generation wireless communication systems .IRS can
be considered as a planar array which is consisted of a large number of passive
reflective elements, each of which is capable of adjusting the amplitudes or phase
shifts of incoming signals separately and independently. In the scheme of wireless
network deployment, the reflection coefficients of the passive reflecting elements
on the IRS can be changed by programming to optimization of transmission
channels, which provides a new way to solve the channel fading. Compared to
traditional active antenna arrays, IRS can achieve higher quality signal trans-
mission with very low hardware cost and energy consumption [1]. In addition,
IRS is usually standard in shape and light in weight, and can be easily deployed
and installed in various environments,providing great flexibility.
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Many advantages of IRS provide a brand new idea for the development of
localization system. How to effectively combine IRS and localization system to
overcome the difficulties in traditional localization methods and achieve low-cost,
low-loss and high-precision localization is of great research significance.

Recently, IRS has been frequently tried to combine with wireless localiza-
tion systems, and a series of studies for IRS-assisted localization systems are
springing up. Many studies have focused on the derivation of basic boundaries
to discuss the feasibility and efficiency of IRS-assisted localization systems [2].
In addition, there are also studies focusing on the localization accuracy and
localization quality of the system [3], and many practical algorithms have been
proposed to improve the localization performance of the systems.

To solve the problem of severely degraded accuracy of millimeter-wave wire-
less localization system under NLOS conditions, this paper proposes to establish
an IRS-assisted millimeter-wave wireless localization system, derive the Cramer-
Rao lower bounds and propose an optimization method, so as to provide high-
precision localization service for the UE under NLOS conditions.

In this paper, we model and analyze the optimization problem based on con-
vex optimization theory according to the CRLB. We propose an optimization
method based on Semi-positive Definite Relaxation(SDR) method to achieve
relaxation of constraints, and then get the optimal results by Gaussian random-
ization method to achieve the improvement of the localization performance of
the system.

2 System Model

An IRS-assisted millimeter-wave wireless localization model is showed in Fig. 1,
which consists of a base station (BS), a IRS and a user equipment(UE), where
the BS and UE are equipped with a single antenna and the IRS is equipped with
M reflective units. In this case, the BS is completely blocked from the UE, the
channel is in NLOS conditions, and a cascade channel consisting of the BS, IRS
and UE provides a stable LOS link between the two ends.

Fig. 1. IRS-assisted millimeter wave wireless localization model.
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2.1 Geometry Model

In this paper, the center of the IRS is taken as the origin and the correspond-
ing normal of the IRS is taken as the Z-axis to establish a space rectangular
coordinate system as shown in Fig. 2.

Fig. 2. System coordinates diagram.

The coordinates of the BS are known and are set as pb = [xb, yb, zb]T;the
coordinates of the IRS are denoted as pr, and the coordinates of the ith reflective
unit can be written as pri = [xri, yri, 0]T = ri[cos ψi, sin ψi, 0]T (i = 1, 2, ...,M),
where ri is the linear distance between the unit and the BS, and ψi is the
coordinate angle in the XY-plane. The location of the UE is expressed as p =
[x, y, z]T. The angle between the Z-axis and the X-axis is expressed as ϑ ∈
[0, π/2], the angle between the projection of the UE in the XY-plane and the
X-axis is expressed as ϕ ∈ [0, 2π], and d is the linear distance between the UE
end and the BS. Therefore, from the geometric relationship, the location of the
UE can be written as p = d[sinϑ cos ϕ, sin ϑ sinϕ, cos ϑ]T.

2.2 Signal Model

We assume a narrowband signal model to send the pilot signals st, and the BS
transmits T times with bandwidth W and transmit power PTX . Ωt = diag(ωt)
denotes the phase shifts of the IRS at the time of the tth signal transmis-
sion,where |[ωt]m| = 1,∀t,m.

Under NLOS conditions, the received signal at the UE at time t can be
expressed as:

yt = ChT(pb)Ωth(p)st + nt (1)

where C is the the temporal steering matrix to represent the slow phase rotation
caused by the Doppler effect due to the movement of the UE [4]:

C = exp(j
2πv

Wλ
(pr − p)/ ‖pr − p‖) (2)
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h(p) denotes the channel response between the UE and the IRS, where the IRS
is considered as a Uniform Planar Array(UPA) and the channel response can be
expressed as h(p) = ρ(p)◦a(p). ρ(p) denotes the channel gain between the UE and
the IRS, then a(p) is the received array response, and in the near-field model, the
channel gain and array response of a uniform planar array are usually given by [5]

[a(p)]i = exp(−j
2π

λ
(‖p − pri‖ − d)) (3)

ρ(p) =

√
f(ϑ, ϕ)

A cos ϑ

4πd2
(4)

The definition of f(ϑ, ϕ) is similar to [6], the channel response between the
BS and the IRS is defined in the same way as h(pb) = ρ(pb) ◦ a(pb).

We think that st =
√

Es and nt is an independently distributed zero-mean
additive Gaussian noise with variance of 2 in each real dimension.

The received signal in T transmissions can be compactly expressed as

y =
√

EsρCWTa(p) + n (5)

where n = [n1, n2, ..., nT ]T,W = [w1, w2, ..., wT ]T ∈ M×T and wt is defined as
wt = Ωth(pb) ∈ M×1.

3 Localization Performance Metric

In this section, the optimization criteria will be clarified through the derivation
of the CRLB of the system.

First, after separating the received signal from the noise, the rest can be
expressed as:

μ =
√

EsρCWTa(p) + n (6)

We define the vector of unknowns as ζsph = [ρ,C, p]T ∈ 5×1, and the Fisher
Information Matrix (FIM) corresponding to the vector of unknowns as

J(ζsph) =
2Es

N0
�

{(
∂μ

∂ζsph

)H
∂μ

∂ζsph

}
(7)

Each item of ∂μ/∂ζsph can be expressed separately as follows:

∂μ

∂ρ
=

√
EsCWTa(p) (8)

∂μ

∂C
=

√
EsρWTa(p) (9)

∂μ

∂p
=

√
EsρCWT ∂a(p)

∂p
(10)
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For the subsequent derivation, we define ∂a(p)/∂p as D(p), the corresponding
expressions are

D(p) =
∂a(p)
∂p

= j
2π

λ

(
diag(a(p))KT + a(p)

pT

d

)
(11)

where K = [e0, e1, . . . , eM−1] and ei = (qi − p)/ ‖qi − p‖.
Substituting the above items into the FIM expression, the individual non-zero

terms in the FIM can be found as

[J(ζsph)]1,1 =
2EsC

2

N0

(
aH(p)WWTa(p)

)
(12)

[J(ζsph)]2,2 =
2Esρ

2

N0

(
aH(p)WWTa(p)

)
(13)

[J(ζsph)]3:5,3:5 =
2Esρ

2C2

N0

(
DH(p)WWTD(p)

)
(14)

[J(ζsph)]1,3:5 =
2EsρC2

N0

(
aH(p)WWTD(p)

)
(15)

[J(ζsph)]2,3:5 =
2Esρ

2C

N0

(
aH(p)WWTD(p)

)
(16)

After getting the FIM of the vector of unknowns, the FIM of the locations is
obtained by

J(p) = [J(ζsph)]3:5,3:5 − [J(ζsph)]3:5,1:2[J(ζsph)]−1
1:2,1:2[J(ζsph)]1:2,3:5) (17)

The CRLB of the locations of the UE can be expressed as:

CRLB =
√

trace([J−1(p)]3:5,3:5)) (18)

4 Optimization Method for Localization

From the derivation results of CRLB, it is not difficult to find that the localiza-
tion performance of the system is actually only related to the users’ locations
and the phase shifts of the IRS. Under the assumption that the users’ locations
are known, the optimization goal is to achieve the improvement of the system
localization performance by optimizing the phase shifts of the IRS.

We set Ω = [Ω1, Ω2, ..., ΩT], to denote the set of the phase shifts of the IRS,
and the optimization problem can be expressed as:

min
Ω

CRLB(Ω) (19)

s.t. |[ωt]m| = 1 (20)

It is obvious that the constrained constant modulus in (19) makes the opti-
mization problem a non-convex problem. Therefore, the first step is to transform
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the non-convex problem into a convex one. And for the non-convex problem gen-
erated by the constrained constant modulus, the SDR method is a great solution
idea without a doubt [7].

First, we define V = ΩΩT , which is obviously a positive semi-infinite matrix,
and according to the properties of positive semi-infinite matrices, the optimiza-
tion problem can be re-expressed as

min
V

CRLB(V ) (21)

s.t.tr(V) = MT (22)

V�0 (23)

rank(V) = T (24)

After converting the problem into the standard SDR form, it is easy to find
that (24) is actually non-convex, and this rank constraint should be ignored
to achieve the constraint relaxation and transform the whole problem into a
convex one.

According to the linear character of the FIM, the constraints satisfy the
linear matrix inequality (LMI) form now. Meanwhile, by introducing Schur’s
complement and the auxiliary matrixQ, the problem can be represented in the
standard convex semi-free program (SDP) form. Thus, the optimization problem
can finally be expressed as

min
V

tr(Q) (25)

s.t.tr(V) = MT (26)

V�0 (27)[
Q I
I J−1(p)

]
�0 (28)

The problem has been completely transformed into a standard SDP form,
and the CVX toolbox can be used to find the optimal result at this point. After
getting V∗, we can get Ω∗ by Gaussian randomization.

5 Simulation Results

In this section, several simulations are provided to test the system performance
and optimization method, and through the simulation results, we discuss the
influence factors of system performance, verify the feasibility and superiority of
the optimization method by analyzing from different perspectives.

We set the frequency of carriers fc is 30 GHz, the number of transmissions
T is 60, the noise spectral density NSD is −174 dBm/Hz, the Bandwidth Bw

is 0.001 GHz, the noise factor Nf is 8dB. In addition, the locations of the IRS
and BS are set as [0, 0, 0]Tm and [0, 0, 5]Tm.
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5.1 System Performance and Affecting Factors

In this part, we compare the actual performance of the system under different
conditions by adjusting parameters such as the number of IRS reflective units,
transmitting power, and the number of transmissions.

5.1.1 Number of IRS Reflective Units Figure 3 shows the distribu-
tion of the CRLB at different distances for the number of reflective units
M = 32×32, 40×40, 45×45 and 50×50 in the random phase shifts configuration.
It is obvious that the CRLB at different distances with the increase of the num-
ber of IRS reflective units, all other conditions being constant. In other words,
the higher the number of reflective units in the system, and the higher the local-
ization accuracy.
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Fig. 3. Distribution of CRLB with different number of reflective units.

5.1.2 Transmitting Power With the random phase shifts configuration of
M = 32 × 32 and straight-line distances of 5, 10, and 15 m as sampling points,
Fig. 4 shows the variation of the CRLB of the system for different transmit-
ting powers. It is obvious that the CRLB at different distances decreases with
the increase of the transmitting power, and the performance improvement is
especially obvious at the middle and long distances.At the distance of 10m and
15m, for every 5dBm increases in transmitting power, the CRLB decreases by
42.2 and 43.4% on average. It shows that improving the transmitting power is
undoubtedly an important means to improve the performance of the system.
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Fig. 4. Transmitted power and CRLB.

5.1.3 Number of Transmissions The same as above, the straight-line dis-
tances of 5, 10 and 15 m are set as the sampling points to explore the effect of the
variation of transmission times on the overall performance of the system with
M = 32 × 32.

It is obvious in Fig. 5 that as the number of transmissions T increases, the
quality of the received signal becomes better, and the localization performance
of the system becomes better as a result. However, as the number of transmis-
sions gradually increases, the improvement of the system performance becomes
smaller and smaller. Especially in the middle and close distances, after the num-
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Fig. 5. Number of transmissions and CRLB.
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ber of transmissions reaches 100, the average reduction of CRLB is only 14.8
and 16.1% for each additional 50 transmissions. This indicates that the num-
ber of transmissions can be reasonably set in the actual deployment to avoid
unnecessary waste of resources.

5.2 Analysis of Optimization Method

In this part, we set M = 32 × 32 and M = 45 × 45 respectively and use the
random phase shifts configuration in the vast majority of studies as the bench-
mark scheme to contrast with the optimization method proposed in this paper.
Figure 6 shows the CRLB of the system after applying the optimization method
and compare it with the the benchmark scheme. It is clear that the perfor-
mance of the system is significantly improved, which proves the feasibility and
effectiveness of the optimization method.

6 Conclusions

In this paper, we focus on the problem of IRS-assisted wireless localization in
millimeter-wave communication systems, and realizes the optimization of IRS
phase shifts through SDR-based optimization method, which in turn achieves
the optimization of the localization performance of the system. Based on con-
vex optimization theory, this paper completes the simulation, verification and
comparison to prove the effectiveness and feasibility of the optimization method.

Acknowledgment. This work presented in this paper has been supported by the
Research and Application of Multi-mode Merging Positioning and Synchronous Timing
Technology in Power Safety Production Business (5700-2022242 07A-1-1-ZN).
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Abstract. Driven by the double carbon target, the energy revolution is impera-
tive, and traditional single-energy power stations are gradually being transformed
into a new system form with new energy complementary types, integrating digi-
talization and intelligence. China is promoting the development of multi-energy
complementary tidal power stations, which incorporate and complement the use of
green renewable energy sources such as light, wind, and tidal energy in an efficient
manner. On this basis, multi-energy complementary tidal power stations should
also combine the current digital, intelligent, networked, and platform-based tech-
nology featureswith building an intelligent platform to solve the newenergy power
station grid connection and other problems, thus improving the pressure on elec-
tricity and achieving clean use. In addition, China’s rapid technological and social
development, energy and enterprise transformation, and upgrading are imminent,
so high efficiency, high integration, and friendly power stations have become an
important trend for future development, with broad development prospects.

Keywords: Dual-carbon target · Energy integration · Complementary utilization

1 Introduction

China strives to achieve carbon peaking by 2030 and carbon neutrality by 2060. The dual
carbon target is a major strategic deployment made by China after careful consideration.
It is, moreover, a commitment by China to the world and is related to the sustainable
development of the Chinese nation and the building of a community of human des-
tiny. China’s total annual carbon emissions are now equivalent to the combined carbon
emissions of the European Union, the United States, and Japan. With the rapid social
and economic development, China’s electricity consumption and carbon emissions are
also rising. According to the module calculation, carbon emissions from energy activ-
ities must be controlled at 7–9 billion tons in 2035 [1]. Therefore, the transformation
of the energy structure is urgent. China’s tidal energy reserves are 110 million KW [2],
and as the earliest and largest green renewable energy source developed in China, its
characteristics should be used efficiently. Other local green renewable energy sources
should be integrated with digital, intelligent, and networked means for complementary

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 163–172, 2024.
https://doi.org/10.1007/978-981-99-9247-8_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_16&domain=pdf
http://orcid.org/0009-0006-9700-5124
http://orcid.org/0009-0003-0800-863X
https://doi.org/10.1007/978-981-99-9247-8_16


164 M. Sun and H. Li

power generation, thus effectively reducing carbon emissions to achieve “carbon peak-
ing” and “carbon neutral” in China. This will effectively reduce carbon emissions and
thus contribute to achieving “carbon peaking” and “carbon neutrality” in China.

This paper introduces the principles of tidal energy generation and summarizes the
multi-energy complementary tidal power plants at home and abroad. In addition, the
paper analyses the problems of sedimentation, turbine attachment, and grid connection
of new energy plants in tidal power stations. It proposes that digital twins should be used
to solve these problems.

2 Principles and Characteristics of Tidal Energy Generation

Tidal energy is a non-fuel-consuming, non-polluting, inexhaustible, green, and renew-
able energy source not constrained by natural factors. Under the gravitational pull of the
Moon and the sun, seawater will experience periodic changes in its rise and fall, known
as the tidal phenomenon. When the positions of the Sun, the Earth, and the Moon are on
the same line, a large tide is generated due to tidal forces, and when the relative positions
of the three are perpendicular, a small tide is generated.

Tidal energy is mainly utilized in the power generation industry, and there are single-
reservoir unidirectional, single-reservoir bidirectional, and double-reservoir continuous
types [3]. Its power generation principle is similar to that of hydroelectric power genera-
tion when the water level rises at high tide, seawater enters the reservoir through the flow
channel and impacts the turbine, converting the substantial potential energy of seawater
into the kinetic energy of the turbine, pushing the turbine to rotate, which in turn drives
the generator to rotate and generate electricity; at low tide, as the water level decreases,
the same At low tide, the kinetic energy of the turbine is also converted into electrical
energy to generate electricity. The main methods of tidal power generation are natural
and tidal power generation [4]. Natural tidal power generation means that during high
tide and low tide, generated by the gravitational force of the sun and the moon, a large
amount of seawater will enter and leave the reservoir, and the kinetic energy generated
will be transformed into mechanical energy and then into electricity; tidal power gener-
ation means that a dam is built at a place with a significant difference in seawater, and
water is stored at high tide and released at low tide. The difference between high and
low tide levels can be used to generate electricity.

Tidal energy is also highly regular and predictable and is not affected by weather or
climate, and the power tends to be stable during high and low tides. Tidal power can only
be generated daily at high and low tides, so it is intermittent, and seawater’s potential and
pressure energy cannot be used. Therefore, tidal power generation must have a sizeable
tidal level difference; the terrain can store water and other conditions, and proper site
selection is essential. China’s eastern coastal areas are mainly plains and harbors, with
many ports. Using favorable local favorable terrain to build dykes and use tidal energy
for power generation can effectively drive the economic development of the local and
surrounding areas.
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3 Development of Complementary Tidal Power Plants

In recent years, the complementary power generation mode of tidal energy with renew-
able resources such as light and wind energy has attracted widespread attention from
experts at home and abroad. Rich reserves and superior energy matching mode can
effectively reduce carbon emissions. In the context of the policy of sustainable devel-
opment of green energy, tidal energy complementary power generation for the power
system to maximize the efficiency of power generation, with the rapid growth of society,
increasing electricity consumption and energy reform, multi-energy complementarity,
multidisciplinary integration, and digital integration become the main direction.

3.1 Development of Tidal Complementary Power Station in China

China’s coastline is more than 18,000 km long, and the islands have more than 14,000
km of coastline, making a total of more than 32,000 km of coastline rich in tidal energy
resources, making it one of the wealthiest countries in the world in terms of tidal energy.
Recently completed tidal power stations include the Wenling tidal power station, the
Huanghe tidal power station, and theBaisakou tidal power station. The newly constructed
Wenling Tidal Power Station has a photovoltaic area of 1.333 km2. It uses a single
group of two-way power generation to control the timing and power of tidal power
generation, to smooth out fluctuations in photovoltaic power generation, and to establish
a digital platform to facilitate intelligent and integrated control of reporting, faults and
power generation. With an average annual power generation of over 100 million kWh,
Wenling Tidal Complementary Power Station saves over 30,000 tons of coal. It reduces
carbon emissions by over 84,000 tons compared to thermal power stations [5], forming a
complete tidal industry that has evolved from adapting to grid operation to supporting it
and demonstrating the importance of green renewable energy in achieving China’s dual
carbon goals and energy revolution.

Secondly, the installed capacity of the Xingfuyang tidal power station in China is
1,280 KW, which adopts the ebb tide type of power generation and has an annual power
generation capacity of 3,151,700 kWh; the installed capacity of the Baisakou tidal power
station is 960KW,which adopts the single bank and single item type of power generation
and has an annual power generation capacity of 2 million kW·h [6]. Specific domestic
and foreign tidal energy power station data are shown in Table 1.

Table 1. Current status of domestic tidal energy power stations

Name Capacity(MW) Annual (kW·h) Method Time

Wenling 100 10 billion Solar and tidal 2022

Xingfuyang 1.28 3.15 million One-way Ebb type 1989

Baishakou 0.96 2 million One-way unidirectional 1978

Yuepu 1.5 0.31 million One-way unidirectional 1971

Haishan 0.15 3 billion Double storage 1975
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3.2 Development of Tidal Complementary Power Station Abroad

The development and construction of tidal complementary power stations has been
achieved in the last hundred years, and some of the more famous tidal power stations
have been built in several countries around the world, such as: France’s Lens tidal power
station, which was put into operation in 1966, with an installed capacity of 240 MW,
ranking second in the world [7]; the UK has announced a £1.7 billion Swansea tidal
complementary power project in recent years, including hydro turbines, photovoltaic The
UK has announced a £1.7 billion Swansea tidal complementary power project in recent
years, including technologies such as hydro turbines, photovoltaic panels and battery
storage [8]; the Annapolis tidal power station in Canada was completed in 1984 with an
installed capacity of 20MW [9]; the Shihwa Lake tidal power station in South Korea was
officially opened in 2011 and has an annual capacity of 552 million kWh, making it the
largest tidal power station in the world [10]; and the Kyushu Power Systems Company
in Japan is starting to use wave and tidal power on a large scale in 2022—experiments
using waves in conjunction with tides (Table 2).

Table 2. Status of tidal power plants abroad

Name Location Capacity(MW) Annual (kW·h) Method

Lens France 0.24 5.44 billion One-way bidirectional

Annapolis Canada 20 50 million One-way unidirectional

Shihwa Lake South Korea 254 5.2 billion One-way unidirectional

From China’s newly completed Wenling tidal-optical complementary power station
to theUK’s announcement of a tidal-optical complementary project to Japan’s large-scale
tidal-wind complementary experiments, it is easy to see that complementary renewable
energy generation will become the main battleground of the energy revolution. The
development of tidal energy will not only ease the problem of energy tension but also
generate considerable revenue and can effectively promote the transformation of the
energy structure, with a wide range of development potential (Fig. 1).

4 Bottlenecks and Suggestions in the Development of Tidal Power
Plants in China

The tidal complementary power stations are built in the eastern coastal areas with a
monsoon climate and plains. However, the two main factors that cause siltation are
climatic and geographical factors, i.e., the discharge of urban sewage, ground wash
water formed by rainfall, and natural dust fall. Similarly, during high and low tides,
adhering materials in seawater can also enter the turbines and other equipment with
seawater. On the one hand, siltationwill lead to a reduction in reservoir capacity, reducing
the influential head of the hydropower station and, in severe cases, losing some of its
functions [11]. On the other hand, siltation contains heavy metals, phosphates, and other
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Fig. 1. Types, role, and impact of tidal complementary power plants

toxic substances, which will pollute the water quality after a long period of siltation,
causing the ecological environment to enter a vicious circle; adhering to the turbine
for a long time will cause mechanical damage, and the vibration level will increase,
significantly reducing efficiency. Long-term adhesion will also lead to erosion of the
turbine blades. Suppose tidal energy is to be used efficiently for power generation. In
that case, the siltation caused by seawater [12] and the adhesion of the turbine to the
turbine are two critical issues in the operation and maintenance of water resources.
Therefore, while tidal energy is being developed to complement other renewable energy
sources for power generation, the problems of siltation and adhesion must be addressed
(Fig. 2).

Fig. 2. Bottlenecks and suggestions

The following two suggestions and ideas are given concerning the problems of
sedimentation and attachment, taking into account the characteristics of tidal energy
and the current level of development of intelligent digital equipment:
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1. For the problem of sediment siltation: the water level of reservoirs and inlets is
generally deep enough for some of the vessels to enter, and the existing sand flushing
technology can be used based on a group of two boats to clean up the sediment siltation,
one of which is designed with an image recognition retractable hanging long probe for
it, and at the same time, a particular space is set up to contain the sediment pumped
out by the sand pumping vessel, and is compatible with the sand pumping vessel and
submersible sand pump. The long probe can be used during operation and maintenance.
During operation and maintenance, the long probe can be used for image recognition to
determine the location where the silt needs to be removed, and the image is analyzed
and uploaded to the designated screen of the sand pumping vessel, after which the sand
pumping vessel travels to the specified location and releases the sand pump for sand
pumping. The sediment pumped out by the submersible sand pump can be discharged
directly into the exclusive flow channel. The sediment pumped out by the sand pump on
the vessel is temporarily stored in another vessel and later released into the flow channel,
which will eventually be discharged to the designated destination.

2. For the problem of microbial adhesion on the turbine blade: according to the
specifications of the existing turbine blade, a kind of vinyl resin coating rotating type
device for removing the adhesion on the turbine blade can be designed on the front
and rear sides of the turbine blade, spraying anti-corrosion and anti-rust coatings to the
device and the turbine blade, making full use of the time after the tide and before the
tide, during the maintenance period, the turbine blade is first fixed by the caliper, after
which During maintenance, the turbine blades are held in place by a caliper, after which
the direction of rotation and speed of the device is controlled through intelligent control,
thereby cleaning the turbine blades of the adhering material.

The above suggestions and ideas are intended to provide new ideas for the operation
and maintenance management of tidal complementary power stations.

5 Grid Connection Problems and Recommendations
for Multi-energy Generators

China’s manufacturing carbon emissions have increased from 1.866 billion tons in 2000
to 6.855 billion tons in 2018 [13]. To achieve “peak carbon” and “carbon neutrality,”
China must control its carbon emissions in power generation, which is why complemen-
tary power generation is essential. On the one hand, it reduces carbon emissions from
burning coal. On the other hand, it protects the local ecological environment. China is
rich in green renewable energy, with 110 million kW of tidal power available [14], 160
GW of wind energy available [15], and an average annual horizontal irradiation of about
1493.4 kWh/m2 [16]. China’s green and sustainable development strategy, with broad
development prospects (Fig. 3).

There are also problemswith the electrical system that should be noted. In the context
of the large-scale installation of new energy sources and the continuous connection of
new types of energy plants to the power system, problems such as the inability to predict
loads promptly and the impact on the traditional power grid and energy storage will
arise:
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Fig. 3. Share of renewable energy in China

1. For the power grid side, the construction scale of the power grid is expanding,
and the allocation and regulation capacity of green energy is being strengthened. With
the addition of renewable energy generation equipment, the power security capacity
should be gradually strengthened for the power supply side. For the load side, as China’s
economy grows steadily and rapidly, the demand for electricity from various sources is
increasing daily. At the same time, new industries such as trams and automated factories
are emerging,which also bring difficulties to the power system regarding peak regulation.

For the power grid side, to improve the stability of power grids around the country
and to achieve the double carbon goal, the flexibility of coal power should be improved,
the construction of pumped storage and tidal power plants should be expanded, and they
should be equipped with electrochemical energy storage devices to cope with contin-
gencies, to promote the upgrading of traditional solutions, to speed up the degree of
matching of various power-using equipment with new energy equipment, and thus to
promote the transformation of new power systems. For the power supply side, as all
types of current new energy generation equipment are cyclical, taking pumped energy
storage as an example, China mainly uses single-cycle combustion turbines. With the
lack of oil and gas resources, more than gas-fired peaking power stations are needed.
Thus the regulation performance is not high, and the current regulation energy is still
dominated by coal power, so it is necessary to reasonably equip electrochemical energy
storage equipment, which not only ensures that no electricity is wasted but also reduces
the burden for grid-side dispatching, which can be used with dispatch. For the load side,
scholars worldwide use neural networks, digital twins, and other methods to build load
forecasting models. Extensive data analysis can effectively analyze the electricity con-
sumption and power generation at various times in the past and thus get the optimal and
most effective solution. However, it should be noted that if the current power system
adopts digital twins and other methods on a large scale, it is necessary to strengthen the
network security problem and always prevent data theft and hacking the trial.

2. China’s current part of new energy generation equipment is distributed; when
distributed, equipment for grid connection needs to have the corresponding laws and
regulations to support and also to ensure that the grid interface unified problem, otherwise
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can not be adapted to all provinces and cities in China, also can not meet the needs of
grid connection, at the same time, in the grid interface design, but also pay attention to
safety issues, to avoid accidents. Secondly, as new energy sources are volatile, dispersed,
and cyclical, they must be dispatched in time to reduce the impact on the grid (Fig. 4).

Fig. 4. Power system overview

The above suggestions and ideas are intended to provide new ideas for the operation
and maintenance management of tidal complementary power stations.

6 Application of Digital Twin and Artificial Intelligence
in Multi-energy Complementary Power Plants

Digital Twin and Artificial Intelligence can fully use the communication and interaction
between the virtual model and the actual object for real-time monitoring and analysis of
massive amounts of data and platform it (Fig. 5).

1. Based on the above method, digital twin and artificial intelligence can be used
for the problem of sedimentation. In large platforms such as control centers, virtual 3D
models of the areas where the problem occurs should be created and interact with the
physical models in real-time. The first step is to equip the working vessel with sensors
that can acquire the status of the probes in real-time and transmit the various status
information to a small digital twin platform on the boat. After this, the small platform
can communicate in real time with the large platform in the control center to analyze
the data in real-time. In addition, a predictive solution can be improved for staff by
analyzing data on areas prone to siltation in previous years and presenting this on the
mini-platform to enhance staff efficiency and solve siltation problems accurately.

2. On the basis of the above method and in dealing with the problem of turbine
attachment, a large number of photographs of the attachments that may be attached to
the turbine are first entered into a platform based on a combination of digital twin and
artificial intelligence. Taking advantage of the intermittent nature of tidal power gener-
ation, image recognition is used in the interval to scan each blade and its surrounding
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Fig. 5. Digital twin application

devices and match and analyze them with the library created by the platform to deter-
minewhether attachments are attached and the number of attachments. The virtualmodel
shows the actual situation, helping staff find the attachment’s location more efficiently
and finally generating an optimal cleaning plan, using visualization to improve staff
efficiency and provide convenience, avoiding significant economic losses.

3. Digital twins and artificial intelligence can also be applied to the problem of
matching new energy plants with traditional ones. A virtual model is created for a
region’s grid side, load side, and grid measurement, forming an integrated visualization
platform and capturing each region’s electricity consumption and generation capacity in
real-time. When there is a sudden increase in electricity consumption at a certain point
in time, the platform can make reasonable forecasts based on data from previous years
and alert staff to possible problems in advance. The platform should also propose an
optimal dispatch plan for the team and reasonably dispatch new energy sources in the
vicinity according to a predetermined algorithm. If any faults are encountered during
dispatch, the team will be promptly alerted to resolve the faults as quickly as possible.
It will play a decisive role in speeding up the transformation of the new power system.

7 Conclusion

AsChina enters a phase of high-quality development, electricity consumption is increas-
ing, even to the extent that demand exceeds supply, and carbon emissions will also
increase as electricity consumption increases, making the role of supporting the eco-
logical environment more and more prominent. China is rich in tidal, light, wind, and
other green energy sources. Therefore, vigorously developing new energy complemen-
tary power generation is a feasible and necessary path, which also occupies an important
position in the sustainable development of energy and has a huge demand, with broad
development prospects and potential. At the same time, the vigorous development of
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new energy generation will also bring social and economic benefits to the local and
surrounding areas. It will continue to make a solid effort to improve the quality of the
ecological environment, thus achieving a beautiful picture of harmony between man and
nature.
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Abstract. In order to solve the problem of economic loss caused by malicious
use of underlying network resources by network attackers, this paper proposes a
resource security management mechanism based on dynamic key and blockchain
in the network slicing environment. First, a resource security management archi-
tecture based on dynamic key and blockchain in the network slicing environment
is designed. The architecture includes two modules: the bottom network provider
and the service provider. Each module consists of three sub modules: the certifi-
cation center, the resource management center, and the resource settlement center.
The overall mechanism of resource security management based on dynamic key
and blockchain in the network slicing environment includes three steps: the ser-
vice provider obtains the permission to apply for resources, the service provider
applies for and obtains resources, and the underlying network provider completes
the resource cost settlement. Through the analysis of resource security perfor-
mance from three aspects of preventing man in the middle attack, preventing data
tampering, and data leakage, we can see that the resource security management
mechanism proposed in this paper can better solve the problem of economic loss
caused by malicious use of underlying network resources by network attackers.

Keywords: Network virtualization · Resource allocation · Resource security ·
Dynamic key · Blockchain

1 Introduction

In the network slicing environment, the traditional physical network is divided into an
underlying network and a virtual network. The underlying network is built and operated
by the underlying network provider [1]. The virtual network is rapidly built by the service
provider by leasing the resources of the underlying network and deploying professional
services on it. In this context, service providers can quickly build virtual network envi-
ronments so that they can concentrate on research and development of professional
services, which provide richer services to end users [2]. As the underlying network
providers make profits by renting network resources to the service providers, thus sup-
porting the operation of the underlying network. The application and use of resources
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by service providers is the source of profit for the underlying network providers. How-
ever, due to the increase in the number of cyber attacks and cyber crimes, network
resources are maliciously requested and used by attackers, resulting in financial losses
to the underlying network providers.

2 Architecture and Overall Mechanism

The resource security management architecture based on dynamic key and blockchain
in the network slicing environment is shown in Fig. 1, including two modules of the
underlying network provider and service provider. The underlying network provider is
responsible for the creation and operation of the underlying network resources, which
mainly consists of three parts: authentication center, resource management center and
resource settlement center. The authentication center is responsible for authenticating
service provider identity information and creating communication keys to encrypt com-
munication data. The resource management center is responsible for resource allocation
and performance management. The resource clearing center is responsible for charging
the service provider for the use of resources.

Fig. 1. Dynamic key and blockchain-based resource securitymanagement architecture in network
slicing environment.

The service provider is responsible for the application of the underlying network
resources and the expenditure of resource fees, which also consists of three parts: the
authentication center, the resource management center, and the resource clearing cen-
ter. The authentication center is responsible for authenticating the underlying network
provider and applying for obtaining communication keys. The resource management
center is responsible for requesting resources from the underlying network provider and
tracking the usage of resources and the performance data of resources. The resource
clearing center is responsible for paying the underlying network provider for the use of
resources.

The overallmechanismof dynamic key and blockchain-based resource securityman-
agement in the network slicing environment includes three steps: service providers obtain
the authority to apply for resources, service providers apply for and obtain resources,
and the underlying network provider completes resource cost settlement. Each of them
is described in detail below.
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3 Service Provider Access to Request Resources

This step is initiated by the authentication center of the service provider to authenticate
the underlying network provider. After the authentication is passed, the authentication
center of the underlying network provider is responsible for completing the authenti-
cation of the service provider and the generation of the communication key. This step
includes three sub-processes: authentication of the underlying network provider by the
service provider, communication key generation by both parties, and issuance of resource
application license certificate by the underlyingnetworkprovider for the service provider.

3.1 Service Provider Authentication of the Underlying Network Provider

The process of authentication of the underlying network provider InPj by the service
provider SPi (see Fig. 2) is as follows.

(1) The service provider SPi. applies for authentication of the underlying network
provider InPj. When authenticating, the service provider carries attribute informa-
tion including identity information, public key information, and service provider
authentication random number P.

(2) Returns the encrypted authentication information. The authentication information
includes: service provider public key encryption (underlying network provider pri-
vate key encryption (P)), service provider public key encryption (underlying network
provider private key encryption (G)).Where, G is the authentication random number
generated by the underlying network provider.

(3) The service provider authenticates the underlying network provider. The service
provider decrypts the data with its own private key, and then decrypts the data with
the public key of the underlying network provider to get the certified random number
G generated by the underlying network provider and the service provider certified
random number P. The decrypted certified random number P is compared with the
certified random number sent to the underlying network provider. If they are the
same, the authentication is successful.

(4) Return authentication results.

3.2 Both Parties Generate Communication Keys

In order to secure the communication between the service provider and the underlying
network provider, both parties generate communication keys and then encrypt the sub-
sequent communication data. The process of communication key generation by both
parties (see Fig. 3) is as follows.

(1) The service provider SPi calculates and sends the dynamic key parameters: the
service provider generates the key value X ′, uses the formula X

′′ = GX ′modP to
calculate the service provider SPi dynamic key parameters X

′′
, encrypts them with

the public key pair X
′′
of the underlying network provider InPj and sends them to

the underlying network provider InPj.
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Fig. 2. Service provider authenticates to the underlying network provider

(2) The underlying network provider InPj calculates and sends the dynamic key param-
eters: the underlying network provider InPj generates the key value Y ′, uses the
formula Y

′′ = GY ′modP to calculate the dynamic key parameters Y
′′
of the under-

lying network provider InPj, uses the public key pair Y
′′
of the service provider to

encrypt and sends to the service provider SPi.
(3) Service provider SPi calculates the communication key: the service provider SPi

decrypts the data using its own private key and calculates the communication key
Keyij using the formula Keyij = Y

′′X ′modP.
(4) The underlying network provider InPj calculates the communication key: the under-

lying network provider InPj uses its own private key to decrypt the data and uses the
formula Keyij = X

′′Y ′modP to calculate the communication key Keyij.

3.3 Underlying Network Provider Issues Resource Request Licenses for Service
Providers

The steps for the underlying network provider to issue a resource request license
certificate for the service provider (see Fig. 4) are as follows.

(1) Sending the qualification certificate: The service provider SPi sends the qualifica-
tion certificate as identity information. The sent information is encrypted using the
communication key, the public key of the underlying network provider.

(2) Identity verification: After decryption using the communication key and its own
private key, the underlying network provider InPj verifies the service provider’s
qualification certificate.

(3) Send resource application license certificate: After encrypting the resource applica-
tion license certificate RLi with the communication key and the public key of the
service provider, send the resource application license certificate.

(4) Save the resource application license certificate after decryption RLi.
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Fig. 3. Both parties generate communication keys.

Fig. 4. Underlying network provider issues resource request licenses for service providers.

3.4 Service Providers Apply and Obtain Resources

This step is initiated by the resourcemanagement center of the service provider to request
resources, and the resource management center of the underlying network provider is
responsible for completing the resource allocation. The steps of this process (see Fig. 5)
are as follows.

(1) Generate resource request. The resource request center of the service provider gen-
erates the resource request RRi, including the type of resources needed, the number
of resources and the resource reliability requirements.

(2) Send encrypted resource request. Use its own private key and communication key
to encrypt the resource application request RRi and resource application license
certificate RLi, and then send them to the underlying network service provider.
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(3) Authenticate and establish a secure communication connection. The authentication
center of the underlying network service provider authenticates the service provider.
After decryption, the validity of the resource request license certificateRLi is verified
and a secure communication connection between the resource allocation center of the
underlying network service provider and that of the service provider is established.
If the verification does not pass, the process ends.

(4) Allocate the resource request. The resource request RRi is sent to the resource
allocation center.

(5) Allocate resources. The resource allocation center allocates resources using the
resource allocation algorithm.

(6) Request for blockchain bill generation. If the allocation is successful, the allocation
result RAi will be sent to the resource clearing center, and if the allocation fails, the
resource allocation center will be notified of the failed allocation.

(7) Generate blockchain bills. The resource clearing house uses blockchain technology
to generate blockchain bills BCBi based on the allocation results RAi.

(8) Return blockchain billing. The resource clearing house returns a blockchain bill
BCBi to the resource allocation center.

(9) Return resource allocation results. The resource allocation center returns the alloca-
tion result to the service provider resource request center. If it succeeds, the allocation
result RAi and blockchain bill BCBi are returned. In case of failure, the allocation
failure result is returned.

Fig. 5. Service providers apply and obtain resources.

3.5 Underlying Network Providers Complete Resource Cost Settlement

This step is initiated by the resource settlement center of the underlying network provider,
and the resource cost settlement is completed with the cooperation of the resource set-
tlement center of the service provider. The resource cost settlement is carried out based
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on the secure communication link established by the authentication center, which can
ensure the security of data. This step (see Fig. 6)mainly includes the following processes.

(1) Obtain the information on resource usage. The clearing center of the underlying
network provider gets the billing information that needs to be settled according to
the settlement rules. Based on the billing information, the resource usage information
is requested from the resource management center.

(2) Calculate the resource usage information and return it. The main contents include
the amount of resource usage and the fulfillment of resource usage service level
agreement.

(3) Send the billing request. The underlying network provider gets the cost information
that needs to be settled according to the resource usage information and the service
quality agreement. The settlement center of the underlying network provider sends a
settlement request to the clearing house of the service provider, including blockchain
billing and resource usage information.

(4) Check the settlement information. The clearing house of the service provider checks
the settlement information. It mainly checks the authenticity of the blockchain bill
and the accuracy of the resource usage.

(5) Expense settlement. According to the settlement requirements, the service provider
gives the underlying network provider a fee settlement.

Fig. 6. Underlying network providers complete resource cost settlement.

4 Security Performance Analysis

Resource security performance analysis is conducted in three aspects: prevention of
man-in-the-middle attacks, prevention of data tampering, and data leakage.
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4.1 Analysis of Man-In-The-Middle Attack Prevention

The possible problem of man-in-the-middle attack is that the attacker plays the role
of the underlying network provider or service provider. In the process of authentication
mechanism, the service provider authenticates the underlying network provider based on
the public key information of the underlying network provider. The underlying network
provider authenticates the service provider based on the public key and qualification cer-
tificate of the service provider. The mutual authentication of both parties better prevents
the occurrence of man-in-the-middle attack events.

4.2 Analysis of Data Tampering Prevention

The main disagreement in the process of service usage is the disagreement of billing. In
order to prevent the bill data from being tampered with, the use of blockchain technology
to store the bill data effectively solves the problem of data tampering.

4.3 Analysis of Data Leakage Prevention

The underlying network service provider and service provider use each other’s public
key encryption in the identity authentication process to prevent data leakage in the
identity authentication. In the process of data communication, the communication key
and the public key of both parties are used to encrypt, preventing the data leakage from
happening.

5 Conclusion

Network virtualization technology has emerged as an effective method to improve net-
work resource utilization and quality of service. However, with the increase of mali-
cious use of underlying network resources by cyber attackers, it has led to more and
more underlying network providers suffering financial losses. To solve this problem,
this paper proposes a resource security management mechanism based on dynamic keys
and blockchain in a network slicing environment. First, a resource security management
architecture based on dynamic keys and blockchain in a network slicing environment
is designed. Secondly, the overall mechanism is designed, which includes three steps:
service providers obtain the authority to apply for resources, service providers apply for
and obtain resources, and the underlying network providers complete the resource cost
settlement. Finally, it is verified that the mechanism in this paper improves the secu-
rity of resources in three aspects: preventing man-in-the-middle attacks, preventing data
tampering, and data leakage.
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Abstract. In order to solve the problem of low security in transactions between
multi service providers and multi bottom network providers, this paper proposes
a secure and efficient network slice resource access control mechanism in a dis-
tributed environment. First, a secure and efficient network slice resource access
control architecture in distributed environment is designed. The framework con-
sists of multiple domains. The roles of each domain include multiple service
providers, multiple underlying network providers, authentication servers, and
resource use license servers. The overall mechanism of secure and efficient net-
work slice resource access control in a distributed environment includes six steps:
the service provider applies for identity authentication to the authentication server,
the service provider applies for resources to the resource use license server, the
resource use license server returns the list of underlying network providers to
the service provider, the underlying network provider allocates resources to the
service provider, the service provider applies for resources from a resource use
license server outside the domain, and the resource use license server outside
the domain returns a remote list of underlying network providers to the service
provider. Finally, the mechanism in this paper has good performance.

Keywords: Network virtualization · Distributed environment · Access control ·
Data security

1 Introduction

In the network slice environment, the traditional physical network is divided into an
underlying network and a virtual network. The underlying network is built and operated
by underlying work providers [1]. The virtual network is built by service providers
leasing the underlying network resources. Service providers deploy professional services
on the virtual network. This context allows service providers to quickly build virtual
network environments so that they can concentrate on research and development of
professional services, providing a richer range of services to end users. As the scope
of service providers’ services expands, more and more service providers need to rent
network resources from multiple underlying network providers [2]. However, with the
increase in network frauds, cases of service providers and underlying network providers
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being defrauded have occurred, causing large economic losses to the companies involved.
In this context, how to build a secure transaction scenario for multiple service providers
and multiple underlying network providers has become an urgent problem to be solved.

To solve the problem of low security when sharing spectrum resources by unmanned
aerial vehicles (UAVs), literature [3] proposed a blockchain-based spectrum sharing
mechanism. In order to solve the problem of data eavesdropping during UAV communi-
cation, literature [4] proposed a secure data offloading strategy for multi-UAV wireless
networks based on minimum energy consumption. To solve the problem of resources
being attacked by network in heterogeneous cloud computing environment, literature
[5] proposed a resource allocation algorithm based on rotation strategy. To solve the
problem of low security in the management of virtual network function resources, lit-
erature [6] proposed a resource allocation algorithm using secure service chains. The
analysis of the existing studies shows that more results have been achieved in the secure
communication of data. However, the problem of low security when transacting with
multiple service providers and multiple underlying network providers is still an urgent
problem to be solved. In order to solve the problem of low security when transacting
with multiple service providers and multiple underlying network providers, this paper
proposes a secure and efficient access control mechanism for network slice resources in a
distributed environment. Through performance analysis, it is verified that themechanism
in this paper has good application value.

2 Architecture and Overall Mechanism

A secure and efficient network slice resource access control architecture in a dis-
tributed environment consists of multiple domains (see Fig. 1). The roles of each domain
include multiple service providers, multiple underlying network providers, authentica-
tion servers, and resource use license servers. Among them, the main responsibility of
service providers is to apply for network slice resources to construct virtual networks and
thus provide services to end users. The main responsibility of the underlying network
provider is to build the underlying network resources and use virtualization technology
to divide the underlying network resources into network slices, so as to flexibly allocate
network resources to service providers. In order to ensure the reliability of the under-
lying network resources, the energy consumption and reliability of the resources are
optimized using optimization strategies on the premise of satisfying the number of ser-
vice providers’ demands for the underlying network resources. The main responsibility
of the authentication server is to perform security authentication of the service provider,
thus ensuring the authenticity of the service provider’s identity. The main responsibility
of the resource use license server is to allocate resources for service providers.When allo-
cating resources, it is necessary to first determine whether there are available resources
for allocation based on the resource requests from service providers.

In order to achieve secure interaction of data communication, the following key infor-
mation generation and sharing are required offline or encrypted. First, for key sharing,
the service provider shares each other’s key information with the authentication server
and the authentication server shares each other’s key information with the resource use
license server. These two key sharing strategies can ensure the security of data transmis-
sion in the identity authentication process. Second, for communication key generation,
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Fig. 1. Secure and efficient network slice resource access control architecture in distributed
environment.

communication keys are dynamically generated between the service provider and the
resource use license server, and between the service provider and the underlying network
provider. These two dynamically generated communication keys can ensure the secu-
rity of data during resource application and also effectively prevent man-in-the-middle
attacks or fraud events.

The overall mechanism of secure and efficient network slice resource access control
in distributed environment consists of the following six steps. (1) The service provider
applies for identity authentication to the authentication server; (2) The service provider
applies for resources to the resource use license server; (3) The resource use license
server returns a list of underlying network providers for the service provider; (4) The
underlying network provider allocates resources to the service provider; (5) The service
provider applies for resources from a resource use license server outside the domain; (6)
The resource use license server outside the domain returns a “list of remote underlying
network providers” to the service provider. The following is a detailed description of
each.

3 Key Steps

3.1 Service Provider Applies for Identity Authentication to Authentication
Server

The main process of the service provider applying for identity authentication to the
authentication server (see Fig. 2) is as follows.
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(1) The service provider applies to the authentication server for access resources. Appli-
cation information includes identity information, type and quantity of resources
needed.

(2) Authentication server verifies identity: The authentication server authenticates the
service provider based on the identity information of the service provider.

(3) The authentication server queries whether there are relevant resources. The authen-
tication server sends the resource requirements to the resource use license server
and requests to determine whether the requirements are met.

(4) The resource use license server returns whether resources are available. The resource
use license server queries the known resource information, matches the required
resources with the existing resources according to their types and quantities, and
calculates whether the requirements are met.

(5) The authentication server returns the service provider authentication result and
the encrypted authentication information. The encrypted authentication informa-
tion includes the communication key dynamically generated between the service
provider and the resource use license server.

Fig. 2. Service provider applies for identity authentication to authentication server.

3.2 Service Provider Applies for Resources to Resource Use License Server

The service provider’s application for resources from the resource use license server
mainly includes the following processes.

(1) The resource license server determines whether the requested resource is an in-
domain resource or an out-of-domain resource based on the attribute information of
the applied resource. The attribute information of the applied resource includes the
location of the resource, the type of the resource and other constraints.

(2) If the applied resource is an in-domain resource, the fourth step is executed.
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(3) If the applied resource is an out-of-domain resource, first find the resource use license
server outside the domainwhich can provide the resource.Next, interactwith the out-
of-domain resource use license server to generate a new communication key. Finally,
return the address of the out-of-domain resource license server, the communication
key of the out-of-domain resource license server and other information to the service
provider and execute the fifth step.

3.3 Resource Use License Server Returns a List of Underlying Network Providers
for Service Provider

The Resource Usage License Server returns the list of underlying network providers for
the service provider in the following steps (see Fig. 3).

(1) The service provider applies for resources from the resource use license server. The
interaction information includes the type of resources required, the duration of use,
and the expected price of service. To ensure data security, the interaction information
is encrypted using a communication key.

(2) Post the resource request. The resource use license server issues resource requests
to all underlying network service providers.

(3) Return the letter of intent for resource allocation. After receiving the resource
application, all the underlying network service providers determine whether their
resources meet the requirements and set the service price according to the ser-
vice quality assurance agreement, and then return the letter of intent to allocate
resources. The letter of intent includes their own identity information, the service
price provided, and the service quality assurance agreement signed.

(4) Select the optimal list of underlying network providers. The resource use license
server uses the underlying network provider selection algorithm to find the list
of available underlying service providers. The search criteria mainly include the
type, quantity and constraints of resources (e.g., location, reliability, price, service
quality commitment, etc.), and generate the information of the underlying network
providers. This information is the communication keys of the relevant underly-
ing network providers that satisfy the resource application, and each underlying
network provider and service provider. The underlying network provider selection
algorithm can use existing research results, and the goal is to obtain the optimal list
of underlying network providers.

(5) Return the information of the underlying network providers. The resource use license
server returns the service provider resource allocation information. This information
includes the list of the underlying network providers and the communication keys
between each underlying network provider and service provider.

3.4 Resource Use License Server Returns a List of Underlying Network Providers
for Service Provider

The step of resource allocation for service providers by the underlying network provider
starts with the service provider making a resource request to the underlying network
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Fig. 3. Resource use license server returns a list of underlying network providers for service
provider.

provider. The requested resources are optimally scheduled and allocated by the underly-
ing network provider and the algorithm ends. The main process of this step is as follows
(see Fig. 4).

(1) Request for resources. The service provider requests resources from the bottom
network provider in the bottom network provider list.

(2) Calculate the optimal resource allocation policy. The underlying network provider
uses an energy consumption and reliability optimization algorithm to allocate
resources to the service provider. The energy consumption and reliability opti-
mization algorithm can use existing research results to obtain the optimal resource
allocation policy.

(3) Return resource allocation results. The underlying network provider returns the
resources to the service provider.

Fig. 4. Underlying network providers allocate resources to service providers.
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3.5 The Process of Requesting Resources from Servers Outside the Domain
by the Service Provider

When a service provider requests resources from a resource usage license server outside
the domain, the service provider communicates using the address and the communication
keyof the resource usage license server outside the domain returnedby the resource usage
license server in this domain. First, the service provider finds the location of the out-of-
domain resource license server based on its address information. Second, the resource
request information is encrypted using the communication key of the out-of-domain
resource use license server, and then the resource request is made to the out-of-domain
resource use license server.

The out-of-domain resource license server returns a “remote list of underlying net-
work providers” to the service provider in a similar manner to the in-domain resource
request process in step 4. After completing this step, the algorithm moves to step 4.

4 Performance Analysis

4.1 Security Analysis

This paper adopts two keymechanisms, key sharing and dynamic communication cipher,
which can ensure that the data communication in the three stages of identity authenti-
cation, resource application and optimal scheduling can be double encrypted to ensure
the security of data.

4.2 Efficiency Analysis

(1) High efficiency of one authentication. When each service provider applies for
resources, only one authentication is needed to complete the authentication and
get the secure communication key, which is more efficient.

(2) High efficiency of resource pre-allocation. In the identity authenticationmechanism,
the underlying network resources are first verified by the resource usage license
server to see if they meet the customer requirements, which can effectively avoid
passing the authentication but not meeting the customer requirements, improving the
efficiency of resource allocation and enhancing the customer experience of resource
allocation service.

(3) High efficiency of two-level resource allocation policy preference. The combination
of external scheduling and internal scheduling improves the efficiency of resource
allocation and use. External scheduling is performed by the resource usage license
server. The resource usage license server selects the best one from many underlying
network providers and provides the best underlying network provider for service
providers. Internal scheduling is performed by the underlying network provider. The
underlying network provider analyzes the resources under its jurisdiction according
to itself, and provides the service provider with the optimal service while effectively
reducing the energy consumption of network resources.
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4.3 Availability Analysis

As the number of service providers and underlying network providers increases, and
the scope of services increases, the underlying network resources required by service
providersmust need to be collaborated and allocated among different domains in order to
quickly build virtual networks and thus rapidly deploy services. This paper allows secure
access control for both in-domain and out-of-domain scenarios. In addition, this paper
unifies the authentication of service providers by local authentication servers, which not
only improves the efficiency of authentication, but also ensures the security of resource
allocation.

5 Conclusion

The number of cases of fraudulent transactions between service providers and under-
lying network providers is gradually increasing, causing large economic losses to the
companies involved. To solve this problem, this paper firstly designs a secure and effi-
cient network slicing resource access control architecture in a distributed environment.
Secondly, a secure and efficient network slicing resource access control mechanism in
a distributed environment is proposed. Finally, the resource access control mechanism
of this paper is analyzed from three aspects of security, efficiency and availability, and
it is verified that the mechanism of this paper has better performance.
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R&D Program of China (Grant No. 2020YFB0906003).
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Abstract. In the context of utilizing 5G wireless technology for facilitating the
timing service of the industrial Internet of Things (IoT), achieving precise clock
synchronization while considering the balance between 5G wireless resource uti-
lization and network performance becomes imperative. Firstly, an incomplete
observation clock synchronizationmodel is established. Subsequently, theKalman
filter algorithm is employed to determine the boundedness of clock synchroniza-
tion error, enabling the formulation of an optimization model for 5G wireless
resource allocation aimed at ensuring clock synchronization accuracy. Further-
more, a two-step optimization framework is introduced, employing a clustering
algorithm and Lyapunov method, combined with multi-agent deep reinforcement
learning, to effectively address the proposed problem. Simulation results corrob-
orate the efficacy and superiority of the proposed model and methodology in
achieving a joint optimization of clock synchronization accuracy and throughput.

Keywords: High-precision clock synchronization · 5G deterministic network ·
Resource allocation · Lyapunov optimization

1 Introduction

With the development of the industrial Internet of Things, some core production control
businesses, such as robotic arms and automatic guided vehicle (AGV), not only rely on
the ultra-reliable low latency communication (URLLC) capabilities provided by the 5G
network but also require precise timing synchronization through the synchronous clock
offered by the 5G radio access. This places higher demands on the deterministic commu-
nication capabilities of wireless networks. Existing clock synchronization research has
made significant contributions to the field. References [1–3] provide quantitative expres-
sions for the covariance of synchronization errors. In reference [4], the problem of clock
synchronization accuracy in unreliable networks is modeled as an incomplete observa-
tion measurement model. However, it is important to note that the trade-off between
ensuring deterministic boundaries for delay and the associated time resource costs of
5G wireless communication radio access is often overlooked.
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The 5G-TSN network needs to meet the accuracy requirements of clock synchro-
nization of IIoT devices, while it needs to consume much communication resources to
carry out single-link timing service transmission for each user. In view of this problem,
the reference [5] uses the 5G network multicast mechanism to group users and transmit
service data, so as to achieve flexible allocation and reuse of resources and improve
resource utilization. However, it focus on the packet mechanism of data transmission
services, which is not applicable to timing service.

In addition, for wireless resource allocation and optimization inmulti-user networks,
in the current research, reference [6] mainly transforms the problem based on Lyapunov
optimization theory, and then decomposes it into multiple sub-problems, which are
solved using optimization algorithms or heuristic algorithms; References [7, 8] propose
a complete optimization framework based on Lyapunov and deep reinforcement learning
algorithm. However, for the multi-user clock synchronization network, the problem is
too complex to be solved using the above optimization or heuristic algorithm, which is
unacceptable for wireless networks that need to ensure high-precision timing service.

In response to the aforementioned issues, this paper presents a 5G resource allocation
optimization technique for achieving high-precision clock synchronization in industrial
cellular networks. The proposed technique is based on a deterministic delay evaluation
model, which effectively adjusts time slot overhead, allocates base station transmis-
sion power, and achieves joint optimization of throughput and clock synchronization
accuracy. The main contributions of this study are as follows:

(1). A two-way exchanging based incomplete clock synchronization model is estab-
lished. Based on the Kalman filtering algorithm, an estimation method for the error
covariance of clock synchronization accuracy in the presence of clock observation
variable loss is proposed.

(2). A joint optimization problem of clock synchronization accuracy and throughput
is formulated and analyzed by Lyapunov optimization theory. A deep reinforce-
ment learning algorithm framework based on clustering algorithm and Lyapunov
optimization is proposed to effectively solve this problem.

The organizational structure of this paper is as follows: Sect. 2 analyzes the clock syn-
chronization process, and establishes a time-domain configuration optimization model
for clock accuracy assurance; Sect. 3 studies the Lyapunov optimization and solution
process of the problemmodel; Sect. 4 is the analysis of simulation results; Finally, Sect. 5
summarizes the full text.

2 System Model

2.1 Two-Way Exchaning Based Incomplete Observation Clock Synchronization
Model

We consider a wireless communication system comprising a 5G base station (BS) and
multiple industrially crucial time service terminals with high sensitivity to delays. In this
scenario, a clock synchronization system is established based on a two-way information
exchanging mechanism between the 5G base station and each individual time service
terminal, as illustrated in Fig. 1.
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Fig. 1. Clock synchronization system of industrial wireless cellular network

For the clock synchronization system of each single link in the network, based on
the reference [9], the recurrence equation of the clock state variable of the base station
node gNBi or terminal node UEi can be expressed as:

xi(k) = axi(k − 1) + wi(k) + b (1)

where, k represents the k th cycle of clock synchronization process,

xi(k) = [βi(k)ϑi(k)]T (2)

βi(k) and ϑi(k) are respectively instantaneous clock offset and cumulative clock offset
of gNBi, i.e., frequency offset and phase offset of instant clock synchronization sig-

nal; offset coefficient matrix A =
[
1 0
τ0 1

]
, τ0 represents the sampling period; wi(k)

represents Gaussian process noise, and the mean value is 0, the covariance matrix
E
[
wi(k)wi

T (k)
] = Q; Constant matrix b = [0−τ 0]T .

Based on the above definition of clock synchronization state variables, a timestamp
observation model based on two-way information exchange mechanism is established
[10]. We can get the base station node clock observation model of gNBi:

yi,k = Cxi(k) + vi(k) (3)

where C is the observation matrix and the observation noise vi(k) is a Gaussian random
variable subject to N (0,R) distribution.

In the industrial wireless 5G network, the transmission of the link is no longer
reliable, and the timestamp packet cannot be guaranteed to arrive. The modified clock
observation model is as follows:

zi,k = γk [Cxi(k) + vi(k)] (4)

where, γk is a binary Bernoulli random variable, when γk = 1, it indicates that the target
node has received the clock synchronization information of the sending node; Otherwise,
γk = 0.
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And the Kalman filter algorithm is used to obtains the steady-state error covariance
of the clock synchronization accuracy Pk :

E[Pk ] = AXAT + Q − λAXCT (CXCT + R)
−1

CXAT (5)

where X = E[Pk−1], λ = E
[
γk

]
.

2.2 Time-Domain Resource Allocation Optimization Problem Model

In order to prevent the clock synchronization error from causing the collision of data
packets during the data transmission process, a guard time bound is added to the 5G
OFDMA time domain to protect each transmission time slot. According to reference
[11], the setting of the length of the system guard time bound Bk must meet the following
constraints:

Bk ≥ �Ek + Tr(E[Pk ]) (6)

where �Ek represents the fixed error in the synchronization process, and Tr(E[Pk ]) is
the trace of E[Pk ].

In this paper, the transmission rate calculation method considering the transmission
error rate [12] is adopted to obtain the high reliability throughput:

U (Bk , pk) = WB(Bk)log2[1 + snrk(pk) −
√
Vk

L
f −1
Q (1 − λk)] (7)

In addition, this paper proposes to group users in a cell based on the arrival rate
of user packets and the wireless channel environment as the dimension of multicast
subgroups.

Consider the cellular network ofmulti-user high-precision clock timing service com-
posed of K users in the cell, and transmit the timing service based on the multicast
mechanism of 5G network. The users are divided into M multicast subgroups, with
the number of users in each groupu = {u1, u2, . . . um . . . uM }, the transmission power
allocated by each groupp = {p1, p2, . . . pm . . . pM }, and the length of the time guarantee
band of each user in the cellB = {B1,B2, ..Bm..BM }. The rate of the k th user in the m
th subgroup in the cell Rm,k can be calculated from (7), then the total throughput of the
multicast system Rtotal is calculated as follows:

Rtotal =
M∑

m=1

um∑
k=1

Rm,k (8)

The average clock synchronization accuracy error covariance of the system Pavg is
calculated as follows:

Pavg =
∑M

m=1
∑um

k=1 Tr
(
E
[
Pk,t(pm)

])
K

(9)

wherePk,t is the synchronization error covariancematrix of the k th terminal at time t. The
fairness of resource allocation among different users in the network is also considered,
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so as to meet the user’s business needs as much as possible. The index sf to measure the
fairness of the system is calculated as follows:

sf = (
∑M

m=1 ϑm)
2

M
∑M

k=m ϑm
2

(10)

where, the value range of sf is [0, 1].
Based on the above analysis of deterministic networks considering clock synchro-

nization accuracy, it is necessary to balance the cost of wireless resources under the
condition of ensuring clock synchronization accuracy constraints, while maximizing
network throughput and taking into account system fairness. This problem P1 can be
expressed as follows:

P1 max
B,p

{Rtotal(B, p) + c0 ∗ sf } (11)

s.t.C1 :
K∑

k=1

lim
t→∞

E
[
Pk,t

]
t

= 0

C2 : TS ≥ Bm ≥ Pavg,m + �E,∀Bm ∈ B

C3 : 0 < pmin ≤ pm ≤ pmax,∀pm ∈ p

C4 :
M∑

m=1

pm = psum

C5 :
M∑

m=1

um = K

where, constraint C1 indicates that the sequence of error covariance tends to be stable
under long-term observation, that is, to ensure the accuracy of clock synchronization;
The constraint C2 limits the length of the user time band in the subgroup to be not less
than the critical value of data collision and not more than the length of the time slot;
Constraint C3 limits the transmit power allocated by the base station to each subgroup
to [pmin, pmax]. Constraints C4 and C5 are the total power of the base station and the
total number of users.

3 Problem Solving

This section proposes a two-step optimization framework to solve problem P1. First,
users are divided into multicast subgroups based on K-means++ clustering algorithm;
Then, Lyapunov optimization method is used to transform the problem, and the solution
algorithm based on multi-agent deep reinforcement learning is used to analyze and solve
the problem.
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3.1 K-Means++—Based Multicast Grouping Mechanism and Lyapunov-Based
Problem Transformation

In order to ensure that the users in each multicast group can meet the deterministic
service requirements at the same time, this paper uses the grouping mechanism based
on the deterministic delay of user to delimit the groups. Specifically, since the user’s
delay certainty is mainly affected by the arrival of packets and the randomness of the
wireless environment, based on the packet arrival rate of each user λa,k and channel
gain-to-noise ratio hk two dimensions, the k-means++ clustering algorithm is used to
cluster users, divide users intoM multicast subgroups, and adaptively select the number
of clusters based on the Calinski-Harabaz index. The value ofM is set to the number of
clusters when the Calinski-Harabaz index reaches the maximum value. Compared with
the subgroup division strategy based only on distance or SNR, the grouping mechanism
considering user delay determinacy in this paper can better meet the needs of users with
different delay determinacy between subgroups.

Then, based on Lyapunov optimization theory, problem P1 is transformed into a
joint optimization problem of clock synchronization accuracy error covariance and
throughput, as follows:

P2 min
B,p

{
V1 ∗ Pavg,t(p)E[ak,t] − V2 ∗ [

Rtotal(B, p) − c0 ∗ sf
]} (12)

s.t.C2,C3,C4,C5

where, V1 and V2 are the control coefficients. By adjusting the relative size of the
two coefficients, the influence of objective function and penalty function on the overall
optimization result can be flexibly controlled. c0 is a constant of proportionality.

3.2 Solving Algorithm Based on Multi-agent Deep Reinforcement Learning

This section further transforms and solves problem P2 based on the multi-agent deep
reinforcement learning algorithm. Considering the complexity of the problem, this paper
adopts MATD3 (multi-agent Twin Delayed Deep Deterministic policy gradient) algo-
rithm to solve the problem, MATD3 algorithm is the multi-agent version of the TD3
[15] algorithm. The basic components of the model are defined as follows:

Observation: Each agent’s observation vari-
able is Om = {Pavg,m,Rm,Bm, pm, λavg,m}, O = {Om,m ∈ M}. It reflects the set of
variables affecting the value function in the environment observed by each agent under
the current number of iteration steps.

Action: The action set Am = {pm,Bm}, A = {Am,m ∈ M} of each agent is a two-
dimensional continuous action space, which determines the base station transmitting
power and guard time bound length allocated to each subgroup respectively.

Reward: Reward function r = c1 ∗ {lyapre − lyacur}, where Lyapre and Lyacur is
the value of the objective function of P2 in each iteration before and after the update of
the algorithm respectively. It embodies the reduce the value of the objective function of
algorithm in the iteration. When the algorithm obtains the optimal solution, the value
tends to be stable, and the system converges to the best state. Because of the cooperative
relationship between multiple agents, all agents share the same reward value.
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4 Numerical Results and Performance Analysis

4.1 Simulation Parameter Setting

This sectionverifies and compares the actual effect of the proposed strategy and algorithm
through experimental simulation. The settings of main parameters in the experiment are
shown in Table 1, where I2 represents the second-order identity matrix.

Specifically, the user grouping strategy of the clustering algorithm is verified by
experiment firstly; then the optimizationmethod proposed will be compared with DDPG
(deep deterministic policy gradient) and DQN (Deep Q-Network) algorithm, validation
the final result of optimization indexes of the algorithm under different parameter set-
tings, and the average value of each algorithm running 10 times is taken as the final
comparison result.

Table 1. Simulation parameter setting.

Variable Simulation
parameter

Value Varibale Simulation
parameter

Value

W (MHz) System bandwidth 20 �Ek (ms) Clock
synchronization
fixed error

10−5

σ Rayleigh
distribution
parameter

1/
√
2 V1 Lyapunov control

parameter
1010

α Delay upper bound
scaling factor

1/3 V2 Lyapunov control
parameter

10−7

d Path loss factor 3 bk The exit process of
the virtual queue Pk

0.01

τ0 Sampling period 0.1 pmax(dBm) Transmit power
maximum constraint

50

R Random time delay
covariance

0.1 pmin(dBm) Transmit power
minimum constraint

10

Q Process noise
covariance

2.7 × 10−15I2 Vk Channel dispersion 1

C Observation
coefficient

[02] Mmax Maximum number
of user groups

10

4.2 Analysis of Simulation Results

Figure 2 shows the average reward function curve of the training and execution pro-
cess of the three kinds of algorithms in the 10-round iteration. Among them, since the
DQN algorithm can only receive discrete actions, the action design of the algorithm is
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respectively the increase, decrease and constant value of each multicast subgroup of the
base station transmission power and the configured guard time bound length, which is
a 6 M action space. In this figure, the first 100 episodes are the training curve, and the
last 100 episodes fix the network parameters and make action decisions based on them-
selves. The results show that the reward value of the three kinds of algorithms gradually
increases with the training episode, and the MATD3 algorithm has obtained a higher
reward value than the other two kinds of algorithms. This is because the continuous
action space brings more accurate solution space and the agreement of multi-agents to
game problem contained in the problem. In the execution stage of the algorithm, both
MATD3 and DDPG can reach a stable and high value, while DQN fluctuates greatly,
and MATD3 has the highest value. In addition, since each agent in MATD3 does not
require global state variables during algorithm execution, that is, there is no need for
mutual communication between multiple agents after training, which is advantageous
for deployment in actual scenarios.

Fig. 2. Rewards versus episodes in training and execution process

Figures 3 and 4 respectively show the changing curves of system clock synchroniza-
tion accuracy and network throughput during algorithm training and execution in Fig. 2.
Where, the trace of average clock synchronization precision error covariance and aver-
age throughput of each user in the system are taken as comparison indexes respectively.
It can be seen from the figure that MATD3 algorithm reaches the optimal effect of the
two indexes compared with other comparison algorithms.
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Fig. 3. Tr(E[P]) versus episodes in training and execution process

Fig. 4. Throughput versus episodes in training and execution process

5 Conclusion

This study addresses the optimization of 5G network resource allocation for achieving
high precision clock synchronization for industrial cellular networks. Initially, an incom-
plete observation clock synchronization model based on two-way information exchange
mechanism is proposed considering the unreliability characteristics ofwireless networks.
Furthermore, an estimation method utilizing the Kalman filter algorithm is introduced
to assess the accuracy of clock synchronization. To tackle the challenge at hand, a joint
optimization problem model focusing on ensuring timing accuracy is formulated, and
a solution is obtained through the implementation of a clustering algorithm, Lyapunov
theory, and the two-step optimization framework of the MATD3 algorithm. Simulation
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results evident that the proposed strategy model and optimization algorithm have certain
advantages over the existing models and algorithms in the joint optimization of clock
synchronization accuracy and throughput.
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Abstract. The COVID-19 epidemic is rampant, affecting the normal life of peo-
ple all over the world. It also has a sustained impact on the global economy,
bringing global crises and challenges. In order to effectively prevent and control
the epidemic situation and curb the further spread of COVID-19, the identifi-
cation of close contacts has become a current research hotspot. The low accu-
racy, insufficient user privacy protection ability, and limited effectiveness have
become important issues to be solved. In this paper, we propose a solution based
on P-RAN, fog computing and blockchain to support accurate, safe and effec-
tive COVID-19 close contact identification. A three-layer accurate close contact
identification architecture (ACCCD) is established by combining P-RAN, fog
computing and blockchain. P-RAN and fog computing are combined to collect
close contact information, and blockchain technology enables reliable, safe and
automatic close contact informationmanagement and close contact track tracking.
Based on ACCCD architecture, the blockchain network deployment scheme and
accurate close contact identification process are designed, and the implementa-
tion potential and future challenges of this solution are analyzed and explained in
detail. The application of ACCCD architecture in specific scenarios is described,
and we design simulations to verify the effectiveness of the solution.

Keywords: Close contact · Fog computing · Blockchain · Proximity radio
access network

1 Introduction

Since the COVID-19 broke out at the end of 2019, more than 520 million people
have been diagnosed with COVID-19 infection worldwide [1]. It has become the most
widespread global pandemic in the past hundred years, which not only disrupted the
normal life of people in all countries, but also had a sustained impact on the global econ-
omy, bringing serious crises and challenges to the world. Fighting against the epidemic
has become the most urgent problem. As an infectious virus, COVID-19 is mainly
transmitted through human to human contact and respiratory droplets [2]. In a small
space, the transmission and infection rate of COVID-19 is closely related to the dis-
tance, time, behavior and other factors between people. When sneezing or coughing, or
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even when talking quietly, a large number of droplets wrapped in the coronavirus con-
tact the mucous membrane of other people, the epidemic will spread. Facing the strong
infectivity of COVID-19, quickly and effectively cutting off the transmission path of
the virus has become the main solution to curb the further spread of the virus. The key
point of the implementation of this method is to accurately identify, track and manage
the close contacts of the confirmed patients, so as to prevent the further spread of the
virus.

At present, researchers have proposed a variety of solutions for automatic tracking
of close contacts based on location data using base station [3], GPS [4], Bluetooth [5],
etc., which have been applied in many countries. For example, the Chinese government
forecasts and monitors the overall trend of the epidemic situation by obtaining anony-
mous mobile phone base station data from telecom operators, and monitors users’ visits
to public places to achieve the determination of "time and space contact" type close
contacts. However, this solution for the determination of close contact is limited in the
accuracy, and requires more time to query the whereabouts of the diagnosed patients,
which is inefficient; The Korean and Israeli governments use GPS technology to obtain
themobile phone location data of diagnosed people to track their whereabouts. This kind
of big data can better identify close contacts, but it is easy to be rejected by users because
it violates users’ privacy; The Singapore government has launched the "Trace Together"
APP, which uses Bluetooth technology to bind mobile phone numbers to record who
users have contacted in the past 21 days. Compared with the tracking method based on
GPS and base station, the tracking method based on Bluetooth can search surround-
ing devices more accurately. However, the method relies on users to open the Bluetooth
search service, and its effectiveness depends on the number of people who independently
install and use the application.

In order to solve the problems such as low accuracy, insufficient user privacy pro-
tection ability, and limited effectiveness of current close contacts tracking, this paper
proposes an accurate COVID-19 close contact identification (ACCCD) solution that
relies on the operator’s P-RAN [6] and combines blockchain [7] and fog computing [8]
technology.

P-RAN is a proximity access solution used to enhance the communication capability
of the telecommunication access network side. Supported by D2D [9] communication
technology, it can enhance the signal coverage capability of the base station side by
encouraging idle mobile phones to become P-ran relays. With the combination of P-
RAN and fog computing, p-ran relay actively undertakes the responsibility of collect-
ing, caching and recording the information of close contact. It automatically realizes the
close contact recognition of mobile terminal users within the range of several meters,
effectively providing the accuracy and effectiveness of the close contact identification.
Blockchain, as a special distributed ledger technology widely concerned, has the charac-
teristics of anonymity, non-tampering, traceability, etc. With the support of blockchain,
users, telecom operators and regulatory authorities jointly manage the encrypted close
contact data in a distributed manner to provide user privacy protection. It can achieve
safe and reliable distributed encrypted information storage by combining multiple cryp-
tographic mechanisms. In addition, blockchain smart contract technology can support
programmable data access control, further ensuring the security of user data.
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The main contributions of this paper are as follows:

• Propose an ACCCD architecture. P-RAN and fog computing are combined to collect
close contact data, and blockchain technology enables reliable, safe and automatic
close contact data management and close contact track tracking;

• Design and implement an ACCCDmanagement platform, complete the construction
of the blockchain network, and specify the process of close contact identification;

• Analyze the potential and challenges of the proposed solution in terms of security,
feasibility and effectiveness;

The following contents of this paper are organized as follows: We introduced the
ACCCD architecture; Design a ACCCD management platform based on consortium
blockchain;Combedout the process of the reliableACCCD;Thepotential and challenges
of the proposed solution are analyzed theoretically; The use cases are displayed and the
simulations are carried out; The full text is summarized.

2 The Architecture of Accurate Close Contact Identification

Figure 1 illustrates the proposed architecture of the close contacts identification based on
P-RAN and blockchain, which describes the P-RAN network architecture, blockchain-
based flow modulation information management, and the adaptation scenario from the
bottom up.

P-RAN Layer: The basic network architecture of the P-RAN network is composed
of near-area network, cellular network, and ground-to-air link. Two roles of P-RAN
relay and P-RAN user are set in the network architecture. P-RAN users refer to enter the
site and join the site P-RAN near domain network users, the hands with D2D ability of
smart phones, tablet computers and other smart devices as the most edge of the P-RAN
network, through the proximity links (PL) to share the user’s location, stay time and
other travel track information to the relay. Relay is the core role of P-RAN network
architecture, which is composed of one or more high-performance smart terminals and
gateways set by the site manager. P-RAN relay collects down the visit information of
P-RAN users within the coverage of the service, completes the information encryption
calculation with the help of the sinking computing resources of fog computing, and
connects up with 5G/6G cellular base stations and satellites through the cellular link
(CL) or the Non-Terrestrial link (NTL) to initiate the block chain transaction request.
Accurate travel analysis of a P-RAN user is achieved by using the on-line and off-line
status within the coverage of a P-RAN relay. The coverage of close contact research and
judgment is reduced and the accuracy of judgment is improved.

Blockchain layer: This layer can be regarded as an information security storage layer
running on top of the P-RAN layer, where the conventional blockchain consensus node
stores the location information, access time, departure time, and health identification of
P-RAN users. The Operation service node is usually handled by the network operator.
It is mainly responsible for the access authentication of P-RAN users and relays, and
the release of the investigation conclusion of close contacts. The most critical feature
of this layer is to ensure the privacy and trust of the travel information of P-RAN users
through the consensus mechanism, and realize the rapid synchronization of the epidemic
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Fig. 1. Overview of ACCCD architecture.

dynamics across the whole region, so as to make the close contact research and judgment
more scientific and efficient.

Adaptation scenario: The proposed solution can be used to determine COVID-19
close contacts in medical centers, community service stations, supermarkets, transporta-
tion hubs and other scenarios. The above scenarios usually have the characteristics of
large area, high population density, large flow of people, and important social functions.
At the same time, they can meet a certain degree of cellular or satellite network service
coverage. In this scenario, mobile terminal move with users and identify each other to
support accurate collection of close contacts’ information.

The collaborative form of blockchain and P-RAN as well as the design of close
contacts identification workflow will be described in detail later.

3 Management Platform of Accurate Close Contact Identification

3.1 Network Deployment

As shown in Fig. 2, the network deployment scheme for close contact identification
management is proposed. The P-RAN users, relay nodes, operator nodes and regulator
nodes involved in the scheme proposed in this paper will be set as the following types
of blockchain node roles while completing relevant functions.
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User node: blockchain light node. The smart phone terminals can register unique
digital identities in the blockchain network and obtain the randomly generated keys.
The user node uses the network services shared by the relay node through the P-RAN
network and pays relevant fees through blockchain tokens. This type of node does not
participate in the transaction authentication and consensus mechanism of the blockchain
network, nor does it save the ledger information of the entire blockchain. User node only
synchronizes its related blockchain information with the relay node through heartbeat,
such as location information, health identification, connection duration, etc.

Relay node: blockchain light node. The relay node can be an IoT terminal or smart
phone terminal registered in the blockchain network. This node can share idle network
resources for user nodes to obtain blockchain tokens as rewards. This type of node does
not participate in the transaction authentication and block consensus of the blockchain
network, nor does it save the ledger information of the entire blockchain. This node
will summarize the information of each connected user node through the heartbeat, and
report the user node information to the service node through the blockchain network.

Operator node: blockchain consensus node. This type of node is the core node
of the blockchain consensus network, which synchronizes the entire blockchain ledger
information, and it is mainly responsible for the generation and broadcasting of blocks,
transaction verification and confirmation, and the execution of smart contracts.

Service node: blockchain full node. The service node is composed of National
Regulatory Authority, National Health Commission, Disease Control Centers, National
Healthcare Security Administration and other relevant epidemic prevention and control
departments, providing encrypted communication, data caching, service billing, band-
width control and routing services. This type of node monitors the health status of each
user in real time according to the information reported by the relay nodes, gives a health
warning prompt, and executes the point settlement between the user node and the relay
node at the same time, and the relevant information will be published on the blockchain.
As a full node, it will synchronize the entire blockchain ledger information, and sign
and broadcast the transactions.

Fig. 2. Network deployment of the management platform.
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3.2 Procedure of Close Contact Identification

Taking full advantage of blockchain, P-RAN and fog computing technology, we divide
the main process of ACCCD into four parts: access authentication, location awareness,
user-user close contact identification, and judgement of close contact. The detailed pro-
cess is shown in Fig. 3. This processmainly involves P-RANuser, P-RAN relay, operator,
blockchain and regulator authority. P-RAN user will actively participate in the access
authentication, user-user close contact identification process, and passively participate in
the location awareness and judgement of close contact processes; P-RAN relay mainly
participates in the access authentication and location awareness processes, and passively
participates in the user-user close contact identification and judgement of close contact.
Processes; The operator passively participates in the access authentication and judge-
ment of close contact processes and does not initiate active participation; The blockchain
passively participates in all processes based on the unique smart contract technology,
mainly providing the ability to record user and relay authentication information (public
key, etc.), relay identity authentication and close contact information, and query the close
contact list; The regulator only actively participates in the process of judgement of close
contact, and does not involve other three processes.

Fig. 3. Process of close contact identification.

Access authentication: The design of access authentication mainly includes two
steps: operator access authentication and block link access authentication. Before offi-
cially launching the "authentication request" to obtain the communication service, in
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addition to the existing identity - SIM card, the mobile terminal user needs to use the
asymmetric encryption algorithm to generate a pair of public and private keys, store
the private key securely locally and package the public key as a "blockchain identity"
into the "authentication request". Therefore, the "authentication request" packets of P-
ran user and P-ran relay both include SIM card identity authentication information and
"blockchain identity", and the service startup instruction can be added to the relay authen-
tication request. After the operator receives the "authentication request" and completes
the authentication of the user and relay, it forwards the "request" to the blockchain by cat-
egory to trigger the smart contract to continue to verify the authenticity of the "blockchain
identity" declared by the mobile terminal user. After receiving the request, the block-
link checks the identity information recorded in the "ledger" by means of cryptographic
methods (such as multi-party computing) corresponding to the different identities of
the user and relay. For the identity information of the user who has been verified, the
blockchain smart contract uses the public key of the regulator to encrypt and complete
the uplink record, and simultaneously responds to the operator with confirmation char-
acters. After receiving the blockchain response, the operator starts the corresponding
relay service management, and simultaneously returns the P-RAN service certificate to
support mutual authentication between user and relay.

Location awareness: Any P-RAN relay that passes identity authentication will be
given the user location awareness capability. P-RAN relay that completes the access
authentication will periodically send node discovery signals within its small-scale cover-
age. After receiving the signal, the user entering the coverage area of P-RAN relay signal
returns a token based on the source address marking of the received signal. After relay
completes the user authentication, it sends the user visit information to the blockchain
and record it. To ensure the reliability of the user’s visit information record, relay will
use the private key to sign the user’s visit information, and the triggered visit information
smart contract will complete the verification by calling the relay public key information.

User-user close contact identification:Under the condition of optimizing the energy
consumption of the equipment, set the P-ran user to have the ability of small range D2D
communication. When the user reaches a certain relay coverage area and the dwell time
exceeds T, the distance based adjacent user identification function is enabled. If other
user B enters the signal coverage range m of current user A and stays for a period of
time, user A will record that user B is encrypted and send encrypted contact information
(including B’s public key information, time point, time length, shortest distance, etc.)
to the adjacent P-RAN relay, which caches such information and periodically generates
blockchain transaction completion information for storage on the blockchain.

Judgement of close contact: Supported by the contact information recorded by
the blockchain, the regulatory authority sends the identity of confirmed cases to the
blockchain through the whole node of the blockchain for operation and maintenance,
and triggers the secret connection determination smart contract to obtain the list of
secret connection personnel. In this process, the authority management module in the
blockchain smart contract will set that the regulator can only obtain the cryptographic
information in the corresponding management physical area, and relay encrypts such
information with the public key of the regulator before uploading it. Only the regulatory
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authority with corresponding management authority can obtain a complete list of plain-
text public keys of mobile terminal users. After obtaining the list of encrypted public
keys, the regulatory authority will send the list to the operator, identify the real identity
of the corresponding P-RAN user/relay through the operator, and promptly notify the
corresponding mobile terminal user, so as to achieve accurate targeting while effectively
protecting the user’s identity privacy.

4 Simulations

Use Python to carry out specific scene simulation according to the parameters in Table 1.
Based on the three different arrival methods and collective visit locations of users,
detailed partition visit is simulated: in office building scenario, users stay in offices
(25 partitions), meeting rooms (10 people), activity rooms (3 partitions such as reading
rooms and gyms), canteens (1 partition) and other places; In vegetable market scenario,
there are 82 stalls of 13 categories of goods (36,5,3,4,10,6,2,2,3,4,2,4,1) for users to
choose from. The number of stalls for each user is within [2,13], and the duration of
each stall is [6–15 min]; In hospital scenario, there are 26 (3, 4, 7, 6, 6) diagnostic
areas on 5 floors, and the user’s stay time in a single diagnostic area is [5–60 min]; In
supermarket scenario, the total area of the supermarket is 24000 square meters, there are
2000 commodity zones, the number of zones visited by users is [5, 20], and the overall
stay time of customers is [0.5–3 h].

Randomize the visit of users, and get the number of close contacts as shown in Fig. 4a.
With the support of the solution proposed in this paper, it can more accurately determine
the people who have contact with the diagnosed patients at the same time and in the
same small-scale space. With the continuous expansion of the site and the increasing
randomness of personnel flow, the proportion of people who have close contact with
all visitors decreases. The experimental results show that in general, the probability of
direct contact between users is negatively related to the size of the site. The larger the
size of the site visited, the smaller the probability of direct contact between two users.
Compared with the All-inclusive solution, which determines that all users who visit a
place on the same day are encrypted, the solution proposed in this paper can support
the regulatory authority to narrow the scope of encrypted connection determination and
more accurately locate the group of encrypted users.

The arrival time, departure time and stay time of confirmed cases and other users
are shown in Fig. 4b. The interval distance of users in the zone is set within [0.5, 30
m], and users are set to walk randomly and record the shortest contact distance between
users. Based on the analysis of the shortest contact distance and contact time with the
confirmed case, the schematic diagram of the number of close contacts changing with
the contact distance setting is obtained as shown in Fig. 4c. Combined with the arrival
situation as shown in Fig. 4b, with the increasing distance, the patients judged to be close
contact will be closer to the total number of people in the room. The identification of
people at different distances can help disease control departments implement targeted
individual user management and control, and greatly improve the accuracy of epidemic
prevention and control.
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(a) Comparison in four scenarios                (b) Arrival and departure time     

(c) User-user contact identification

Fig. 4. Analysis of close contact identification in different scenarios

5 Conclusion

The outbreak of COVID-19 has brought severe challenges to human social life. In the
face of the highly infectious COVID-19, the main means of prevention and control
of the COVID-19 epidemic is to accurately identify and control close contacts. Faced
with the needs of close contacts, this paper proposes ACCCD solution integrating P-
RAN, fog computing and blockchain technology. The blockchain is used to provide
distributed storage of users’ encrypted data; P-RAN and fog computing are used to
complete close proximity user identification, user-user close identification, etc., so as to
improve the accuracy of secret connection determination. The simulation results show
that the proposed solution can achieve accurate close contact person positioning in
various scenarios, indirectly reduce social and economic losses, improve people’s sense
of well-being, and greatly meet the needs of accurate prevention and control under the
current severe and complex epidemic situation.
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Abstract. With evolution of 5G networks and IoT technology, enormous amount
of network resource demands are raising. How to effectively promote the inter-
connection and comprehensive sharing of resources which belongs to different
resource providers to meet the demands of diversified services is a critical issue.
Considering the superior advantages of blockchain technology in distributed sys-
tems, we propose a blockchain-based decentralized solution for network resource
sharing and define a trusted reputation system in this paper. A two-layer distributed
network resource sharing architecture are proposed. Based on this architecture,
a reputation system are designed. Based on the behavior of network resource
provider during, the sharing reputation are quantified to provide a reference for
network resource requester to choose suitable resources. Then a reputation-based
shard parallel consensus algorithm are developed. Finally, the simulation experi-
ments are designed to analyze the performance of reputation system. The results
show that with the support of the reputation system, the resource sharing system
will develop healthily.

Keywords: Resource sharing · Reputation system · Blockchain · IoT

1 Introduction

With the rapid evolution of 5G networks and IoT technology in recent years, an increas-
ing number of devices are connected to the Internet, producing an enormous amount of
data and network resource demands [1]. The Internet today has evolved into a relatively
open platform with complex and rich resources to adapt to the diverse network envi-
ronment. Therefore, for these diverse network resources, how to effectively promote
the interconnection and comprehensive sharing of resources to meet the demands of
diversified services is a critical issue in the future development of computer network
technology.

However, the complex and rich resources in the network belong to different enter-
prises of individuals, and provide ubiquitous and universal network services throughflex-
ible resource sharing and mutual cooperation. Constrained by the subjective or objective
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intentions of multiple network resource provider, the sharing and collaboration of pub-
lic/private resources are difficult to guarantee the quality of network service due to lack
of trust. Meanwhile, the existence of many problems such as unfair resource scheduling
and unequal income distribution hinders the further development of the future network.

As an emerging technology, blockchain proposes a decentralized solution for net-
work resource sharing to solve the above problem [2]. Distributed ledger in blockchain
network is a type of ledger that is shared, replicated, and synchronized in a distributed
and decentralized manner. Blockchain has core technical such as smart contracts, incen-
tive mechanism, encryption algorithm and distributed consensus, and has the following
technical features: decentralization, tamper-proof, traceability, publicity, anonymity, and
automatic operation. Compared with centralized network resource sharing, blockchain-
based distributed network resource sharing realizes trusted resource collaboration in
a trustless environment without endorsement of third parties. With the support of the
above features, blcockchain can provide decentralized and trust support for network
resource sharing [3–8]. The distributed network resource sharing based on blockchain
provides network resource provider with a trusted resource sharing system to share
multi-dimensional network resource.

Based on above features, we propose a distributed network resource sharing system
in this paper, define components of the system in detail. Considering the important of
user reputation in resource sharing, we specifically propose a reputation system [9–11]
for supporting resource sharing. The main contributions are as follows:

• Propose a distributed network resource sharing architecture which consists of two
layers. Distributed network resource sharing architecture includes management layer
and resource layer, the specific resource sharing procedures for network resource
provider and network resource requester are designed based on this architecture.

• Develop a reputation system. Based on the behavior of network resource provider
during resource sharing, we quantify the sharing reputation to provide a reference for
network resource requester to choose suitable resources.

• Design a reputation-based shard parallel consensus algorithm. We specify the
consensus process based on NRR’s reputation and the type of network resource.

The remainder of this article is organized as follows. In section II, we present the
related work. Section III presents the system model including the distributed network
resource sharing architecture and the reputation model. The reputation-based zoning
parallel consensus algorithm is designed in section IV. Simulation results and analysis
are presented in section V and Section VI conclude this paper.

2 System Model

2.1 Overview of the Blockchain-Based Distributed Network Resource Sharing
Architecture

As shown in Fig. 1, there are two layers in the blockchain-based distributed network
resource sharing architecture, resource layer and management layer. In resource layer,
there are three types of entities, including resource providers, resource requesters and
infrastructure builders. Recourse providers involves cloud resource providers, edge
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resources providers and user resource providers, where edge resources provided by
edge resources providers are deployed in the edge of the network nearby the base sta-
tion. Resource requesters is the one who wants to rent resources (computing, storage,
communication or other resources) to meet their needs. In common, resource requesters
will provide a request that illustrate the resource requirements, and then one of the
resource providers who has the suitable resources will respond to the requirements and
share the resources. Infrastructure builders are the builder of the basic environment for
resource sharing, including providing network infrastructure, resource invocation inter-
face and so on. Supported by infrastructure, there are point to point resource sharing
capabilities between resource providers and resource requesters.

In management layer, there is a logic blockchain network, which is formed by the
participated resource sharing related entities. The management layer involves two types
of nodes, normal nodes (yellow) and base nodes (orange). The base nodes are the initial
anchor nodes of the blockchain network, they are responsible for maintaining the under-
lying blockchain network and ensuring its continuous operation. Base nodes are usually
played by infrastructure builders. The normal nodes are usually played by the resource
providers and the resource requesters. This type of nodes can choose to be a consensus
nodes or just a client node to share resource.

Fig. 1. Blockchain-based distributed network resource sharing architecture

2.2 Reputation Model

Evaluation indicator

To ensure the safe and stable operation of the system, it is necessary to manage users in
the system based on their reputation. For users with high reputation, higher permissions
can be granted; For users with low reputation, their permissions in the system need to be
restricted. In the system, the user reputation is evaluated based on three dimensions: their
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online duration, activity, and historical behavior. Among them, the evaluation result of
online duration information is called the online duration evaluation value, the evaluation
result of activity is called the activity evaluation value, and the evaluation result of
historical behavior is called the historical behavior evaluation value. The definitions of
the evaluation values are as follows:

Online duration. Total duration online Tzi refers to the total duration online of a user
after entering the system.

It is in an online state after the user i successfully joins the network resource sharing
system when the user’s starting time online is recorded as Tcsi. There are two situations
when a user is in an offline state, i.e. the actively exiting, or an error interrupt exiting.
In the status of actively exiting, the user sends a termination request to the ecosystem
which will update the status and record the exiting time Tcei; In the status of error
interrupt exiting, the system periodically checks the user’s status where the monitoring
signal detects the disconnection of the user’s node, and then records the exiting time
as the detection time Tcei. Therefore, the service coverage duration for the user i is
Tcei − Tcsi, and the total duration online is:

Tzi =
∑

(Tcei − Tcsi) (1)

Working duration online Twi refers to the total duration that the user has been in a
working state since entering the system.

During the working period of resource sharing, the system records the users’ starting
time to start a resource sharing task as Tssi, and the ending time for this resource sharing
task as Tsei. Therefore, the working duration of the users within a working period of
resource sharing can be defined as Tsei − Tssi, and the total working duration online is:

Twi =
∑

(Tsei − Tssi) (2)

Activity. User’s activity Vti: refers to the activity of user i in the system.
After the network resource sharing system starts running, the total number of transac-

tions that occur in the system is N, and the number of transactions that user i participates
in is Vi. Therefore, the user’s activity is:

Vti = Vi/N (3)

Historical behavior.

• Type of resource sharing Rei: Refers to the types of resources shared by user i,
including four types: computing power, storage, network, and data.

• Frequency of honest resource sharing Cai: Refers to the number of times user i has
honestly participated in resource sharing.

• Frequency of crimes resource sharing Esi: Refers to the number of times user i has
engaged in malicious behavior in resource sharing without integrity.

• Total amount of resource sharingMsi: Refers to the total amount of sharing resources
in which user i participants.
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Normalization model of indicator value

Based on the various assessment indicators in the three dimensions of online duration,
activity, and historical behavior mentioned above, considering the non-uniformity of
each indicator in terms of dimensions, the normalization model for the values of relevant
indicators in each dimension is defined.

Considering that users with long-lasting stability, honesty, positivity, and high-
quality services should achieve higher reputation, this section designs a relative indicator
normalization scheme. In the user setR = {1, 2, · · · , n}, we sort the indicators and obtain
the maximum value of the current indicators. Set X as any indicator (such as the total
duration online), the system obtains the maximum value Xmax of the indicator X through
sorting in the current system, and the value of user i on the indicator X is Xi, then the
normalized indicator value of user i is

NX ,i = Xi

Xmax
(4)

Evaluation values for various dimensions.

Evaluation value of online duration STi: The weights of the indicators related to online
duration such as the total duration online and the working duration online are a1, a2
respectively, where a1 + a2 = 1, a1 ≥ 0, a2 ≥ 0.

Based on the normalization model of indicator values, the normalized values of user
i on the total duration online and the working duration online are obtained as Tzi

Tzmax
, Twi
Twmax

respectively.
Therefore, by normalizing and weighting on this indicator, the evaluation value of

online duration is defined as

STi = a1 ∗ Tzi
Tzmax

+ a2 ∗ Twi

Twmax
(5)

Evaluation value of activity VTi:

According to the definition of activity, the evaluation value of activity can be defined by
normalizing and weighting on the indicator:

VTi = Vti
Vtmax

(6)

Evaluation value of historical behavior ATi.

Define the time when system user i successfully joins the network resource sharing
system asT0, and the current time isTn. Select two moments between T0 and Tn which
are denoted as T1 and T2 (where T0< T1 <T2 <Tn). Define time interval T0,T1 as the
long term, time interval T1,T2 as the medium term, and time interval T2,Tn as the short
term. For a useri, the impact of short-term behavior is greater than that of medium-term
behavior, and the impact of medium-term behavior is greater than that of long-term
behavior. Therefore, the impact factors for short-term, medium-term, and long-term are
defined asc1,c2, c3 respectively, where c1 >c2>c3 > 0.
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According to the defined time interval and based on the normalization model of
indicator values, the indicator values on the frequency of honest resource sharing, the
frequency of crimes resources sharing, and the total amount of resource sharing in
the “long-term” are denoted as Cfai, Efsi, Mfsi, and the corresponding normalized
quantization values are Cfai

Cfamax
, Efsi
Efsmax

, Mfsi
M fsmax

; the indicator values on the frequency of
honest resource sharing, the frequency of crimes resources sharing, and the total amount
of resource sharing in the “ medium-term” are denoted as: Cmai, Emsi, Mmsi, and the
corresponding normalized quantization values are Cmai

Cmamax
, Emsi
Emsmax

, Mmsi
Mmsmax

; the indicator
values on the frequency of honest resource sharing, the frequency of crimes resources
sharing, and the total amount of resource sharing in the “ short-term” are denoted as
Crai, Ersi, Mrsi, and the corresponding notification values are Crai

Cramax
, Ersi
Ersmax

, Mrsi
M rsmax

.
Combining the impact factors of time, we obtain the evaluation value corresponding

to the frequency of honest resource sharing Cai is:

Cai = c1 ∗ Crai
Cramax

+ c2 ∗ Cmai
Cmamax

+ c3 ∗ Cfai
Cfamax

(7)

Combining the impact factors of time, we obtain the evaluation value corresponding
to the frequency of crimes resources sharing Esi is:

Esi = c1 ∗ Ersi
Ersmax

+ c2 ∗ Emsi
Emsmax

+ c3 ∗ Efsi
Efsmax

(8)

Combining the impact factors of time, we obtain the evaluation value corresponding
to the total amount of resource sharing Csi is:

Msi = c1 ∗ Mrsi
M rsmax

+ c2 ∗ Mmsi
Mmsmax

+ c3 ∗ Mfsi
M fsmax

(9)

Define the weights of indicators related to historical behavior, such as the frequency
of honest resource sharing, the frequency of crimes resources sharing, and the total
amount of resource sharing as d1, d2, d3 respectively, where d1 + d2 + d3 = 1, d1 ≥ 0,
d2 ≥ 0, d3 ≥ 0. Considering that crimes has negative impact, the weighted evaluation
value of historical behavior is

ATi = d1 ∗ Cai − d2 ∗ Esi + d3 ∗ Msi. (10)

Overall weighted score:

Define the three dimensions for evaluating user reputation: theweights of online duration,
activity, and historical behavior are w1,w2 w3 respectively, and meet w1 +w2 +w3 = 1,
w1 ≥ 0, w2 ≥ 0, w3 ≥ 0. Therefore, the weighted quantification value of the user’s
reputation is:

Crdi = w1 ∗ STi + w2 ∗ VTi + w3 ∗ ATi. (11)
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3 Reputation System for Resource Providers

The trust reputation system are realized based on the smart contract technology in
blockchain. Based on resource providers’ behaviours in resource sharing period, the
blockchain will automatically caculate a reputation value and store it in the blockchain
ledger. There are two phases in the reputation system: reputation initialization and
reputaion update.

3.1 Reputation Initialization

The reputation initialization phase can first complete the account registration of the
resource providers. The provider’s public and private key pair is generated on the client
side, the private key is saved on the client side, and the public key is exposed to all nodes
in the blockchain network. The registration information of a resource node includes
the type of services/resources provided, amount of resources available for services,
registration time, and public key. After the registration, the resource user will complete
the initialization score.

Set the initial reputation value of the common resource provider to 0. Considering
the initial participation incentive of resource-sharing users to join the system, the initial
score is awarded to the former AU user accounts registered after the system is launched.
After stable operation of the system (number of users > AU), considering the “slow
start” phenomenon of the reputation score of the newly added node, set the user account
within T time (e.g. one week) as the new account, establish a separate reputation list,
and score alongside other users. After more than one week, the reputation ranking is
returned to the general list.

3.2 Resource Sharing Based on Reputation

Based on users’ behaviors, there are five steps for reputation update and resource sharing.
Step 1: The smart contract completes node access authentication and updates the

associated credit value. The result of identity authentication will clearly limit the user’s
operation rights in the resource sharing system and the blockchain network.

Step 2: Start to sharing resource/provide service. Resource providers provide service
information such as node ID, time stamp, service type, and available service resources.
Resource providers obtain service access permissions and change the service status to
start services by invoking smart contracts. At the same time, the service information
(the on-chain service information) is broadcast synchronously to all nodes in the system
through the blockchain, indicating that the relay node has started services and can be
discovered by users. Start waiting for the service to connect.

Step 3: Provide resource request. Resource requester proposes a request and invoke
smart contract to find the suitable resource with high reputation.

Step 4: Establish a resource sharing connection. The requester sends the application
for establishing a connection to the provider node, the provider invokes the blockchain
smart contract to verify the requester’s identity information and the provider’s identity
information will be provided for requester to confirm the connection information. The
requester and provider who complete the mutual verification establish a connection
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between each other. The blockchain will record the service transaction to provide data
for the reputation system.

Step 5: The smart contract completes the reputation update and updates the status of
the resource providers. The provider synchronizes the transaction settlement information
to the blockchain, the blockchain calls smart contract to complete the transaction settle-
ment, and update the reputation.After every resource sharing, the blockchain recalculates
the reputation value of the provider.

3.3 A Shard Parallel Consensus Algorithm Based on Reputation

To support widely distributed resource sharing services, we propose a shard parallel
consensus algorithm based on trusted reputation ranking. Resource providers will gain
the right to participate in consensus competition based on the reputation value in the
reputation system. Nodes that provide the same resources at the same time will form
blockchain shards with requesters requesting such resources. Every shards will complete
efficient consensus within the shard, and then initiate asynchronous net wide consensus
by the nodes with high reputation. The algorithm pseudocode is shown below.

• Smart contracts are used to analyze the types of resources shared by nodes and node
reputation

• Form network shards based on the resource type and form shard set {s1,s2…… sn}
(Nodes that share multiple types of resources can participate in multiple shards)

• Start consensus within every shards:

– Select the winning node by integrating all resources and reputation value
– Package resource sharing and other transactions form blocks, and start broadcast-

ing verification
– Distribute reputation rewards

• The winning node in each shard will hash the generated blockchain, and gener-
ate transactions, broadcast to the whole network to form the basis for transaction
verification within the shard.

4 Simulation

To analyze the performance of the reputation system, we select 4 users with different
behaviors from N resource provider users to analyze the changes in reputation values
with the frequency of resource sharing. In the figure, x represents the frequency of
resource sharing, y represents the user reputation value, and the four dashed lines show
the changes in reputation values corresponding to four different users (Fig. 2).

4 users are simulated. User 1 is a real honest user, with 100% of their behavior being
honest; User 2 is a basic honest user, with 70% of their behavior being honest; User 3
is a fundamentally dishonest user, with 30% of their behavior being honest; User 4 is a
malicious user, with 1% of their behavior being honest.

Analyze the quantitative changes in user reputation values under different weights.
For one user, the x-axis represents the change in transaction quantity, and the y-axis
represents the change in user reputation under different weights (Fig. 3).
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Fig. 2. The reputation changes with number of shares increases.

Fig. 3. The reputation with different wights.

For an honest user, simulations are conducted on the changes of reputation when the
weights of online duration, activity, and historical behavior w1, w2, w3 are (0.5, 0.25,
0.25), (0.25, 0.25, 0.5), and (0.25, 0.5, 0.25), respectively.

5 Conclusion

To support distributed resource sharing in IoT, we propose a trusted reputation system
based on blockchain. At first, we develop a blockchain-based two-layer resource sharing
architecture, and define the reputation model. Then we describe the reputation system
and design a reputation-based parallel consensus algorithm, which construct the shard
blockchain network based on resource type, and give the consensus right based on
reputation value. Finally, we design the simulation experiments to analyze the reputation
system. It is found that the honest nodes will get more benefits in the process of resource
sharing, and the dishonest nodes will be punished. With the support of the reputation
system, the resource sharing system will develop healthily.
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Abstract. Computational offloading is considered a promising emerg-
ing paradigm for addressing the limited resources of edge devices in
expanding power grids. However, with the advancement of intelligent
technologies such as digitalized power grids, applications often consist
of several interdependent subtasks, forming interconnected automated
workflows. This paper focuses on the computational offloading tech-
nique within task-dependent workflows. It proposes a multi-objective
optimization problem for offloading, considering both time and energy
consumption. The model takes into account the constraints of task dura-
tion, communication capacity, and computational capacity. Additionally,
a predictive-guided a predictive-guided multi-objective reinforcement
learning algorithm based on Pareto optimization (MORLBP) is intro-
duced. This algorithm combines the principles of multi-objective opti-
mization, Pareto optimality theory, and deep reinforcement learning. It
utilizes the quality of the Pareto front as a metric and is compared against
NSGA-II and MOPSO algorithms. The proposed algorithm’s effective-
ness and advancement are validated through simulations, demonstrating
its efficiency and innovation in tackling the multi-objective offloading
problem within task-dependent workflows.

Keywords: Task-dependent workflows · Task offloading strategy ·
Multi-objective reinforcement learning · Pareto optimization

1 Introduction

The advent of 5G networks has brought about a revolutionary transformation in
various domains by leveraging the proliferation of mobile devices. For example,
through 5G-connected sensors, data from renewable energy sources such as solar
and wind energy can be collected and transmitted to smart grids for analysis and
optimization, enabling efficient utilization and management of energy resources
[1]. However, the limited computing power and battery life of mobile devices
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(MDs) hinder the comprehensive implementation of computation-intensive appli-
cations. Multi-access edge computing (MEC) emerges as a promising solution
that overcomes this obstacle by providing abundant computing and storage
resources around MDs [8].

One of the most crucial issues when employing offloading techniques is the
offloading decision problem [10,12,13]. The offloading decision determines which
tasks within an application should be offloaded to edge servers and which tasks
should be executed locally on MDs, thereby ensuring a satisfactory Quality of
Experience (QoE) for end-users. However, task dependencies cannot be over-
looked as the results obtained from executing certain tasks act as prerequisites
for executing other tasks [3]. For example, in an alarm response workflow, when
an abnormal grid state is detected, an alarm notification is generated. Subse-
quently, maintenance personnel are assigned to perform device repairs. Only after
the device repairs are completed can the alarm be cleared and the repair status
recorded. If we disregard the dependencies between tasks while offloading such
applications, the execution of the application may fail. Therefore, task depen-
dency offloading holds significant importance in MEC. Due to the NP-hardness
of the problem, most research on task dependency offloading relies on heuris-
tic or metaheuristic algorithms. Inspired by nature, Kishor et al. proposed a
metaheuristic scheduler called Smart Ant Colony Optimization (SACO) for task
offloading of IoT sensor applications in fog environments [2]. Saemi et al. intro-
duced a novel optimization approach, the Multi-Objective Discrete Water Cycle
Algorithm (MDWCA), to schedule tasks from mobile source nodes to processor
resources in a hybrid MCC architecture comprising public clouds, small clouds,
and mobile devices [6]. The optimal selection of task offloading is necessary to
minimize response time and energy consumption. However, these studies have
not been perfectly adapted to dynamic MEC scenarios due to the complexity
and time-consuming nature of the aforementioned algorithms.

Deep Reinforcement Learning (DRL), which combines Reinforcement Learn-
ing (RL) with Deep Neural Networks (DNN), can address sequential decision-
making problems in dynamic MEC scenarios, as DRL enables behavior adap-
tation to changes in the MEC environment, such as the quality of the time-
varying wireless channel [7]. The Offload Dependency Task (ODT) problem falls
within the realm of sequential decision-making problems that DRL can resolve.
Recently, many researchers have employed RL-based methods to handle MEC
systems and achieved promising performance in computational offloading [9,11].
The completion time of the application and the consumption of MD energy are
typically considered the two most critical criteria for performance evaluation.
These objectives are mutually conflicting, implying that improving one objec-
tive would lead to the deterioration of the other. However, recent studies have
mostly defined user utility in computational offloading as a weighted scalar-
ization of each objective, employing methods like the weighted sum approach
or interrelation-based approaches. Nevertheless [5], these single-strategy meth-
ods face challenges such as difficulty in finding an appropriate set of objective
preferences, handling nonlinearity in utility functions, and poor compatibility,
resulting in suboptimal computational offloading performance.
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The core idea of Pareto analysis lies in distinguishing primary and secondary
factors that have a decisive impact among numerous factors when determining
something, identifying some key factors that play a determining role, and numer-
ous minor factors that have a relatively small influence [4]. For multi-objective
problems, Pareto optimization helps us find an acceptable solution, namely an
efficient solution. Therefore, this paper combines the multi-objective optimiza-
tion problem with Pareto optimization theory and deep reinforcement learning
algorithm and proposes a multi-objective reinforcement learning optimization
algorithm based on Pareto optimization. The advantages that reinforcement
learning can better guide the solution vector of the population to solve the Pareto
solution vector better to solve the multi-objective optimization problem, and the
past offspring population is used to predict the expected improvement direction
of the population. The excellent individuals in the population are selected by the
selection optimization algorithm for iteration so that the population is gradually
close to the Pareto frontier.

The multi-agent deep reinforcement learning algorithm studied in this paper
has important theoretical and practical significance for solving the optimal
offloading problem of multi-workflow. By reducing the overall completion time of
the workflow and the total energy consumption of mobile devices, this method
provides an innovative solution for practical applications in intelligent power
grids and other fields.

2 System Model and Problem Formulation

2.1 Network Model

Fig. 1. Mobile edge network with task-dependent workflow.

Figure 1 shows an MEC system consisting of single MD and multiple edge servers.
In this system, xi represents either an MD or an edge server, i ∈ [0,M ]. Specifi-
cally, when i is equal to 0, it denotes the mobile device, while i �= 0 represents an
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edge server. M indicates the number of edge servers, and i in this context repre-
sents the identifier of the edge server. The mobile device hosts an application that
generates a substantial volume of workflow tasks. It is assumed that each mobile
device generates only one type of workflow. The workflow process in the MEC
system can be described as follows: Initially, the mobile device sends a request
to the proxy server for offloading workflow tasks. Subsequently, the proxy server
periodically makes task offloading decisions, determining the optimal offloading
location for each workflow task generated by the mobile device. The offloading
decisions are then communicated back to the corresponding mobile device. Based
on the received offloading strategy, the mobile device dispatches the workflow
tasks to the edge servers. Finally, each edge server executes the offloaded work-
flow tasks and returns the computation results to the respective mobile device.

2.2 Task-Depentent Workflow Model

Taking the workflow model within the mobile device depicted in the diagram as
an example, our model assumes that tasks are composed of several dependent
subtasks, represented by a directed acyclic graph (DAG) denoted as G = (T,E).
The subtasks in the workflow exhibit dependencies, where T represents a sub-
task and E represents the dependency relationship between subtasks. Some sub-
tasks are determined to be locally executable on the mobile device if they do
not require offloading, while others are deemed eligible for offloading. For the
latter case, once the preceding tasks (if any) are completed, the mobile device
transfers the output data of the preceding tasks to the designated edge server for
offloading. The edge server receives the data and executes the task, subsequently
transmitting the output data back to the mobile device before proceeding to the
next task.

Let N = |T | represent the number of tasks within the DAG G. Additionally,
let dj denote the size of the task tj , and qj represents the size of the output data
generated upon the completion of task tj . Regarding task offloading decisions,
our primary concern lies in minimizing both the time and energy consumption,
as these factors determine whether the tasks should be executed on the mobile
device or dispatched to an edge server for execution.

2.3 Latency and Energy Consumption Model

Let us assume that ϕj ∈ 0, 1, · · · ,M, j ∈ [1, N ] represents the offloading decision
for the subtasks tj on the mobile device and δj serves as the offloading indicator.

δj =

{
0, ϕj = 0
1, ϕj �= 0

, (1)

when δj = 0, it signifies that the current task tj is executed locally on the MD;
otherwise, it is sent to an edge server for execution.

The system’s latency encompasses the time required for task execution and
data transmission. Firstly, the time taken for device xi to execute task tj is
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denoted as T s
j = dj

F s
i
, where F s

i represents the computational capability of the
device xi. Si denotes the transmission rate between MD x0 and edge server xi.
Therefore, we can express the latency for the task tj to be transmitted from MD
x0 to the edge server xi as T t

j = dj

Si
. Moreover, for the subtasks that need to be

offloaded to an edge server, the edge server receives the data and executes the
task, followed by transmitting the output data back to the mobile device. Hence,
there is an additional delay as the mobile device receives the output data after
task tj is completed on edge server xi, denoted as T r

j = qj
Si

. Finally, the system
latency can be expressed as follows:

T (G) =
N∑
j=1

[(
T s

j

)∗ (1 − δj) +
(
T t
j + T r

j + T s
j

)∗
δj

]
(2)

Formally, the system’s energy consumption arises from task execution on the
edge server and the local device. We assume that the energy consumption of
the server is proportional to the computational load. Consequently, the system’s
energy cost for executing task tj in the local MD can be calculated as El

j =
k × dj × (F s

j )2, where k represents the effective capacitance coefficient of the
chip architecture. The energy consumption resulting from task execution on the
edge server includes the energy expended when the MD transfers the task to the
edge server and the energy consumed when the MD receives the output data from
the edge server. Et

j denotes the energy consumption for transmitting the task
tj from the mobile device to the edge server xi and is defined as Et

j = Pi × T t
j ,

where Pi represents the receiving power of the edge server. Er
j signifies the energy

consumption for the mobile device to receive the output data of task tj after its
execution on edge server xi and is given by Er

j = Pi × T r
j . Hence, the system’s

energy consumption can be expressed as follows:

E(G) =
N∑
j=1

[(
El

j

)∗
(1 − δj) +

(
Et

j + Er
j

) ∗ δj

]
. (3)

2.4 Problem Formulation

Therefore, in order to minimize system latency and energy consumption, we
formulate the optimization problem as follows:

Minimize
ϕj

(T (G), E(G)) (4)

s.t. C1 : ϕj ∈ {0, 1, . . . ,M},∀j ∈ {1, . . . , N},

C2 :
k∑

j=1

[(
T s

j

)∗ (1 − δj) +
(
T t

j + T r
j + T s

j

)∗
δj

]
≤ T start

j , tk ∈ pre (tj) ,

C3 : T t
j +

k∑
j=1

[(
T s

j

)∗ (1 − δj) +
(
T t

j + T r
j + T s

j

)∗
δj

]
≤ T start

j , tk ∈ pre (tj) .

(5)
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Constraint C1 defines the constraint on the task execution location, specifying
whether task tj should be executed on the mobile device (MD) or on a specific
edge server. If tj is to be executed on the MD, constraint C2 applies; otherwise,
constraint C3 applies. Constraint C2 states that tj can only start after all its
preceding nodes have completed execution on the MD, while for nodes executed
on an edge server, their output data must be fully returned to the MD. If tj is to
be executed on an edge server, constraint C3 specifies that the input data must
be transferred to the edge server xi, and all its preceding tasks must have been
executed before the execution of task tj can commence.

3 Multi-objective Reinforcement Learning Algorithm
Based on Pareto Optimization

This paper proposes an effective algorithm called the Multi-objective Reinforce-
ment Learning Algorithm based on Pareto Optimization (MORLBP) to compute
the Pareto policy set, offering a more efficient and advanced approach to solv-
ing multi-objective optimization problems. The MORLBP algorithm consists
of three main stages: the warm-up stage, the evolution stage, and the Pareto
analysis stage, as shown in Fig. 2.

Fig. 2. The flow chart of the proposed algorithm.

Warm-up stage: In this stage, n individuals are randomly initialized,
where each individual represents a different solution to the problem model.
The Multi-Objective Policy Gradient (MOPG) algorithm is employed to
optimize each policy, using n uniformly distributed non-negative weights
{ωi} (

∑
i ωi,j = 1, 1 ≤ i ≤ n) to specify the number of iterations. The policies

generated in this stage form the first generation of the policy population. This
stage is crucial in helping the initial policies escape low-performance regions
characterized by high noise and unpredictability.

Evolution stage: In each generation of the evolution stage, the analytical
model of each policy is learned from the reinforcement learning data of the popu-
lation’s past iterations. This model is used to predict the expected improvement
of each optimization weight. The predicted model is then utilized to guide the
selection of n pairs of policy weights using an optimization algorithm, maxi-
mizing the quality of the Pareto set. Finally, the selected tasks are optimized
using the Proximal Policy Optimization (PPO) algorithm with a fixed number
of iterations, generating new offspring policies to update the population.



226 Y. Li et al.

Pareto analysis stage: Once a discrete set of Pareto policies is found,
the MORLBP algorithm performs Pareto analysis on the computed policies to
identify different policy families. Then, a continuous representation of the Pareto
set is derived by interpolating within each family. The policies are embedded into
a lower-dimensional parameter space using t-SNE for better observation. After
obtaining the embedding in the lower-dimensional space, the simplified policies
are clustered into several classes using the k-means clustering method. The entire
Pareto optimal set consists of several disjoint policy families, with each family
responsible for a different continuous segment on the Pareto frontier.

Since this algorithm uses the model-free reinforcement learning algorithm, we
need to specify the action, state and reward. Next, we will build a multi-objective
Markov decision process (MOMDP) based on the problem model mentioned in
the previous section.

(1) State: The state space represents a collection of parameters such as com-
puting capabilities and the number of executed tasks for each entity. S =
{St | St = (λ, tj , st) , t = 1, 2, 3, . . .} represents the state of the MEC system envi-
ronment at time t. In state St, λ = j − 1 indicates the number of tasks already
executed so far, tj represents the j-th task to be executed in the execution order
vector O, and st = (s0t , s

1
t , · · · , sM

t ) represents the remaining executable task
capacities for the mobile devices and M edge servers at time t.

(2) Action: The action space is the set of actions taken by the mobile device,
denoted as A = {at | at ∈ {ϕ1, ϕ2, . . . , ϕN} , t = 1, 2, 3 . . .}. at represents the
action taken by the mobile device in state St, i.e., the execution location of
task tj . If at = 0, it indicates that the task is executed on the mobile device,
otherwise, it is offloaded and executed on an edge server.

(3) Reward: The objective is to minimize both the completion time T (G) of the
application and the energy consumption E(G) of the mobile device. Therefore,
after taking action at in state St, the received reward is defined as a vector value
rt = (rT

t , rE
t ). Let Gj represent the subgraph consisting of the first j tasks in

the execution order vector O. We compute the completion time T (Gj) of Gj .
To minimize T (G), we set rT

t = −Tj , which represents the negative increment
of the reward based on action at for executing tj . T (G0) = 0 indicates no task
is executed. For the reward rE

t , we first calculate the energy consumption Ej

incurred by executing tj , and set rE
t = −Ej , which again represents the negative

increment of the reward after completing action at. Therefore, the accumulated
reward over time is Rt = (RT

t , RE
t ). RT

t and RE
t represent the return values of rT

t

and rE
t within the time step t, defined as follows, where α is the discount factor:

RT
t = −

N∑
k=t

αk−tTj , RE
t = −

N∑
k=t

αk−tEj (6)

To simultaneously minimize T (G) and E(G), it is equivalent to maximizing the
expected return Rt.
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4 Simulation and Analysis

To benchmark the proposed algorithm, a simulated MEC system with three
edge servers is constructed in this study. All code implementations are car-
ried out on Windows 10 using Python 3.7. Various experimental parameters
used in the simulation experiments are presented in the following Table 1. To
validate the effectiveness and superiority of the proposed algorithm in terms
of overall completion time of the workflow and energy consumption of mobile
devices within the constructed problem model, the following simulation experi-
ments were conducted. A comparison was made with the NSGA-II and particle
swarm optimization (MOPSO) algorithm while ensuring the consistency of the
model parameters throughout the process. Detailed analysis was performed on
the results obtained from each experimental group, along with the underlying
reasons behind them.

Table 1. Parameter setting.

Parameter Value Parameter Value

M 3 dj [100, 1024]MB

N 5 Si [5, 15]MB/s

F s
0 2MB/s k 1

F s
i [10, 40]MB/s Pi {100, 300, 500, 200}Hz

The continuous Pareto representation constructed by the proposed algorithm,
along with the Pareto frontiers of the two baseline algorithms, is shown in Fig. 3.
To test the accuracy of our continuous representation, observation points were
sampled on the continuous Pareto frontier, and the relative error between the
expected objectives and interpolation policy objectives was evaluated. The rel-
ative error for the majority of points was below 1%, further demonstrating the
effectiveness of constructing the continuous Pareto surface.

(a) (b) (c)

Fig. 3. Strategic populations determined by different algorithms. a MORLBP b NSGA-
II c MOPSO.

Furthermore, this study demonstrates the quality of the approximated Pareto
set through the hypervolume indicator and sparsity metric. Figure 4 provides
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an intuitive comparison of the results. The proposed algorithm outperforms the
other two algorithms significantly in terms of the hypervolume indicator (larger
values are better). Moreover, the proposed algorithm also exhibits superior per-
formance in the sparsity metric (smaller values are better). Thus, it can be con-
cluded that the proposed algorithm is capable of selecting important reinforce-
ment learning tasks, leading to a more effective improvement in Pareto quality
compared to the baseline methods. By utilizing the policy-improvement predic-
tion model, the proposed algorithm can identify which regions on the Pareto
frontier are approaching optimality and which regions can still be improved.
Consequently, optimal task offloading decisions can be selected, and high-quality
Pareto frontiers can be efficiently generated.

(a) (b)

Fig. 4. Comparison of hypervolume and sparsity. a Hypervolume b Sparsity.

5 Conclusion

This paper focuses on the task offloading problem for energy-constrained mobile
devices in 5G mobile edge computing scenarios, considering the minimization
of both latency and energy consumption. A multi-objective optimization prob-
lem model is constructed for task dependency workflows in mobile edge net-
works. The paper proposes a predictive-guided multi-objective reinforcement
learning algorithm called MORLBP, which combines multi-objective optimiza-
tion, Pareto optimality theory, and deep reinforcement learning algorithms. By
balancing the optimization of multiple objectives with different preferences and
aiming at lower energy consumption and latency, the algorithm determines the
action decisions for the execution location of workflow subtasks. Comparative
experiments demonstrate that the MORLBP algorithm achieves a higher Pareto
frontier quality and exhibits good stability and adaptability in optimizing both
energy consumption and latency. These results provide evidence of the effective-
ness and feasibility of the proposed optimization method.
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Abstract. Network traffic prediction has always been an important research topic,
frequently employed in intelligent network operations for load awareness, re-
source management, and predictive control. Most existing methods adopt a cen-
tralized training and deployment approach, neglecting the involvement of mul-
tiple parties in the prediction process and the potential for training prediction
models using distributed methods. This study introduces a novel wireless traffic
prediction framework based on split learning, addressing the limitations of exist-
ing centralized methods. The proposed framework enables multiple edge clients
to collaboratively train high-quality prediction models without transmitting large
amounts of data, thus mitigating latency and privacy concerns. Each participant
trains a dimension-specific prediction model using its local data, which are then
aggregated through a collaborative interaction process. A partially global model
is trained and shared among clients to tackle statistical heterogeneity challenges.
Experimental results on real-world wireless traffic datasets demonstrate that our
approach outperforms state-of-the-art methods, showing its potential and accuracy
in Internet traffic prediction.

Keywords: Traffic prediction · Core network · Federated learning · Split
learning

1 Introduction

The recent advancements in network paradigms (5G/6G, IoT, Industrial Internet) and
the popularity of Internet applications (live streaming, video sharing, virtual reality)
have caused substantial growth in Internet traffic. Accurate traffic prediction is critical
for intelligent network management and planning, optimizing network services and
content delivery. Traffic prediction enables proactive allocation of communication and
computing resources to meet QoS requirements, making it a vital research area.

In Internet traffic prediction, real-world scenarios involve multiple parties with
vested interests, such as university network management departments, Internet service
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providers, and Internet content providers, acting as intelligent agents. Despite the effec-
tiveness of distributed machine learning over single-server training, its superiority for
Internet traffic prediction remains unexplored [1].

Federated Learning (FL) is a successful approach for privacy-preserving predition
tasks. Multiple clients collaborate to train models under a central server’s coordina-
tion. Only intermediate gradients or parameters are sent, keeping raw data secure. FL
offers advantages for next-gen communications [2], leveraging edge computing, reduc-
ing latency [3], and enabling large-scale data collection and flexible model training.
Clients actively collect data and update the global model for improved efficiency and
accuracy.

In Federated Learning (FL) for network traffic prediction, there are notable re-search
challenges due to user mobility leading to complex spatio-temporal couplings in wire-
less traffic. Moreover, different base stations (BSs) exhibit distinct traffic pat-terns, cre-
ating highly heterogeneous traffic data, which poses a significant challenge for accurate
prediction.

In Vertical Federated Learning, data sharing among participants is done through
encryption and secure computation. Encryption protocols protect sensitive feature data,
allowing joint computation of gradient updates and model parameter transmission while
ensuring data privacy. This enables collaborative training of high-performing models
without revealing specific data contents.

Vertical Federated Learning and Split Learning can be combined for improved pri-
vacy protection and performance. Split Learning assigns different model parts to differ-
ent devices, facilitating joint learning without compromising privacy. This approach has
great potential in handling privacy-sensitive tasks effectively.

Our main goal is to utilize both computation-rich and computation-limited sub-
nets in the training process to develop high-performing deep learning models for traffic
prediction. This approach improves the efficiency of traffic prediction by leveraging
collaborative intelligence and ensuring privacy protection. The main contributions of
this paper are as follows:

(1) We conducted experiments on a real network dataset to verify the feasibility of
the above approach. The experimental results show that the framework achieves
significant results in improving the prediction accuracy and reducing the training
over-head, thus significantly improving the traffic prediction efficiency.

(2) We propose a longitudinal federated learning framework incorporating split learning
that aims to improve efficiency in traffic prediction tasks by using feature-based
models trained collaboratively by nodes with stronger as well as weaker arithmetic
power. The framework improves the efficiency of traffic prediction.

The rest of the paper is organized as follows. Section 2 further discusses the different
types of predictionmodels.We describe the prior knowledge in detail in Sect. 3. Section 4
presents the traffic prediction problem, as well as the modeling framework to solve the
problem and a specific algorithmic scheme based on the framework. Experimental results
and discussion are given in Sects. 5, and 6 concludes the paper.
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2 Related Work

Recently, accurate traffic modeling and prediction have become crucial for network
communications tasks, leading to increased attention towards network traffic prediction.
It involves time series prediction and can be categorized into three main types: simple,
parametric, and non-parametricmethods. Thesemethods aim to offer effective prediction
strategies for managing traffic variations in wireless communications.

The historical averaging method is a representative among the first type of methods
[4]. It uses the average of historical data or the last observation as a future forecast.
While simple and easy to implement, it lacks accuracy in capturing underlying patterns
in wireless communications, making it less suitable for accurate traffic modeling and
prediction.

The second type of methods are parametric methods, Parametric methods, like
ARIMA [5], use statistical tools for wireless traffic prediction, but struggle with stochas-
tic components. Researchers also explore α-stability models, entropy theory, and covari-
ance functions for better capturing complexity. Nonparametric methods, especially deep
neural networks [6], show promise in wireless traffic prediction. Studies propose wire-
less mesh network prediction using deep belief networks and a hybrid deep learning
framework [7] for spatiotemporal dependencies.

In this study, we use longitudinal federated learning and split learning for improved
inter-domain model migration. This approach handles traffic variations better, leading
to more accurate and optimized predictions.

Our research focuses on network traffic prediction and differs from existing work.
We propose a new framework that uses a distributed architecture and a federated learning
approach to address this problem. In this way, we provide a more efficient solution.

3 Preliminary Knowledge

In vertical federated learning (VFL),multiple parties collaboratively trainmachine learn-
ing models using the same set of users but different features, while preserving data
privacy and model parameters. VFL enables each participant to maintain its data and
model locally, exchanging intermediate computational results without sharing raw data
or model information during the inference process. This collaborative inference app-
roach promotes the utilization of data resources, benefitting companies or organizations
with limited and fragmented data seeking data partners.

The specific definitions are as follows:
Assume that there are K data holders collaborate to train a machine learning model

and they hold the local privacy data {D1, . . . ,Dk}. D = ⋃K
i=1 Di denotes the data

that all can be aligned. The feature space is represented as X , and the label space is
expressed as Y . The sample ID space is represented as I , and Dk � (Xk ,Yk , Ik). The
VFL system assumes N alignable samplesD,D � {(xi, yi)}Ni=1. Training a joint machine
learning model, the label information of the K-th party is yi = yi,K . Each feature vector
xi ∈ R1×d . Distributed among K participants {xi,k ∈ R1×dk }Kk=1, dk is the dimension
of the data characteristics of the participant with ID k. The goal is to use dataset D to
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collaboratively train machine learning models while preserving the privacy of local data
and models. The loss function is defined as follows:

min
�

l(�;D) � 1

N

N∑

i=1

f (�; xi, yi) + λ

K∑

k=1

γ (�). (1)

4 Problem Formulation and Proposed Framework

Given K base stations, each base station has its own local network traffic data, denoted
as dk ={dk1, dk2, …, dkz}, where Z is the total number of time intervals. Let dkz be
the target to predict, and the wireless traffic prediction problem can be expressed as
dkz = f (�; dk1, dk2, ..., dkz−1), where f defines the specific form of the model, �

represents the model parameters. This equation indicates the prediction of target flow
dkz is based on historical traffic data from time intervals dk1, dk2, ..., dkz−1 along with
the model parameters �. As for the complexity, we take advantage of a sliding window
scheme to to generate a set of input-output pairs {xi, yi} by using part of the historical
traffic data as input features, among which xi denotes the historical flow data associated
with yi. Here, we focus only on the problem of one-step ahead prediction.

� represents the shared machine learning model. The co-model can be p artitioning
into θk with parameter ϑk , k ∈ {1, . . .K}. These individual models act only locally, and
the global model is represented as Fk with ψk as a parameter. The kth participant who
has the label is called the active party and the loss function can be redefined as:

f (�; xi, yi) = L(FK
(
ψK ;ϑ1

(
xi,1, θ1

)
, . . . , ϑK

(
xi,K , θK

))
, yi,K) (2)

Global Model Fk can be the one that needs to be updated using the back propagation
method. The VFL scene is consistent with splitNN, where the whole model is divided
vertically into different parts.

Our objective is to minimize prediction errors for all K base stations, achieved by
solving for the parameter �. Actually, we utilize the input-output pairs {xi, yi} in the
training dataset to train the model and determine the parameter values that minimize
prediction errors.Byfine-tuning the parameters�, themodel achieves optimal prediction
performance on the training data, typically achieved by minimizing the loss function
associated with prediction errors. Once the model training is completed, the parameter
� can be utilized for making predictions when provided with new input features. Hence,
through the solution for parameter �, we accomplish the goal of minimizing prediction
errors for all base stations and enhance the accuracy of network traffic prediction.

Due to functional variations in urban areas, base station traffic patterns differ sig-
nificantly from one region to another. Moreover, variations in users’ mobility and com-
munication behaviors further contribute to the diversity of wireless service patterns.
Consequently, wireless service data originating from different base stations exhibit a
high degree of heterogeneity and possess a non-independently and identically distributed
(non-iid) nature, which is the most difference from the conventional federation learning
algorithms. Nevertheless, through the utilization of our proposed methods and tech-
niques, these obstacles can be surmounted, enabling the attainment of accurate and
interpretable models.
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The participating training base stations are divided into active and passive sides, the
global model is trainable, and the passive-side local model, after training intermediate
results, collaborates with the active-side local model to form the global model F and
uses the active-side labels for the next training together.

The first step for the VFL system to start co-training is to align the data from the
base stations. After alignment, the participants can use the aligned samples to start
training the VFL model and sends the local output to the base station of the active
party holding the labels. After obtaining the intermediate result for each participant, the
active party K uses stochastic gradient descent method to update the global model with
ψ
j+1
K = ψ

j
K − η1

∂l
∂ψK

, and subsequently, the active party K computes ∂l
∂HK

, and sends it
to the other base stations. After receiving the information from the proactive party, the
other participants calculate and update of its own local model.

Through the VFL training process, we eventually get the parameters θ1, θ2, . . . , θk
for the local model and ψK for the global model through a certain number of rounds of
iterations.

5 Experimental Results and Discussions

Weused in our experiments the cellular traffic datasets provided by Telecom Italia. These
two datasets record the call details of Milan (MI) in the last two months of 2013. They
are among the most commonly used datasets in the field of cellular traffic forecasting.
In our experiments, we focus on voice call traffic and Internet service traffic, which are
the most common types of cellular traffic in existing networks. Our task is to predict the
traffic in week 7 based on the traffic in the first six weeks. In addition, we normalize the
traffic data so that we can eliminate scale differences between grids to ensure that the
model treats the data fairly across grids.

To ensure generality and reduce computational complexity, we randomly selected
100 base stations in each dataset and conducted experiments on three types of wireless
traffic from these base stations. In the experiments, we used the traffic from the first seven
weeks to train the prediction model, while the traffic from the last week was used to test
the performance of the model. By randomly selecting 100 base stations, we can reduce
the complexity of computation and processing while retaining data diversity. Such a
sampling method can represent the characteristics of the entire dataset and provide
reliable results in the experiments. The training model uses the first seven weeks of
traffic data so that the model can learn the patterns and trends of the historical data. We
then use the trained model to make predictions for the last week of traffic to evaluate
the performance of the model on future data. With such an experimental design, we
can verify the accuracy and reliability of the prediction model and provide meaningful
results for further analysis and decision making. Also, since we randomly selected 100
base stations, our experimental results can be generalized and can be generalized over
the entire dataset.

We use two evaluation metrics, MAE and MSE, to evaluate the effectiveness of the
above method.

The results fromTable 1 and Figs. 1, 2, 3 show that ourmethod has the best prediction
results. Compared with only SVR and LSTM, our method captures both spatial and



Distributed Core Network Traffic Prediction Architecture 235

Table 1. Comparison of MSE prediction performance of different methods on Milano dataset.

Methods Milano

MSE

SMS Call Internet

SVR 0.5294 0.1211 0.1252

Lasso 0.8411 0.3215 0.4621

LSTM 0.5922 0.1545 0.1874

FedAvg 0.4853 0.1466 0.1168

VFL 0.3479 0.1023 0.1132

Table 2. Comparison of MAE prediction performance of different methods on Milano dataset.

Methods Milano

MAE

SMS Call Internet

SVR 0.3981 0.2134 0.3120

Lasso 0.7214 0.5162 0.6122

LSTM 0.4721 0.3134 0.3122

FedAvg 0.4176 0.2045 0.3109

VFL 0.3742 0.2101 0.2976

Fig. 1. Comparison of predicted and actual values of SMS

temporal dependence through model fusion; our scheme solution greatly reduces the
heterogeneity of the data compared with the traditional FL algorithm. As a result, our
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Fig. 2. Comparison of predicted and actual values of Call

Fig. 3. Comparison of predicted and actual values of Internet

method has a high generalization capability and can balance between data from the base
station as well as training, thus having more accurate predictions (Table 2).

6 Conclusion

Compared with fully distributed algorithms that consider only the temporal dependence
of network traffic operations (e.g., SVR and LSTM), our approach can capture both
spatial and temporal dependence through model fusion, resulting in greater robustness.
Compared to traditional FL algorithms, our approach allows the learning process to be
tuned for specific cases. In addition, the application of longitudinal federation greatly
reduces the impact of heterogeneity of data. As a result, our method has a high gen-
eralization capability and can better adapt to the differences and characteristics among
different base stations. Our approach is able to strike a balance between capturing the
unique characteristics of base station clusters and themacro traffic patterns shared among
different clusters. This allows our method to provide more accurate prediction results



Distributed Core Network Traffic Prediction Architecture 237

while balancing the specificity of individual base stations with the shared nature of the
overall traffic patterns.
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Abstract. In the computing network convergence environment, the deployment
and scheduling of the service function chain put forward high requirements for
network flexibility, and the traditional network architecture is difficult to sup-port
highly flexible network scheduling functions. SRv6 has become an important way
to implement service function chain technology because of its segment routing
function and protocol expansion ability. This paper first introduced the technolo-
gies such as SRv6 and P4 and many tools used in the implementation process.
Then, the detailed design of SRv6 routing module based on P4 is introduced in
detail, including the key technologies such as using P4 Match-Action abstraction
to identify and parse SRv6messages, add and delete SRv6 header, segment routing
forwarding behavior based on SRH, as well as the automation and parameteriza-
tion design of SRv6 segment routing to facilitate deployment and verification
experiments, and the tracking packet path analysis method in virtual environment
based on the secondary encapsulation ofMininet log function. Finally, the function
of the designed SRv6 routing module is demonstrated by simulation experiments.

Keywords: SDN · SRv6 · Segment routing

1 Introduction

With the continuous development of computer network technology, the continuous
improvement of computer computing power, and the increasing demand for flexibility
in network functions in modern industry, traditional network architectures are strug-
gling to support existing requirements. In addition, in the context of computing network
integration, the scheduling of computing power in the network requires high network
flexibility [1]. Therefore, the scheduling problem of computing power highly relies on
flexible and programmable network scheduling strategies. How to build a highly flexi-
ble network has become an urgent issue for both academia and industry to explore. To
solve these problems, new generation network technologies such as SDN, NFV, and data
plane programmable technology have emerged [2]. These technologies greatly improve
the flexibility of the network, allowing traditional network functions to break free from
the constraints of network hardware and gain new vitality.
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Service Function Chain (SFC) is a technology that provides orderly services to
the application layer. SFC is used to logically connect services on network devices,
forming an orderly service composition. SFC adds business chain path information to
the originalmessage to enable themessage to pass through the service device in sequence
according to the specified path [3]. Due to the limitations of traditional network devices,
the deployment of service function chains highly relies on network devices. However,
with the rise of network programmable technology, SFC technology can place network
functions or services on general-purpose programmable networks or computing devices,
thus preliminarily solving the problem of tight coupling with network hardware [4].

SRv6 (Segment Routing IPv6) utilizes the large address space of IPv6 addresses,
combined with segment routing ideas, to conveniently plan routing routes for network
packets [5]. By using SRv6’s segment routing technology, control packets sequentially
flow through various network functional nodes to achieve SFC, becoming an important
way to achieve SFC. Through this, SFC has achieved further development, not only
breaking free from hardware limitations but also further improving its flexibility in
scheduling function chains [6].

In programmable network technology, an important implementationmethod is to use
the protocol-independent programming language P4 (Programming Protocol indepen-
dent Packet Processors) to define data plane behavior. It uses the Match Action model
to highly abstract network functions, allowing network functions to be defined using
a unified programming model. The PISA (Protocol Independent Switch Architecture)
architecture that supports the P4 definition can achieve high throughput due to its high-
speed pipeline design. If we consider implementing SRv6 and network functions on the
PISA data plane, it will greatly improve the performance of packet processing [7].

This article first explores the technical support related to the design and simulation
of routing modules. Afterward, this article introduced the requirement analysis, func-
tional design, and implementation of the SRv6 routing module in a computing network
integration environment, and finally demonstrated the system.

2 System Functional Requirement Analysis

2.1 Functional Requirements Analysis of IPv6 Routing Submodule

SRv6 implements segment routing based on the IPv6 forwarding plane, which means
that the routing module should have basic IPv6 forwarding capabilities. The module
needs to ensure that for any segment route within the network, the corresponding routing
capability should be available on each router node. In thisway, packets can be transmitted
smoothly through the network, thus realizing efficient and reliable communication.

To support large-scale and scalable routing table definitions, the routing table design
should consider using exact matching as much as possible to streamline the design
of routing table construction. At the same time, to better support different application
scenarios in the network, the routing definition should be as uniform as possible, with
strong regularity of route forwarding behavior.
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2.2 Functional Requirements Analysis of SRH Submodules Added or Deleted
in SRv6

SRv6 TE emphasizes the operation of adding or deleting SRH on the port, which means
that the router needs to have corresponding functions to support this operation. The core
requirements of this submodule include the following.

The router needs to be able to determinewhether the route supports adding or deleting
SRH functions by configuring an SRH flow table for the route. In this way, the router
can decide whether to add or delete SRH operations to the data packets based on the
actual situation. If the router supports the SRH addition and deletion function, the router
can generate SRH of different lengths for packets based on the data in the flow table.
In this way, the data packet can carry SRH information of different lengths according
to actual needs. If a packet has an SRH but no SID, it needs to be deleted to expose
the original IPv6 packet. In this way, data packets can continue to be transmitted in the
network without being affected by SRH.When assembling SRH, it is necessary to retain
the original destination address in the package. In this way, when deleting SRH, the data
packet can be restored to its original state and continue to be transmitted in the network.

2.3 SRv6 Segment Route Forwarding Submodule Functional Analysis

SRv6 Segment Route Forwarding emphasizes the act of checking SIDs and performing
the appropriate network functions on routes that support SRv6 functionality. This means
that the router needs to have the appropriate functionality to support this operation. The
core requirements for this sub-module include the following.

The router needs to be able to determine whether the route supports segment route
forwarding and network functions on the chain by being able to check its own SID. In this
way, the router will be able to decide whether or not to segment route forward packets
and perform the appropriate network functions, depending on the actual situation. If the
router supports the ability to check its own SID, the route should be able to support
segment route forwarding behavior. In this way, packets can be transmitted smoothly in
the network, thus realizing efficient and reliable communication. If the router supports
the ability to check its own SID, the route should be able to support checking the SID
to perform the corresponding network functions. In this way, packets can perform the
corresponding network functions according to the actual needs, thus satisfying the needs
of the functional chain.SRv6 segment route forwarding emphasizes the behavior of
checking SIDs and performing the corresponding network functions on the routes that
support the SRv6 function. This requires the router to have the appropriate functions
to support this operation. These features include determining whether a route supports
segment route forwarding and the network functions on the chain, support for segment
route forwarding behavior, and support for checking SIDs to perform the corresponding
network functions.

Auxiliary functions mainly include message parsing, Layer 2 forwarding function,
and southbound interface support. The message parsing part needs to design an efficient
and reliable state machine to parse Ethernet, IPv6, and SRv6 packet headers; the Layer
2 forwarding support part needs to realize the function of checking the Mac address and
blocking the interference of other packets that have nothing to do with the routing of
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SRv6 segments; and the southbound interface mainly interacts with the control plane to
receive configuration information.

3 Design and Implementation of Main Functions of the System

The main functions of the system include two main parts: the definition of routing
behavior and the construction of automatic flow table.

3.1 Routing Behavior

Because the technical implementation of SRv6 depends on traditional IPv6 forwarding,
all routing behaviors also include two parts, namely, conventional IPv6 forwarding logic
and support for SRv6 segment routing. This section makes a theoretical analysis and
overall design of the two kinds of routes respectively.

(1) Parser Design

The core of the design of Parser is to use self-loop to parse Segment List. If the parsed
SID is found to be the last, theOptional TLVwill be parsed down, otherwise, the SIDwill
continue to be parsed. Figure 1 presents the Parser parsing packet header state machine.

Fig. 1. Parser parsing packet header state machine.

(2) IPv6 forwarding logic

IPv6 forwarding logic is the traditional route lookup strategy of the Longest prefixmatch.
Use IPv6 Destination Address to find the key, and use the next hop’s Degree Port as the
value to construct the Routing table. When forwarding, the Mac address will be updated
and the forwarding exit will be recorded, and each hop will cause the TTL (which should
be the hop limit field in IPv6) to decrease by one. Extract the Match Action logic from
this.

Use IPv6 dest address as the Match Key for lpm, and use the dest Mac Address and
Egress Port as values to construct a Match Table. If the query is successful, perform the
corresponding update operation. he Match Action abstraction is shown in Fig. 2.
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Fig. 2. Abstract principle of IPv6 routing forwarding match action.

For the convenience of debugging design, Default route forwarding is not configured.
If there is no suitable match in the Routing table, it should be discarded directly to reduce
unnecessary traffic.

(3) Assemble and delete the Segment List

The data plane will assign a segment list to packages without a segment list. There
are many ways to define the content of a specific segment list. Here, we select the
IP destination address as the identifier to obtain the segment list. Afterward, multiple
Actions are used to divide different segment list assembly lengths. Figure 3 shows the
Match-Action abstract principle for assembling the SRH part of SRv6.

Fig. 3. Abstract Principle of Match Action for Assembly of SRH Part in SRv6.

(4) Mac address matching

Routers need to provide a MAC address detection mechanism for each node, and each
router will only process packets with the destination MAC address identified as its own.
If it matches, execute NoAction.

(5) Overall behavior

The overall behavior refers to integrating the functions of all network functional mod-
ules, connecting the behavior of several modules in series, and providing a control
mechanism to control different routes to execute different network functions in the same
configuration. Figure 4 is the routing behavior design flowchart.
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Fig. 4. Routing behavior design flow chart.

3.2 Flow Meter Design

(1) Topological structure of flow table reference

This section defines a unified topology consisting of 25 routers. All routers support IPv6
forwarding. Four of them provide the function of checking SID, called intermediate
nodes. These four switches not only check SID but also provide the function of adding
segment lists, known as boundary routers. In the design, one host is connected to each
boundary router for testing. Figure 5 shows the network topology structure.

Fig. 5. Network topology structure.

(2) IPv6 flow table design

The Routing table of IPv6 mainly has two aspects: one is the Routing table between
routers to realize segment routing, and the other is the Routing table from router to host.
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First is the Routing table between routers. In a square topology, the mapping relationship
between port numbers and directions is shown in Fig. 6.

Fig. 6. Mapping relationship between port number and direction.

When there are multiple routes to choose from, define the forwarding priority for
the forwarding port. If the target address is below the current address, the router will
prioritize sending to the router below, followed by the right, then the top, and finally the
left. In short, teleport as far down as possible to the right. Define all routing information
between routers through this method.

Subsequently, the router-to-host routing is defined, and the host’s routing comes from
the routing information between routers. On the one hand, if the router is not connected
to the host, the router to which the host is connected should be found, and the route to the
connected router should be directly configured to that router; On the other hand, if the
router is connected to a host, it is necessary to find the corresponding port that connects
to the host and configure the route to that router. After configuring all necessary routes,
integrate them into JSON and send them to each router, and all the basic IPv6 routing
configuration work is completed.

(3) SRv6 Flow Table Design

Number the routers that need to support the addition and deletion of SRH and segment
routing intermediate nodes in sequence. Figure 7 shows the relationship between SRv6
routing numbers and overall routing.

Fig. 7. Relationship between SRv6 route number and overall route.

These numbers can describe the segment routing behavior between boundary routers.
Define segment routing between each boundary router using a simple data struc-
ture. Subsequently, the developer parsed the path data structure into a router-readable
configuration table JSON format.
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(1) Configuration distribution

All routers support the same routing behavior and IPv6 forwarding behavior, and the
behavior configuration and IPv6 routing need to be distributed to all routing nodes.
Use a flow table to control whether the router supports SRH assembly and segment
routing forwarding functions. The target for issuing SID check flow table items supports
SRv6 segment routing forwarding operations, represented in dark blue and black; The
distribution target of SRHflow table items supports the SRH assembly deletion function,
represented in dark blue. A detailed schematic diagram is shown in Fig. 8.

Fig. 8. Configuration and flow table distribution target

4 System Function Display

4.1 Automated Script Construction

The core idea of the automated build script is to use Python’s loop and lists to concisely
describe the repeated json structure.

(1) Topology building script design

The topology building script is named gen_ topo. py, which is mainly used for the
automated construction of predefined json format topo definition files in the environment.
Firstly, construct four hosts and define their Mac addresses for each of them. The Mac
address of the host and theMac address of each router are described in Python language.

The same applies to the construction of routers. The main task of topology con-
struction is to build the connection relationship between routers and routers, as well as
between routers and hosts.

(2) Design of script for automated flow table construction

Automated flow table construction includes json format definition and address definition.
The json format definition and address definition sections are located in the entry_ The
format.py file is mainly used to mask the parts related to json format and address format
conversion, providing a concise calling interface for the high-level flow table design
part. The code is as follows:
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for switch in ipv6_routes:
for route in ipv6_routes[switch]:

       dst_switch = route[0]
       interface = route[1]
       next_hop_switch = route[2]
       add_entry(switch, 
           e.ipv6_routing_table_entry(
               ipv6_switch(dst_switch, interface), 
               mac_router (next_hop_switch, dst_interface_dict[interface]),
               interface    
           )
       )

4.2 System Demonstration

(1) Detailed effects of individual use cases

Select the segment route from h1 to h4 and select it in gen_ The route from h1 to h4 is
defined as follows in entry.py:

(1, 8): [3, 4, 6, 8]

Here, 3, 4, 6, and 8 represent SRv6 segment routingmarkers, corresponding to router
IDs 7, 9, 19, and 25.

Open Mininet, enter the following command to start Mininet’s simulation system,
and determine which routers its routes have passed through. This path should be drawn
in Fig. 9 as follows: red represents the segment routing path, and blue represents the
actual path.

Fig. 9. Path diagram of this use case.

At this point, the system has successfully implemented the segment routing function
from h1 to h4. It passed through SRv6 routers 3, 4, 6, and 8 in sequence.

(2) Detailed test results

Analyze the detailed test results in a Table 1.
The following two important features can be seen in the experimental results

(Table 2):
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Table 1. Correspondence between SRv6 router IDs and global router IDs.

1 2 3 4 5 6 7 8

1 5 7 9 17 19 21 25

Table 2. Detailed experimental results.

Source and destination Segment routing Actual path through the router

1, 2 5, 4, 2 1, 6, 11, 16, 17, 18, 19, 14, 9, 10, 5

1, 3 3, 5, 7 1, 6, 7, 12, 17, 22, 21

1, 4 3, 4, 6, 8 1, 6, 7, 8, 9, 14, 19, 24, 25

2, 1 4, 5, 1 5, 10, 9, 14, 19, 18, 17, 12, 7, 2, 1

2, 3 3, 5, 7 5, 10, 9, 8, 7, 12, 17, 22, 21

2, 4 3, 4, 8 5, 10, 9, 8, 7, 8, 9, 14, 19, 24, 25

3, 1 3, 4, 1 21, 22, 17, 12, 7, 8, 9, 4, 3, 2, 1

3, 2 6, 4, 2 21, 22, 23, 24, 19, 14, 9, 10, 5

3, 4 6, 8 21, 22, 23, 24, 19, 24, 25

4, 1 5, 1 25, 20, 19, 18, 17, 12, 7, 2, 1

4, 2 5, 2 25, 20, 19, 18, 17, 18, 19, 20, 15, 10, 5

(a) The serial number always changes in the direction of increasing as much as possible.
For example, when routing from 1 to 17, 1 will prioritize routing to 6 instead of 2.

(b) The route will pass through the configured segment routing nodes in sequence, rather
than directly routing to the destination address.

These two features successfully reflect the design of IPv6 routing priority and
segment routing in the flow table design.

5 Conclusion

This paper researched how to use P4 and its supporting environment to simulate the
entire data plane to realize the routing function of SRv6 segment. The interconnection
scheme between routers is clearly described by constructing a checkerboard topology.
The forwarding behavior of SRv6 is defined using the Match Action abstraction of
P4. Then we use the Python script to automate the construction of the flow table for
each router. Finally, the debugging is started by sending packets between hosts, and the
complete debugging information presents the final segment routing effect.

Acknowledgement. This work is supported by National Natural Science Foundation of China
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Abstract. SDN technology brings the advantages of improving resource utiliza-
tion and management efficiency to the network, and at the same time, it poses new
challenges to the reliable operation of the network. In order to solve the problem
of data forwarding error caused by network equipment attack, this paper proposes
a multi-party cooperative routing management mechanism for power communi-
cation network. In order to achieve a reliable and efficient routing mechanism, a
routing management platform architecture is designed according to the character-
istics of the network. The architecture includes four types of devices: blockchain,
centralized management center, SDN controller and repeater. In the routing table
generation stage, a blockchain-based routing table audit mechanism is proposed.
In the routing table execution phase, a routing table detection mechanism based
on active detection is proposed. In the performance analysis, from the two dimen-
sions of blockchain management routing table, centralized management center
and SDN controller collaboration, it is verified that the mechanism in this paper
has good performance in improving routing reliability and efficiency.

Keywords: Power communication network · Route management · SDN
controller · Blockchain

1 Introduction

With the maturity and development of virtualization technology, software definition
network (SDN) technology has been supported and recognized by equipment manufac-
turers and network operators [1]. At present, most power companies have adopted SDN
technology to build power communication network. After the adoption of SDN technol-
ogy, the network equipment has changed from the original single hardware equipment
resource to SDN controller and forwarder [2]. The SDN forwarder is responsible for
the data forwarding function, and the SDN controller is responsible for the data con-
trol function. Since network reliability is an important indicator of user satisfaction,

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 249–257, 2024.
https://doi.org/10.1007/978-981-99-9247-8_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_25&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_25


250 Z. Kang et al.

the current network reliability mechanism has become a research focus. Literature [3]
adopts the route segmentation strategy and proposes the network application-aware seg-
mented routing strategy, which solves the problem of low routing performance of SDN
networks in large-scale environments. Literature [4] adopts blockchain technology to
reduce the negative impact of DDoS attacks on SDN network performance. Literature
[5] takes network routing performance as a parameter to evaluate cloud service providers
and proposes optimization objectives for routing management. Literature [6] adopts a
routing conversion strategy to solve the problem of routing interoperability between
traditional networks and SDN networks. Literature [7] uses convolution neural network
theory to monitor network traffic, improving the monitoring efficiency of abnormal traf-
fic. Literature [8] proposes a real-time computingmodel tomonitor network data frames,
effectively solving the problem of low reliability of time-sensitive networks.

Through the analysis of existing research, researchers have accumulated a variety
of research results to improve network reliability. However, in the SDN environment,
the routing generation and routing execution devices are separated and executed by the
controller and the forwarder respectively, posing new challenges to the reliability of the
network. In order to solve the problems of path transmission interruption or flow rule
tampering caused by network device denial of service, this paper proposes a reliable and
efficient routing management mechanism for power communication network based on
multi-party cooperation. In the performance analysis, it is verified that this mechanism
can achieve the reliability and efficiency of routing.

2 Problem Description

The power communication network architecture is shown in Fig. 1. This architecture is
a power communication network built with SDN technology. As the type and quantity
of services carried by the power communication network are increasing, the coverage
of SDN network is also increasing. In order to meet the efficient management of SDN
network equipment in a large range, the multi-domain management mechanism has
become a common technology in SDN network management. Figure 1 is a schematic
diagram of power communication network composed of three SDN domains. From the
figure, each SDN domain includes one SDN controller and multiple forwarders. The
function of SDN controller is to realize the generation of data forwarding flow table and
the summary and analysis of the execution results of the forwarder. It undertakes the
function of data forwarding control. The function of the forwarder is to forward the data
according to the flow table issued by the SDN controller. It undertakes the function of
data forwarding. Therefore, in the SDN network environment, the network control and
data forwarding functions of the power communication network are divided into two
types of devices, which significantly improves the efficiency of network management
and reduces the investment of network resources.
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Fig. 1. Power communication network architecture

3 Routing Management Platform Architecture

In order to achieve a reliable and efficient routing mechanism, a routing management
platform needs to be designed according to the characteristics of the network. The
platform needs to meet the two basic requirements of SDN network characteristics and
support for routing management. To meet these two requirements, this paper designs a
routing management platform architecture as shown in Fig. 2. The architecture includes
four types of devices: blockchain, centralized management center, SDN controller and
repeater. It can be seen from the figure that the SDN controller and transponder adopt the
strategy of sub-domain management. This sub-domain management strategy can meet
the needs of the reality of the growing network size. Each module is described in detail
below.

Centralized 
management center

SDN controller 1 SDN controller 3

SDN domain 1

Forwarder

SDN controller 2

Forwarder

SDN domain 2 SDN domain 3

Forwarder

Forwarder

Forwarder

Forwarder

Forwarder

Forwarder

Forwarder

Forwarder

Forwarder

Forwarder

Blockchain

Fig. 2. Architecture of routing management platform

The centralized management center is responsible for the centralized management
of routing tables. The blockchain node is responsible for auditing and saving the routing
table. The centralized management center is connected with the blockchain node and
SDN controller. In terms of the interaction between the centralized management center
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and the blockchain nodes, it mainly completes the submission of the routing table and
the query of the routing table. In terms of routing table submission, the centralized
management center obtains the routing table from the SDN controller and submits it
to the blockchain node for consensus and storage. In the aspect of routing table query,
the centralized management center obtains reliable routing tables from the blockchain
nodes, so as to analyze the routing information and forwarding actions reported by the
forwarder, and determine the consistency of the routing table and forwarding actions.
In terms of the interaction between the centralized management center and the SDN
controller, it mainly includes two functions: the aggregation of the initial routing table
and the aggregation of the routing table execution results. In terms of initial routing table
aggregation, the main function is to collect SDN routing tables. In the aspect of routing
table execution result aggregation, the main function is to achieve the aggregation of
repeater execution results.

4 Routing Management Mechanism

In terms of the life cycle of the routing table, it generally includes three steps: generation,
optimization and deletion of the routing table. When network equipment is attacked by
virus or fails, unreliable or inefficient problemswill occur at all stages of the routing table
life cycle. In order to solve this problem, the routing management mechanism proposed
in this paper is divided into two parts: routing table generation phase management and
routing table execution phasemanagement. Among them, themanagement of route table
generation phase ismainly related to the routemanagement of route table generation. The
route table execution phase management mainly corresponds to the route management
work of route table optimization and deletion. The two mechanisms are described in
detail below.

(1) Mechanism of route table generation stage

In the generation stage of routing table, the main strategy to achieve the reliability and
efficiency of routing is the audit of routing table. In the generation stage of routing
table, the common routing problems are routing loop and duplicate routing. To achieve
the reliability and efficiency of routing tables, this paper proposes a blockchain-based
routing table audit mechanism. The blockchain-based routing table audit mechanism is
shown in Fig. 3. The mechanism includes four steps: the controller generates the routing
table and reports it to the centralized management center for audit, the centralized man-
agement center stores the collected routing table to the blockchain node, the centralized
management center returns the audited routing table to the controller, and the controller
sends the routing table to the intra-domain forwarder. The mechanism is described in
detail below.

The steps of generating a routing table in the controller and reporting it to the central-
ized management center for review mainly include the following three sub-processes.
First, the controller formulates a new routing strategy according to the network request.
Secondly, the controller generates a new routing table according to the new routing
strategy. Finally, the controller reports the generated routing table to the centralized
management center for review.
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The controller generates a routing table and 
submits it to the centralized management center 

for review

The centralized management center stores the 
collected routing tables to the blockchain nodes

The centralized management center returns the 
audited routing table to the controller

The controller sends the routing table to the 
intra-domain forwarder

Fig. 3. Routing table audit mechanism based on blockchain

The steps of storing the collected routing tables to the blockchain nodes in the cen-
tralized management center mainly include the following four sub-processes. First, the
centralizedmanagement center formats the relevant attribute information of the collected
flow table, generates a transaction information, and packages it to the blockchain system.
Secondly, the blockchain system uses the consensus mechanism of voting to invite each
blockchain node to verify the consensus of the transaction. Thirdly, each blockchain
node performs consensus verification. First, the blockchain identifies duplicate routing
tables. If duplicate routing tables are found, delete them. Secondly, identify the routing
table of the loop. If a routing loop is found, a pruning algorithm is used to remove the
routing loop. Finally, the blockchain node saves the verification results and returns them
to the centralized management center.

In the centralized management center, the audited routing table is returned to the
controller step. The centralized management center updates the routing data of the con-
troller according to the latest routing table data, so as to feed back the latest routing table
for the controller.

The controller sends the routing table to the intra-domain forwarder,mainly including
the following two sub-processes. First, when the controller sends the routing table to
the intra-domain repeater, the forwarding rule of “feedback forwarding action to the
controller” is added. Secondly, the forwarder forwards the data according to the routing
table, and forwards the data to the controller according to the feedback requirements.

(2) The mechanism of routing table execution stage

In the execution stage of routing table, the main strategy to achieve the reliability and
efficiency of routing is the detection of routing table. In the execution stage of the routing
table, the common routing problems are that the controller or forwarder is attacked and
the routing is wrong. To achieve the reliability and efficiency of the routing table, this
paper proposes a routing table detection mechanism based on active detection, as shown
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in Fig. 4. This mechanism includes five steps: the forwarder feeds back the execution
results of data forwarding to the controller, the controller feeds back the execution results
of data forwarding to the centralized management center, the centralized management
center collects the collected forwarding actions and compares them with the routing
table, starts the active detection when the forwarding actions are found to be inconsistent
with the routing table, and performs the availability detection on the forwarder when
the forwarding actions are determined to be inconsistent with the routing table. The
mechanism is described in detail below.

The forwarder feeds back the execution result of 
data forwarding to the controller

The controller will forward the execution results 
to the centralized management center

The centralized management center collects the 
collected forwarding actions and compares them 

with the routing table

If the forwarding action is found to be 
inconsistent with the routing table, start the 

active detection

When the forwarding action is determined to be 
inconsistent with the routing table, perform 

availability detection on the forwarder

Fig. 4. Routing table detection mechanism based on active detection

The execution result step of feedback data forwarding from the forwarder to the
controller mainly includes the following two sub-processes. First, the transponder orga-
nizes and reports data content, including business attribute information, route association
information, and data attribute information. Secondly, the forwarder feeds back the data
forwarding results to the controller, includingwhether the data is compressed, encrypted,
forwarding delay, forwarding quantity and other information. After the controller feeds
the execution results of forwarder back to the centralized management center, which
collects the data of the controller, it uses the data preprocessing strategy to analyze and
gather the data. The analyzed and processed data mainly includes the identification of
the controller, the identification of the transponder it contains, and the routing table of
the region. In the centralized management center, collect the forwarding actions and
compare them with the routing table, which mainly includes the following three sub-
processes. First, the centralized management center uses the data aggregation strategy
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to analyze and process the data reported by multiple controllers. The strategy of data
aggregation can sort the forwarding actions according to the relationship before and
after the routing, and improve the efficiency of data processing. Secondly, the central-
ized management center downloads the routing table from the blockchain and compares
it with the routing table uploaded by the controller. If the same, the controller is normal.
Otherwise, the controller has been attacked or failed. Finally, compare the data aggrega-
tion results with the routing table. The string-matching algorithm can be used. When the
forwarding action is found to be inconsistent with the routing table, the active detection
step is started, and the active detection technology is mainly used to obtain the uncertain
data. During active detection, it is necessary to determine the source node and destina-
tion node according to the uncertain data content, and use the shortest path detection
technology to detect. When the forwarding action is determined to be inconsistent with
the routing table, the availability detection step is performed for the forwarder, which
mainly includes the following two sub-processes. First of all, determine the transponder
information that is suspected to have a problem according to the location where the
forwarding action is inconsistent with the routing table. Secondly, perform availability
detection on the suspected transponder to confirm whether the transponder is attacked
by virus and whether it is available.

5 Performance Analysis

When analyzing the performance of improving the reliability and efficiency of rout-
ing, we analyze it from two dimensions: blockchain management routing table, the
collaboration of centralized management center and SDN controller.

Using blockchain to manage routing tables can improve routing reliability and effi-
ciency. The blockchain manages the routing table and realizes the generation, opti-
mization and saving of the routing table. In the generation and optimization stage of
the routing table, adopting the consensus mechanism of the blockchain can effectively
avoid the occurrence of repeated routing and routing loops, and improve the quality and
reliability of the routing table. In the saving stage of the routing table, using blockchain
to save the routing table can prevent the routing table from being tampered with. Based
on the routing table saved in the blockchain, the centralized management center can
compare the routing table of the controller with the routing table in the blockchain,
quickly understand the authenticity of the routing table, and improve the efficiency of
routing table management.

The use of the collaboration of centralized management center and SDN controller
can improve the reliability and efficiency of routing. During the generation of rout-
ing tables, the centralized management center and SDN controllers can work together
to gather and check the routing tables generated by multiple SDN controllers to find
duplicate routes and routing loops, thus improving the quality of routing tables. In the
process of routing table execution, the centralized management center cooperates with
the SDN controller to efficiently manage the routing table execution process from four
aspects: routing table distribution, routing table execution result feedback, routing exe-
cution result aggregation, and routing execution result verification, ensuring the quality
and safety of routing table execution.
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Therefore, the routing management mechanism in this paper improves the efficiency
and reliability of routing management from two dimensions: blockchain management
routing table, centralized management center and SDN controller collaboration. To sum
up, from the analysis of the mechanism of the route table generation stage, we can see
that this mechanism uses the centralized management center to implement centralized
management, and takes effective measures to remove routing loops and duplicate routes,
thus improving the routing execution efficiency. From the analysis of the routing table
execution stage mechanism, we can see that this mechanism adopts effective measures
such as blockchain, active detection and passive feedback to remove routing loops and
duplicate routes and improve the reliability of routing.

6 Conclusion

In the SDN environment, the route generation and route execution equipment are sepa-
rated and executed by the controller and the forwarder respectively, posing a new chal-
lenge to the reliability of the network. In order to solve the problems of data forwarding
error or route tampering, this paper proposes a reliable and efficient route management
mechanism for power communication network based on multi-party cooperation. In the
routing table generation stage, the mechanism achieves the reliability and efficiency
of routing through the routing table audit policy. In the routing table execution stage,
the routing table detection technology is used to achieve the reliability and efficiency
of routing. The performance analysis shows that the reliability and efficiency of the
mechanism in this paper depend on the accuracy and efficiency of the active detection
technology. In the next step, based on the research results of this paper, we will study
the detection technology suitable for routing execution strategy, so as to further improve
the application value of this mechanism.
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Abstract. With the rapid development of the Internet of Things, numerous secu-
rity and trust risks, including a single point of failure for authorities, data tamper-
ing, unauthorized users decrypting data, and challenges with searching encrypted
data, have emerged on the centralized Internet of Things data sharing platform.
As a novel technology, blockchain offers the benefits of decentralization, tamper-
proofing, and trusted data sharing. Therefore, this article suggests a blockchain-
based searchable encryption access control method. Users can simply search the
necessary data using keywords provided they comply with the access rules. To
ensure the privacy of the data, the cloud will not get any privacy-related informa-
tion. The simulation demonstrate that our study has a lower time overhead than the
current investigations. Data encryption takes 33% less time than standard access
control methods, decryption takes 5% less time, and searching takes 75% less
time.

Keywords: Blockchain · Searchable encryption · Attribute access control ·
Privacy protection · Data sharing · Keyword search

1 Introduction

The Internet of Things has beenwidely used in smart cities, smart grids, smart industries,
smart homes, smart transportation, and other domains due to its rapid development. The
amount of data that Internet of Things terminals produce is increasing, and this data
needs to be shared with other Internet of Things terminals and uploaded to the cloud.
Technology for cloud storage is also developing, such TencentMicro Cloud in China and
Amazon storage. The integrity of cloud servers, users, and management organizations is
the only foundation that traditional data sharingmethods can rely on.When these entities
have malicious intentions, they cannot protect the security of cloud data. Because users’
data may contain sensitive information of users, after users upload their data to the cloud,
the cloud may be semi-trustworthy or untrustworthy, [1, 2], and any device can access
users’ data, resulting in internal storage of third-party service providers can use private
data or information for profit [3, 4]. It brings great challenges to users’ privacy and

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 258–268, 2024.
https://doi.org/10.1007/978-981-99-9247-8_26

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_26&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_26


Blockchain-Based Searchable Encryption Access 259

security. In addition, the data uploaded by users to the cloud is often encrypted, which
brings great challenges to data search. Therefore, the searchable access control of cloud
ciphertext data sharing has become a hot topic.

In order to solve the problem of ciphertext retrieval of access control, searchable
encryption can be combined with attribute-based access control methods [5], but there
are still many problems to be solved in the current searchable access control scheme.
First, the traditional attribute-based searchable encryption method is only applicable
when the cloud server and the attribute management agency are honest. In the actual
attribute-based access control, users are not sure that the cloud server and the attribute
management agency will protect the privacy of users’ information and data. Given the
threat of malicious attribute management, existing verifiable search schemes do not take
effective countermeasures (such as punishing cheaters). For example, the user pays only
after verifying the results returned by the cloud server, and the cloud server performs
the search operation only after the user pays the service fee. In cases where the server
is likely to be malicious, it returns only incorrect or partial results after receiving a fee.
At the same time, the data user may be malicious, not paying the service fee, claiming
that the returned results are incomplete or incorrect when the returned results are indeed
correct. Second, the existing attribute-based searchable encryption scheme consumes
a lot of computing resources and energy in the process of data retrieval, which is not
low-carbon and environmentally friendly [6].

Blockchain is gaining popularity in many fields due to its advantages such as dis-
tributed storage, information transparency, tamper-resistance and effective credit sharing
[7]. While blockchain technology can provide an effective and efficient solution to the
Internet of Things, there are many challenges to the various aspects of integrating these
technologies together. First, data security cannot be guaranteed. After users upload their
data, the blockchain will make redundant backup to ensure data availability, but this
will increase the risk of user privacy information disclosure. Although the consortium
blockchain and private chain introduce the user access mechanism and the data access
operation needs authorization, compared with the traditional centralized implementation
scheme, the security intensity of blockchain data privacy still restricts the promotion of
blockchain in the Internet of things. Therefore, how to protect the data privacy security
on the chain is an important issue that needs to be solved. Second, it is the anonymity
of users. Pseudo-anonymity is one of the main features of blockchain, which can pro-
tect users’ identity information to a certain extent. However, the anonymity design of
blockchain is not perfect. Most of the current blockchain systems directly associate the
user’s identity with the public key or other data that can represent the identity, which is
prone to privacy disclosure [8]. In addition, blockchain faces integration challenges with
security-related system components, smart contracts, storage capacity and scalability,
resource utilization, predictability, and legal issues [9]. Therefore, how to solve these
problems in the existing Internet of things, so that blockchain can be safely applied in
the industrial Internet of things, is a field worth studying.

Aiming at the problems of how to efficiently search cloud ciphertext data, whether
cloud, attribute management institutions and users are safe and trustworthy, and how to
securely apply blockchain in the access control of the Internet of Things, this paper uses
blockchain to record data stored in the cloud related information and data keyword trap.
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The ciphertext searching process is transferred from the untrusted cloud to the trusted
blockchain, and the searchable encryption method is combined with the attribute-based
encryption scheme. When the user’s attributes meet the access policy, the data required
by the user can be quickly found without revealing any information, and the data privacy
is protected while the fine-grained data access control is achieved. This paper focuses on
combining searchable encryption and access control in the scenario of Internet of Things
data sharing with blockchain technology to evaluate their applicability and efficiency
from the perspective of privacy security and response time.

The main contributions of this paper are as follows:
1. Based on blockchain technology, this paper realizes ciphertext data searching

based on attribute encryption in the Internet of Things scenario, without exposing any
information related to users’ identity information and data keywords, so as to protect the
privacy of Internet of Things users. By assigning keywords to data, the data owners can
realize data confidentiality and fine-grained access control so that users can find the data
they needmore accuratelywhen searching.At the same time, because the keywords given
by the data owners is encrypted, other users do not know the content of the keywords.

2. In order to reduce the computing cost, this paper transfers the computing load of
the search to the blockchain network. The keyword of the data is stored on the federated
chain, and the users search through the smart contract. This enables the search process
to get rid of the constraints of untrusted authorities, realizes the decentralized storage of
keywords, and solves the problem of single point of failure. Compared with the existing
access control schemes, the simulation results show that the proposed searchable access
control scheme takes less time in the encryption, decryption and search phases, and
improves the efficiency of access control and information search.

2 System Model

As shown in the Fig. 1, the architecture designed in this paper is composed of four
logical entities, namely, data owner, user, authority, cloud service provider. Among
them, authority is the full node of blockchain, data owner and user is the light node of
blockchain. In order to solve data leakage and improve the efficiency of the system, we
divided the architecture into three layers: attribute management layer, attribute access
control layer and data management layer.

The attribute management layer consists of the authority. The authority manages
users’ attributes in this way: generate a private key for each user based on the user
attributes, and send it to the users in secure transmission mode.

The access control layer is implemented through the blockchain, whose nodes are
operated by the authority, data owners andusers.Blockchain provides service to users and
data owners by publishing smart contract. Users and data owners can query information
through the blockchain, such as the encrypted ciphertext of the content secret key, the
address of the data stored in the cloud, the access policy of the data, the hash value of
the data, and the key of the data.

The data management layer is implemented by the cloud service provider. When the
attributes of the user match the access policy and the user’s search keyword matches the
keyword given by the data owner, the user can obtain the encryption key and obtain the
encrypted data from the cloud for decryption.
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Fig. 1. Architecture of searchable access control system.

The access control process can be divided into the following stages:

1. Initialization phase

The authority negotiates public parameters, generates public attribute keys, and builds
the blockchain based on these parameters. Authority provides data upload and data
acquisition services for data owners and users by publishing smart contracts on the
chain.

2. Data upload phase

The data owner first hashes the original data to obtain the hash value of the data and
assigns a keyword to the data for later query. The data owner generates symmetric
encryption keys, encrypts his data using symmetric encryption methods, and also gener-
ates his own searchable public and private key pairs and information keyword trap. Then
the encrypted data is uploaded to the cloud service provider, and the cloud returns the
address that data stored in the cloud. After that, the content secret key is encrypted by
the content secret key encryption algorithm, and the encryption results of the encrypted
content secret key, the address stored in the cloud, the data access policy, the data hash
value, and the data key are recorded on the blockchain. In this way we implement trusted
sharing of data.

3. Data acquisition phase

After the user registers with the authority, the authority sends the user’s private key to
the user in a secure transmission channel. The user, as a light node, interacts with the
blockchain through the smart contract. The user encrypts keywords and submits query
requests to the smart contract. The smart contract compares the encryption result of the
user’s keywords with the trap of the data owner. Only when the attributes meet the access
control policy can the user decrypt the content secret key, and then decrypt the original
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data. At the same time, users can verify that the hash value of their data is the same as
the hash value of the original data recorded in the blockchain, and thus know whether
their data has been tampered with.

In our scenario, data owner and user are only logical concepts, and an internet of
thing device can be either a data owner or a user.

3 Design and Implementation of Algorithm

This section describes the initialization, data upload, and data acquisition phases of data
access control in detail.

3.1 Initialize the System

(1) Initialization of public information

Firstly,we inputU attributes into the system, and then the nodes of the authority negotiate
to select a bilinear group G of generator g order p which based on the bilinear group,
a bilinear pair G × G → GT , and U random group elements h1, . . . , hU ∈ G related
to U attributes in the system, and select random index α , anda ∈ Zp. The common
parameters of the system are PK = {g, e(g, g)α, ga, h1, . . . , hU }, and the main private
key is MSK = gα .

(2) The data owner generates searchable public and private key pairs

The data owner first generates a security parameter para, which determines the size of
groups G1 and G2. Data owner randomly selected from a number of β ∈ Z∗

p , and the

generator of G1,then calculate Apub = [g, h = gβ ], Apriv = β.

(3) Data owner generates trap

The data owner uses his own search private key, Apriv, and the keyword it gives to the
data m, to calculate a trap

TW = H1(W )β ∈ G1

The trap is then sent to the blockchain node to be packaged into a transaction.

(4) Blockchain initialization

There are two types of nodes in the blockchain. One is the full node that can initiate
or receive transactions, participate in consensus, and retain all the blockchain content.
The other is light nodes that are connected to the full node and accessed through the full
node. In our paper, the authority is the full node, and other facilities that have access to
the authority node such as users and data owners are the light nodes.

In the initialization process of blockchain, the Genesis block is first constructed, and
the Genesis block needs to specify how the blockchain is run. When all authority nodes
agree, the Genesis block officially takes effect through consensus.
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3.2 Data Upload Phase

(1) Content key encryption

The data owner first encrypts its own information m using the content secret key κ ∈ Z.
κ is randomly generated by each data owner through symmetric encryption method. At
the same time, a hash value hash = HASH (m) is generated for each data to be stored
in the blockchain, thus verifying that the encrypted data has not been tampered with
after decryption. The data owner then encrypts its own content secret key κ using the
content secret key encryption algorithm. Input system parameter PK , content key κ ,
access structure (M , ρ),whereM is a matrix with l rows and n columns, l is the number
of attributes in all encryption processes, and the function ρ associatesM ’s row with the
attributes.

Content encryption algorithm firstly selects a random encryption index s ∈ Zp, and
randomly selects a vector ν = (s, y2, . . . , yn), y2, . . . , yn is used to share the encryption
exponent s, calculating λi = v · Mi(1 ≤ i ≤ l), where Mi is the vector corresponding
to row i of M . Then, randomly select r1, r2, . . . , rl ∈ Zp and calculate the ciphertext as
CT .

CT ={C = κ · e(g, g)αs,C′ = gs,

Ci = gaλi hρ(i)
ri ,Di = gri , i = 1, . . . , l, ρ(i) ∈ Sj}

(2) The data owner generates searchable public and private key pairs

The data owner generates a security parameter para, which determines the size of groups
G1 and G2. Data owner randomly selected a β ∈ Z∗

p , and a generator g of G1. Thus it

can be calculated that Apub = [g, h = gβ ], Apriv = β.

(3) The data owner generates the trap for data

The data owner uses his own search private key, Apriv, and the keywords belong to the
data m, calculate a trap

TW = H1(W )β ∈ G1

After completion, the keyword trap, encrypted information CT , data address in the
cloud, data access policy, content key ciphertext, and original data hash value are sent
to the blockchain nodes to package into a transaction.

When the data m needs to be updated, the data owner encrypts the updated informa-
tion after taking a hash value, and uploads the new encrypted data to the address where
the original data is stored. The new hash value is recorded in the blockchain.
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3.3 Data Acquisition Phase

(1) Generation of user Uj’s private key

When a user is added to the system, the authority first generates a series of attributes
Sj for the user based on the user’s role and identity, and uses the following private key
generation algorithm to generate a private key for each user: the master private keyMSK ,
a series of attributes Sj describing the user, and then randomly selected from a random
number tj ∈ Zp. Thus, produce the user’s private key SKj = {K = gαgatj ,L = gtj ,∀x ∈
SjKx = hx

−tj }. The authority then sends the SKj to user Uj through a secure channel.

(2) Searchable encryption of keywords generated by users

Users first randomly selected from a number γ ∈ Z∗
p , at the same time input the keyword

W
′
, and then calculate the y = e(H1(W ′), hγ ) ∈ G2, and then output the user’s keyword

encryption result [gγ ,H2(z)].
(3) Query information

The user sends a query request to the smart contract, and the blockchain verifies whether
H2(e(TW , gγ )) = H2(z) is established through the smart contract. If it is true, it indicates
that the keyword searched by the user matches the keyword of the information, and the
user can obtain the location of the encrypted data of the original data stored in the cloud.
And get the encrypted raw data from the cloud. Otherwise, the cloud will not send
encrypted information to the user.

Prove: For H2(e(TW , gγ )) and H2(z), which include z and TW , then

H2(e(TW , gγ )) = H2(e(H1(W ′)β, gγ )) = H2(e(H1(W ), g))γ ·β

H2(z) = H2(e(H1(W ′), hγ )) = H2(e(H1(W ′), gβ·γ )) = H2(e(H1(W ), g))γ ·β

The equation is valid when the user’s keyword W ′ is the same as the data owner’s
keyword W .

(4) User decryption content key

When the user’s attributes Sj satisfy the access control structureM , and the keyword
searched by the user matches the keyword of the data owner informationm, user Uj

queries the blockchain to get the ciphertext CT of content secret keyκ . At this time,
input ciphertext CT and the user’s private key SKj, user Uj executes the decryption
algorithm. When the user’s attribute Sj satisfies the access control structure, we letI =
{i : ρ(i) ∈ Sj}, I ⊂ {1, 2, . . . , l}, and {wi ∈ Zp}i∈I is a set of constants. When {λi} is
effective share based onM ’s secret s, then

∑
i∈Iwiλi = s.

e(C′,K)/(
∏

i∈I (e(Ci,L)e(Di,Kρ(i)))
wi ) = e(g, g)αs
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The decryption algorithm can then obtain the content secret key κ through the
following formula:

κ = C

e(g, g)αs

We can hash the decryptedm′ and get hash′ = HASH (m′). We comparing hash′ and
hash, if they are equal, then our data has not been tampered with.

4 Simulations

The simulation environment for this article was run on ubuntu18.04 system and gcc
version 7.5.0. We used the charm-crypto 0.50 [11] of python 2.7.17 to simulate our
CP-ABE scheme. In pursuit of more accurate results, we run each experiment 10 times
and averaged it.

We reflect the efficiency of our proposed scheme by comparing the time of encryp-
tion, decryption and secret key generation phase when the number of attributes changes
from 2 to 10 in [10, 12–14] and the search time when the total search keywords are
different.

In the data encryption stage, the encryption time of our scheme is reduced by about
48, 33 and 55% respectively compared with [12–14], which reduces the time cost in the
data upload stage, as shown in Fig. 2.

In the data decryption stage, the decryption time of our scheme is reduced by 66, 5
and 27% respectively compared with [12–14], which reduces the time cost in the data
acquisition stage, as shown in Fig. 3.

In the generation stage of the secret key, as shown in Fig. 4, although the generation
time of the secret key [13] is 40% less than our time, the time in the encryption and
decryption period [13] is longer than our scheme. Considering that the secret key is
only generated once in the initialization stage of public information, but the stage of
data encryption and data decryption will be executed several times in the stage of data
owner’s data upload and user data acquisition. Through comprehensive analysis and
comparison, we believe that our method is more efficient in these schemes.

In the stage of data search, we compare this scheme with [15]. As can be seen
from Fig. 5, the search time and the number of keywords of this scheme and [15] are
linearly correlated. When the number of keywords changes from 10 to 50, our search
time increases by 75% compared with [15], which greatly reduces the time required for
search and improves search efficiency.
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Fig. 2. Data owner encryption time.

Fig. 3. User decryption time.

Fig. 4. Key generation time.
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Fig. 5. Keyword search time.

5 Conclusion

This paper proposes an architecture of data sharing in Internet of Things based on
consortium blockchain. Blockchain provides a multicentralized trusted environment for
IOT data sharing, which ensures that the data stored in won’t be tampered with, while
also avoiding the single point of failure problem. Different from traditional blockchain-
based access control solutions, this paper designs a searchable method of data with
invisible keywords. In this way, users who conform to the access control policy can
search for the required data in a faster time without disclosing the privacy of data to the
cloud. At the same time, the permission of consortium blockchain to record data, cloud
storage address and keyword information can be used to protect the information stored
in the consortium blockchain from tampering. The scheme in this paper can reduce
the time cost. Simulation results show that the proposed scheme is feasible. Compared
with other attribute encryption schemes and searchable schemes, the proposed solution
can reduce the computing time cost of Internet of Things devices without reducing the
system efficiency.
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Abstract. In order to solve the problems of the uncertainty of end-to-end delay
causedby the separationof scheduling and routing in the existing scheduling strate-
gies in time-sensitive networks and the poor convergence of traditional genetic
algorithms, a traffic scheduling method based on particle swarm optimization
algorithm (PSO) combined with genetic algorithm and route planning was pro-
posed. The method combines the inherent characteristics of time sensitive traffic
and allows for flexible allocation of traffic routing. On this basis, a scheduling
constraint model with no-wait constraints and risk balanced routing is established
to guarantee low latency requirements for time sensitive traffic scheduling in both
temporal and spatial dimensions. The experimental results show that the proposed
method shows good convergence in different topology scenarios. By using the
route planning strategy and the improved genetic algorithm, the total transmission
time of the time-triggered flow is reduced by about 7.92% compared with the
traditional genetic algorithm.

Keywords: Time sensitive network · Heuristic algorithm · Route planning ·
Time-triggered flow

1 Introduction

As a new network data transmission technology, time sensitive network (TSN) can
support multiple types of traffic, such as time sensitive (TT) traffic and best-effort traffic,
globally plan and schedule different types of traffic, and eliminate conflicts on outgoing
ports for sequential transmission. Ensure the deterministic transmission requirements
of TT traffic in terms of delay, jitter and reliability. As the core mechanism of TSN,
traffic scheduling is the key to ensure data transmission of TSN. The current TSN traffic
scheduling mechanism uses protection tape. Although protection tape protects high-
priority traffic, it has the problem of bandwidth loss. In recent years, no-wait scheduling
mechanism has attracted wide attention in academia and industry.

At present, there have been a lot of researches on TSN traffic scheduling [1–6]. In
[1], Durr et al. introduced the no-wait model of TSN scheduling without queuing delay
on the switch. In addition, they propose a heuristic algorithm for computing schedul-
ing and a scheduling compression technique to reduce bandwidth waste. Reference [3]
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describes the traffic scheduling problem as a combinatorial optimization problem, and
sets the optimization objective as minimizing the number of queues occupied by real-
time traffic and the weighting of end-to-end delay, which is solved through the traffic
scheduling mechanism based on integer linear programming. In [4], a new integer linear
programming model is proposed based on software defined network (SDN), and zero
frame loss is successfully achieved by offline scheduling and online scheduling. Refer-
ence [5] improved the protection belt problem concerned with TSN, described the traffic
scheduling problem as a binary knapsack problem, and proposed a dynamic program-
ming solution algorithm under ideal conditions and a fast solution algorithm based on
greedy algorithm under the premise of protection belt constraints, so as to reduce the
waste of protection belt. In [3], scheduling is conducted in sequence according to the
cut-off time of streams, and an early transmission strategy is designed to minimize the
number of occupied queues and reduce the total transmission time as much as possible,
thus greatly reducing the solution time.

Furthermore, the schedule ability of traffic not only depends on the configuration of
TSN gating and time slot mapping, but also can be improved with a good routing policy.
Researchers have extensively explored traffic routing in TSN [7–11]. For example, in
[10], constraints jointly generated by routing and scheduling are used alongwith a heuris-
tic algorithm based on genetic algorithms to solve the global scheduling table, which
significantly improves link utilization, schedule ability, and transmission efficiency. In
[5], the traffic scheduling problem is transformed into a binary knapsack problem by
improving the simulated annealing and genetic algorithms. This incorporates route selec-
tion into the constraint conditions thus enabling synchronous planning of routing and
scheduling. In [11], Voica et al. adopted the GCL synthesis method, which considers
AVB traffic when scheduling TT traffic. Additionally, a time-sensitive software-defined
network (TSSDN) solves the routing and scheduling combination problem of TT traffic
using different ILP formulas.

The existing research has the following deficiencies. Firstly, the current scheduling
scheme does not consider the routing conflicts and dependencies between the TT traffic
deployed in the network, which leads to the limitation of the global communication
scheduling capability of the TSN. Secondly, in the study of joint route scheduling, the
characteristics of the traffic itself are not fully considered, but the traffic path is simply
defined according to the routing index, which makes the delay performance of traffic
scheduling difficult to be guaranteed. To solve the above problems, this paper proposes
a joint routing scheduling strategy with no-wait constraints. The specific contributions
are as follows:

1) Establishing a scheduling model that incorporates no-wait constraints, utilizing both
time and space TDMA for scheduled traffic, can eliminate queuing delay and ensure
high-quality delay performance.

2) By constructing a risk-balanced link load model and proposing a corresponding rout-
ing strategy, traffic transport can be selectively distributed to different paths to mini-
mize contentions along the same route. Load balancing of the links can be achieved
for optimal performance.
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3) Design a hybrid genetic algorithm based on particle swarm optimization (PSO) algo-
rithm, in order to reduce the total TTflow transmission time as the goal, on the premise
of no-wait for the constraint in the acceptable time find out the optimal solution.

2 System Model

2.1 Network Model

The data plane’s network topology can be expressed as a directed graph G = (V ,E),
where V denotes the nodes that make up the network, including switches (SW ) and
end systems (ES). Figure 1 provides an example. E ⊆ V × V represents an edge set
in which each element represents a one-way link between two nodes. To represent the
routing path between two end nodes, an ordered list of links that it passes through can
be utilized. For instance, r = {ES1, SW1, SW3,ES4} refers to a valid route between the
end devices ES1 and ES4.

Fig. 1. Example of a TSN model.

Each TT flow can be defined by a quadruple < src, dst,T ,L >, which represents
the sender and receiver of the TT flow, its period, and data size. The flows have different
periods, thus the least common multiple of all flow periods denotes the super cycle can
be expressed as:

Tsched = LCM (F, persiods) (1)

The number of times each TT flow is transmitted within a super-period is:

Tnum = Tsched
fi.T

(2)

All flows in TSN are transmitted in frames, and Ethernet specifies that the payload of
each frame should not exceed its maximum transmission unit (MTU) of 1500 bytes. If
the size of a flow exceedsMTU, it needs to be split into multiple frames for transmission.
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2.2 No-Wait Scheduling Model

In a TSN network, the end-to-end delay includes propagation delay on the network link,
processing delay on switches, queuing delay caused by congestion, and transmission
delay.Here,we assume that all switches have the sameprocessing delay, andwe represent
the propagation delay of all links as dprop. Let dtrans

i,j , dqueu
i,j represent the transmission

delay and the queuing delay of the flow fi on the switch swj.
Tominimize end-to-end delay, we eliminate the queuing delay in switches and enable

TT flows to be transmitted without waiting. Because there is no queuing delay, the
remaining components of the end-to-end delay are deterministic. This means that given
the known transmission paths, it is only necessary to determine when a TT flow enters
the network in order to calculate the time it passes through each switch. By adjusting
the injection time of packets at the source, conflicts with other flows in the network can
be avoided, thereby eliminating queuing delay.

If flow fi travels n hops from device v1 to device v2, its end-to-end delay can be
expressed as:

delay(v1,v2)i = n ∗ (dprop + dproc) +
n∑

k=1

dtrans
i,k (3)

Let the duration fromwhen the first bit of the first flow is sent from the source system
to when the last bit of the last flow is processed at the destination system be represented
as FlowSpan.

2.3 Core Constraints in No-Wait Scheduling

Under the environment defined in this article, the constraint conditions defined below
can ensure the effective operation of our no-wait scheduling model.

• Time Slot Constraint: T = {t0, t1, t2, . . . , tn − 1} representation of time slot set.
The length of each time slot is the sum of transmission delay, propagation delay and
switching delay of an MTU, which can be represented as:

solt_len = dMTU
t rans + dproc + dprop (4)

• Flow Offset Constraint: In TSN, the frame offset of the flow being transmitted cannot
be earlier than the global timing start time. In addition, to meet the periodic char-
acteristic of TT streams, each TT stream must be transmitted within its own period,
which can be expressed as follows:

∀fi ∈ F, (fi,1.offset � 0) ∩ (fi,1.offset < fi.T − delay(src,dst)
i

) (5)

• FlowSpan Constraint: If the flow of the previous cycle is still in transmission at the
beginning of the next cycle, the flow of the next cycle will be queued. To avoid this
situation, the constraint is as follows:

FlowSpan � Tsched (6)
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• No Conflict Constraint: The constraint of links is the core constraint under the condi-
tion of conflict-free transmission. It requires that any two data frames passing through
the same link must not pass at the same time to ensure no temporal. A function can
be defined as shown as follows:

FTL = {X (f , t, l)},∀f ∈ F,∀t ∈ T ,∀l ∈ L (7)

If flow f occupies the link l in the time slot t, the value of Eq. (7) is 1; otherwise, it
is 0. The constraint of link conflict can be uniformly described in the following form.

∀l ∈ E,∀t ∈ T
∑

∀f ∈F
X (f , t, l) � 1 (8)

2.4 Problem Formulation

The protection band is derived from the gate driver program events, which control the
opening and closing of queue gates for predetermined streams. Reasonable scheduling
of TT flows can reduce these events, thereby reducing the number of protection bands,
saving more network throughput, and providing more transmission resources for BE
traffic. To achieve this goal, a more intuitive optimization objective is to minimize the
total transmission time of all TT flows.

Minimizing FlowSpanmeans that the transmission of TT flows is compressed at the
beginning of scheduling, reducing the number of protection bands. According to our no-
wait model, as long as the transmission interval between data streams is large enough, it
can be ensured that there will be no queuing in the network. However, blindly increasing
the interval may result in failure to meet the transmission constraints. To avoid the above
problems, the TT flow should enter the network as early as possible. Equation (9) defines
the completion time of a flow:

Ci = ti + delayi + Tnumi ∗ f .T (9)

The latest completion time for all flows is:

Cmax = max{Ci|i ∈ {1, 2...n}} (10)

The optimization goal of minimizing the total transmission time can be described
as:

minCmax

s.t.(4) − (8)
(11)

3 Algorithm Design

3.1 Risk-Balanced Routing Planning Algorithm

In the context of no-wait constraints, we use an incremental scheduling algorithm that
gives priority to link load factors, optimizes the overall quality of route selection, and
improves the success rate of scheduling. Each TT flow will cause a load on the links it
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passes through. By coordinating the route selection of TT flows, the load on each link in
the network can be relatively balanced. If flow fi is transmitted through link lj, its load
on link lj can be represented as.

li,j =
fi .L

max(f .L)

|Pi| ∗ fi .T
min(f .T )

(12)

min(f .T ) and max(f .L) represent the maximum concentrated load of the traffic set for
this scheduling and the minimum value of the propagation period. When the traffic set
for this scheduling is determined, the total load on each link can be obtained by summing
up the loads generated by each flow on that specific link.

lj =
∑

i

li,j (13)

Each TT flow will only select one path from the shortest path set for transmission.
The evaluation of the load on a path can be obtained by summing up the loads of the
links included in that path. Then, the candidate path with the minimum cost is selected
as the result.

Pi =
∑

j

lj (14)

In order to balance the load in the network, it is necessary to distribute the load of the
links occupied by transmission as evenly as possible. Equation (15) describes an overall
evaluation index for the comprehensive load of the network.

LBD =
√∑|E|

i=1 (li − l̄)
2

|E| (15)

A load-balancing routing method based on a greedy algorithm is now proposed. This
approach takes into consideration the network topology and data flow information as
inputs and generates the routing for all flows as output.

The proposed greedy-based load-balancing routing method follows a series of steps.
Firstly, the breadth-first algorithm is used to compute the candidate path set for each
flow. Subsequently, Eqs. (12) and (13) are utilized to calculate the load value of all links.
The candidate path set is then sorted in an ascending order of size to establish the solving
order of the routing algorithm. Then, the first candidate flow in this sequence is selected,
and a greedy approach is employed to select the path with the minimum risk from the
available paths. This path is subsequently considered as the final result, and the link
load in the network is recalculated. These steps are repeated until all flows have been
successfully routed.

3.2 Design of Traffic Scheduling Algorithm

Fixed-Priority Traffic Scheduling Algorithm.When a series of data streams and their
transmission order is known, the entry time for each stream into the network can be
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selected accordingly. The timing of transmission for each stream is influenced by the
streamspreceding it, and the quality of the solution obtained in this iteration is determined
by the transmission order.

During the scheduling process, the link is considered as a spatial resource unit while
the time slice is viewed as a temporal unit. The transmission of a data stream on the link
is taken as an indicator to determine conflicts. In this regard, the scheduling variable
pertains to the time when the data stream enters the network. The objective of the
algorithm is to minimize the total transmission time by ensuring that all streams enter
the network as early as possible to reduce completion time. The pseudocode for the
algorithm is presented below:

begin
(1) FSTime {} Span 0 UseLinkPeriod {},slove=True
(2) for each flow in F:
(3) while starTime<flow.T-FlowSpan:
(4) scheduled flow on each timeslot of each link in flow path
(5) if no conflict in all link:
(6) FSTime[flow] starTime
(7) break
(8) end while
(9) if flow cannot scheduling:
(10) slove=FALSE
(11) break
(12) for each link in flow path:
(13) for each timeslot in clusrer period:
(14) UseLinkPeriod[link] flowUsedPeriod
(15) end for
(16) span max(Span,link.lastUsedTime)
(17) end for
(18) end for
(19) if slove=TRUE:
(20) return (FSTime,Span,UsedLinkPeriod)
(21) else return infeasible
end

PSO-GA Scheduling Algorithm. In conclusion, the scheduling sequence of flows
has a great influence on the results. To achieve the most optimal solution, it is necessary
to examine all possible sequence combinations, but given that there are n! permutations
for ordering n flows, the complexity of such traversal becomes too high. Consequently,
we propose a mixed genetic algorithm which comprises the following parts.

• Definition of individuals: As the purpose of this algorithm is to explore different TT
flow sequences, the genome is an ordered arrangement of the treatment scheduling
flow collections, and different sequences represent different individuals.

• Fitness evaluation function: To better select parents, a reasonable fitness function is
needed. We can directly use the optimization objective defined in Chap. 2 and add an
additional term to it as follows:

https://doi.org/10.1007/978-981-99-9247-8_2
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f (x) = minCmax + a ∗
∑

∀f ∈F
f .offset (16)

where a is a coefficient multiplied by the sum of the start transmission time for all TT
flows.

• Initialization of the population: Generate a list of flows with sequential order ran-
domly, specifying the number of flows to be scheduled as the initial solution. Evaluate
all individuals within this initial solution, keep track of the best individual in history,
and determine the global optimum.

• Natural selection: During the phase of natural selection, beginning with the first
individual, other individuals are chosen through the roulette wheel method to mate
with it and generate offspring. The three constants w, c1, and c2 are defined as
inertia weight, self-awareness factor, and social awareness factor. They respectively
represent the probabilities of selecting parent as self-reverse, personal best (pBest)
historical position, and global best (gBest) position.

parent2 =

⎧
⎪⎨

⎪⎩

self .reverse,0 � random < w
w+c1+c2

pBest, w
w+c1+c2 � random < w+c1

w+c1+c2
gBest, w+c1

w+c1+c2 � random <1
(17)

• Crossover and mutation: The crossover operation can be implemented using the fol-
lowing steps: randomly select a segment of sequence from one parent, place it in
the corresponding position of the offspring, and fill the remaining positions with
sequences from the other parent which have not yet appeared in the current offspring
(see Fig. 2). The mutation operation is relatively simple, directly select any two
positions of the genes at random, and exchange their positions.

Fig. 2. Cross-reference example.
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• Evaluation iteration:After each iteration produces children, the current particle swarm
is reevaluated. For each particle, if its current cost is less than its historical best
estimate, the historical best is updated to the current sequence. If the minimum cost
of an individual in this generation is less than or equal to the historical global optimal,
then the historical global optimal will be updated to the minimum value of this
generation.

begin
(1) Initialize w,c1,c2,iterMax,gBest,pBest,gLine,pLine
(2) Poplist RandomInitPop(F)
(3) for each pop in Poplist:
(4) PopScore FixOrderScheduling(pop)
(5) Upgrade pBest,pLine
(6) if PopScore>gBest:
(7) upgrade gBest,gLine
(8) end for
(9) while iter<iterMax:
(10) for each pop in Poplist:
(11) parent2=selectParent(random,w,c1.c2)
(12) poplist[pop]=crossover(pop,parent2)
(13) popScore= FixOrderScheduling(poplist[pop])
(14) if popScore<pBest:
(15) upgrade pLine,pBest
(16) if popScore<gBest:
(17) upgrade gLine,gBest
(18) end for
(19) end while
end

4 Evaluation and Result

We primarily validate the performance of the algorithm proposed in this work. The
simulationmainly focuses on algorithm optimization under different network topologies
and data flow sizes, and uses traditional genetic algorithms as a comparison. In our
simulation, the experimental environment is Python3.7 and networkx2.8, running on a
machine equipped with an Intel Core i5–9300 processor and 8 GB of RAM.

Since there is currently no official dataset on traffic scheduling for TSN, the TT flow
collection in this experiment will be randomly generated based on actual scenarios. The
sender and receiver are selected randomly, and the data size is chosen to be between 1
and 3 MTUs, assuming that the devices in the network have the same transmission rate
and processing delay.

To verify the final effect of the traffic scheduling algorithm designed in this paper
on the optimization objective, simulation was carried out in a network environment with
30 data flows, 20 switches and 10 terminal devices. The algorithm parameters were set
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Fig. 3. Comparison between the initial solution and the better solution.

as follows: 30 particles, an inertia factor of 0.4, a self-knowledge factor of 0.6, a social
knowledge factor of 0.6, and 200 iterations. After 200 iterations, the global optimal
solution obtained and the randomly generated initial solution were compared, and the
Gantt chart for the two schedules is shown in Fig. 3.

Following optimization, we have observed a significant decrease in the earliest com-
pletion time. Notably, the transmission efficiency of each TT flow has improved, which
helps mitigate bandwidth waste caused by protection bands. In addition, the periodic
transmission of TT flows has become even more apparent.

In addition to algorithm effectiveness, the calculation time required by the algorithm
is also a significant evaluation metric. The network topology complexity and the number
of scheduled flows is themain factors that affect scheduling algorithm execution time. To
examine the algorithm’s runtime performance under differing conditions, we designed
three distinct network environments with varying scales and verified the time it took for
the algorithm to schedule data flows of different sizes in each network environment, as
demonstrated in Fig. 4.

It can be seen from the comparison results that, for the same algorithm parame-
ter configuration, the algorithm running time is positively correlated with the network
topology scale and the number of streams to be scheduled, and the number of streams to
be scheduled plays a major role. The time complexity of the algorithm is obviously less
than n!, n is the amount left for scheduling, which can converge within an acceptable
time.

In order to demonstrate the efficiency of the routing planning algorithm proposed
in this paper, along with the improved genetic particle swarm algorithm, comparative
experiments were conducted to validate their enhanced performance under identical
network environments and data flow sets. Four comparative experiments were carried
out, utilizing both genetic particle swarm algorithms and traditional algorithms, either
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with or without the use of route planning strategies. These experiments were intention-
ally designed to achieve controlled variable contrast. The operational results have been
illustrated in Fig. 5.
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Fig. 5. Comparison between route planning and traditional genetic algorithms.

Under the same network environment and scheduling flow set, after using the route
planning algorithm, Eq. 14 indicates that the risk assessment in the network is reduced
by about 14%, which is shown in the figure above as the cost of the initial solution
is directly reduced. Compared with the traditional genetic algorithm, although the tra-
ditional genetic algorithm converges earlier, it is easy to fall into the local optimal
solution. Under the same parameter configuration and network environment, the cost of
the PSO-GA algorithm is reduced by about 7.92%.
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5 Conclusion

Aiming at the problem of scheduling and routing separation of TT traffic in TSN, this
paper proposes a route planning algorithm and scheduling algorithm of risk balance,
which provides a new solution for joint route planning and scheduling of TSN. Exper-
imental results show that the proposed scheduling method can adapt to different types
of TSN topology scenarios. There are still many shortcomings in the work done in this
paper. For example, when the size of time-triggered stream is less than oneMTU, certain
broadband waste will be caused, and the network environment is considered static. In
future work, we will consider more comprehensive TT flow scheduling.
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Abstract. The traditional federated learning framework heavily relies on a single
central server, which leads to problems such as single-point failures and malicious
attacks. The new-type power system brings diverse collaborative business needs
of “generation-transmission-distribution-storage”. With the significant increase
of sensing terminals of new-type power devices, the security protection of data
generalization becomes more and more crucial, and the energy consumption of
devices has become a critical bottleneck for current federated learning tasks. The
DAG structure has inherent decentralization and asynchronous characteristics,
which can greatly accelerate the speed of global aggregation in federated learning,
and the complexity of the DAG network can ensure the security and reliability of
the model. In this paper, we propose a DAG-based federated learning framework
for energy-constrained new-type power systems. In order to solve the problems
of energy loss and training delay in DAG-based federated learning, a resource
allocation algorithm based on multi-objective differential evolution is proposed.
The algorithm aims to consider the impact of device energy consumption on
federated learning performance, so as to minimize the completion time and energy
loss of federated learning tasks under the constraint of expected learning accuracy
of edge devices in the smart grid.

Keywords: Directed Acyclic Graph (DAG) · Federated learning · New power
systems · Resource allocation

1 Introduction

With the proposal of the dual carbon goals, artificial intelligence (AI) and digital grid
are further integrated, and the large-scale new-type power system dominated by new
energy sources accelerates the evolution towards the energy internet [1]. The new-type
power system brings diverse collaborative business needs of “generation-transmission-
distribution-storage”, while the expansion of security boundaries has led to a significant
escalation in the risk of novel network attacks. How to ensure secure cross-domain data
communication while achieving efficient training of a massive number of distributed
terminals has become a key constraint for the new-type power system [2].
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To this end, it is urgently needed to break through the data security sharing technol-
ogy of the power industry and develop a privacy-preserving computing framework for
power industry data. This will support the security and protection system architecture of
information and communication services in the new power system. Federated learning
(FL) [3], as one of the most advanced trusted distributed machine learning frameworks,
has gained popularity among scholars due to its ability to achieve secure data sharing
through model sharing and aggregation, without requiring data to be moved to other
participating nodes.

Decentralized blockchain can ensure the privacy and trustworthiness of the calcu-
lation process and data and aggregate model parameters through consensus algorithms.
However, the traditional blockchain consensus mechanism and architecture suffer from
problems such as slow transaction speed, limited resources and throughput, scalability,
and high energy consumption, leading to significant delays in parameter convergence
in blockchain networks. Based on the aforementioned issues, Cao et al. [4] proposed an
asynchronous DAG blockchain-enhanced federated learning (DAG-FL) that accelerated
the transaction speed of the blockchain and achieved complete decentralization through
P2P communication between nodes for exchanging models or gradients. However, the
drawback is that this architecture did not consider the energy consumption of devices
in new power system scenarios. To address this problem, this paper analyzes the device
energy consumption in DAG-FL and designs a resource scheduling strategy based on
differential evolution algorithm optimization. The main contributions of this paper are
as follows:

1. We propose a DAG-based federated learning framework for energy-limited new
power system scenarios, which achieves complete decentralization and asynchronous
learning.

2. We analyze the energy consumption of the system and design an energy optimiza-
tion objective by modeling the communication and computing resources. A multi-
objective differential evolution algorithm is adopted to optimize energy consumption
and total training time.

2 Related Work

2.1 Federated Learning Framework Based on DAG

In the past twoyears, theDAG-based federated learning (DAG-FL) frameworkhas shown
its advantages in achieving complete decentralization and asynchronous learning. The
DAG-FL system developed by Cao et al. consists of three layers: the FL layer, DAG
layer, and Application layer. The Application layer provides an interface for deploying
DAG-FL conveniently to external agents, while the DAG layer and FL layer provide
an asynchronous platform for federated learning. Each participating node constructs
a global model from its local DAG, thereby solving the problem of asynchronous and
abnormal nodes inwireless networks. Based onDAG-FL,Beilharz et al. [5] implemented
biased random walks by integrating the performance of the model on local data as a
bias for the tip selection algorithm, achieving personalized implicit clustering of client
nodes. A compromise can be made between reaching consensus on a common model
and personalizing the model to local data.
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2.2 Federated Learning Resource Allocation

In the context of smart grid, the training accuracy and time of federated learning are
affected by the limitations of various resources such as communication, computation,
and devices. To address the low training efficiency caused by stragglers, Cui et al.
[6] propose a heterogeneous-aware client scheduling strategy based on ISODATA and
explore a resource block allocation strategy based on MIP to accelerate the training
efficiency, taking into account the heterogeneity of participating IoT devices. Lim et al.
[7] considered the node failure and device disconnection, and designed a two-level
resource allocation and incentive mechanism design problem. They adopted an auction
mechanism based on deep learning to obtain the service value of each cluster head.

2.3 Application of Federated Learning in New Power Systems

In the context of smart grids, federated learning has wide application prospects. Jithish
[8] et al. proposed a federated learning-based anomaly detection scheme for smart grids,
where local machine learning training is conducted in smart meters and SSL/TLS pro-
tocols are employed to secure the model parameter updates. Singh [9] et al. introduced a
serverless cloud-based federated learning model for privacy-preserving smart grid data.
The model takes into account dew servers supporting blockchain in each HAN, and uti-
lizes advanced perturbation and normalization techniques to reduce the adverse impact
of irregular workloads on training results.

3 System Model

3.1 System Framework Structure

In order to construct a secure and privacy-preserving data environment for electric power
big data, this paper proposes a new energy-limited DAG-based federated learning frame-
work for the new type of power system. This framework can be used for various business
scenarios of the information and communication security service platform of the new
power system, such as electricity prediction, distributed power device fault detection and
parameter setting, electricity fee recovery, user profiling of power metering systems, etc.
Participants can conduct trusted computing for intelligent computing business of the new
power system under the premise of data privacy protection, breaking down energy data
barriers and efficiently realizing data analysis.

The framework is a fully asynchronous and decentralized federated learning frame-
work, which uses distributed edge devices for data collection and computation, and any
node can choose the latest local reference model when it is idle, and is subject to less
bandwidth constraints.

The system model, as shown in the Fig. 1, includes two types of entities: distributed
edge nodes (EN) and multi-access edge computing servers (MEC), which communicate
with each other through point-to-point network communication. The specific roles of
each entity are as follows:
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(1) EN

Each edge node has hardware capacity limitations, and only stores local data to construct
a sub-DAG that is visible only locally. Local aggregation is performed by selecting and
verifying the accuracy of the tip nodes to update the local model. Then, the local device
attaches the new transaction containing the updated local model to the peer-to-peer DAG
network.

(2) MEC

The MEC server has high computing and storage capacity and serves as a full node,
storing all transactions and constructing the global DAG from the genesis transaction
via point-to-point network communication. MEC enables the DAG network to reach
consensus on the global model.

Fig. 1. Frame diagram of a new power system federated learning system based on DAG

3.2 System Workflow

As shown in Fig. 2, due to the unique asynchronous nature of DAG, there is no need
to stop and wait for the central server to update the global model. Local models can
be freely uploaded. Therefore, each edge node needs to first create a local sub-DAG,
composed of Transactions and their Approvals, and the updating process can be divided
into seven steps.

(1) Random Tips Selection

Tips refer to unapproved transactions, and the local edge node needs to randomly select
ϒ Tips from multiple unapproved transactions to minimize the computational pressure
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on the edge device. If the number of Tips on the local DAG is too large, it indicates that
there may be significant differences between the constructed global models. This will
greatly reduce the efficiency of early models, and even co-constructed machine learning
models may never converge. For different federated learning tasks, keeping the number
of Tips around a constant value L0 (L0 > 0) at any time is the key to ensuring the stable
and efficient operation of system. To simplify the analysis, we represent the setting of
L0 as follows:

L0 = kλ
(
Tcmp + Tval + Tcom

)

(k − 1)f
(1)

In the above formula, λ represents the arrival rate of the Poisson process and can be
considered a constant. k serves as a dynamic weight to maintain the constancy of L0. f
represents the CPU frequency during device training, and Tcmp, Tval , Tcmp represent the
node computation delay, validation delay, and propagation delay, respectively.

(2) Local Accuracy Testing

In the second step, the local edge node selects ϒ tips and conducts precision testing
using its own local privacy testing set to obtain the testing accuracy of each selected tip.

(3) Authentication

In the third step, the local edge node performs transaction verification to verify the
transaction hash information before the integrity of the DAG network to achieve
authentication.

(4) Tips Selection Again

In the fourth step, local edge nodes will sort the accuracy of the Tips tested on their local
sensitive dataset, and select another ν (ν < ϒ) highest accuracy Tips in descending
order.

(5) Local Aggregation

In the fifth step, the local edge node uses the FedAvg algorithm to locally aggregate the
ν(ν < ϒ) highest precision tips to obtain the local reference model.

(6) Local Updates

In the sixth step, the local edge node trains the local model update on its local private
training dataset using the local reference model.

(7) Publish Transactions

In the seventh step, the local edge node publishes a new transaction to the peerDAGnodes
through the P2P network. The new transaction contains authentication information, the
updated local model after training, and the approval information of the selected ν Tips.

For the global DAG, the model needs to be initialized first, with the genesis transac-
tion and pre-defined expected learning accuracy published. The MEC server regularly
updates the global DAG. The accuracy of the latest approved tips is sorted from high
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Fig. 2. Local DAG update process

to low, and the top ν tips with the highest accuracy are selected for global aggregation
using the FedAvg algorithm. The accuracy of the global model is validated, and once
the accuracy exceeds the predefined learning accuracy, the federated learning task ends.

3.3 Analysis of Resource Allocation Problems

In the new power IoT scenario, with the requirements of scalability and flexibility and
considering the complexity of wiring, battery power supply is often used. However,
the energy consumption of devices becomes a critical bottleneck for current federated
learning tasks. In view of the resource optimization and management problems such
as battery energy and communication resource allocation of heterogeneous devices in
low-resource available environments, this paper aims to consider the impact of device
energy consumption on federated learning performance, in order to solve the optimiza-
tion problem of minimizing federated learning task completion time and energy loss
of edge perception devices in the new power system under the constraint of expected
learning accuracy.

3.4 Modeling Resource Allocation

In this study, each device has performance differences (such as CPU). If each device can
freely train and upload local models, resources will be wasted. Therefore, it is expected
to use a local controller for each device to balance its local training time and energy
consumption.

We define a device set D = {1, 2, 3, . . . ,M }, where each device participates in the
federated learning process. The local data of each device can be divided into a training
set and a validation set, where the size of the local dataset is Si, the size of the training
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set is Straini , the size of the validation set is Svali , and the size of the model parameter is
B.

(1) Communication Model

In this framework, the local models are transmitted between devices using the P2P
method. The propagation rate is defined as Vcom, and the propagation delay is Tcom. The
energy loss during propagation can be defined as Ecom

i = TcomPi,t , where Pi,t represents
the transmission power of the device.

(2) Computation Model

For the local selection and aggregation process performed by each participating node
in federated learning, the local training process can be divided into local tips validation
and local model computation.

Due to the elimination of the central server in DAG-based federated learning, a local
reference model formed by local aggregation replaces the global model, and the local
model is temporarily constructed by Tips on the DAG. The number of selected Tips is
defined as ϒ(ϒ >= 1).

Device i uses its local computing resources to verify the accuracy of Tips models.
The validation latency of device i is:

Tval = �iSvali αiϒ

fi
(2)

In the above equations, αi and �i represent the size of one sample data and the
number of CPU cycles needed to process each bit of data for device i, respectively. fi is
the CPU frequency of device i during training.

The CPU energy consumption when device i verification completes multiple tips can
be expressed as:

Ecmp
i = ϒ

�iSvali αi∑

x=1

βf 2i = ϒβ�iS
val
i f 2i (3)

In this equation, β calculates the effective capacitance factor of the chipset for
device i.

The calculation delay of the device updating the model locally is:

Tcmp = �iS
cmp
i αi

fi
(4)

Given the model, the CPU energy consumption of device i during a local training
can be expressed as:

Ecmp
i =

�iS
cmp
i αi∑

x=1

βf 2i = β�iS
cmp
i f 2i (5)
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Combining the above three delays, the comprehensive training delay and compre-
hensive energy loss of device i can be expressed as:

Ti = Tcmp + Tval + Tcom (6)

Ei = Ecmp
i + Eval

i + Ecom
i (7)

The goal of this article is to minimize latency and energy consumption. However,
the latency of the device can be reduced by using the highest frequency at any time, but
this will increase power consumption, meaning that minimizing energy consumption
and latency represents a conflict. Therefore, we need to find a balance between energy
cost and learning time to achieve optimization.

Minimize(Ti,Ei) (8)

4 Resource Allocation Algorithm

Combining the above analysis, we abstract the problem as amulti-objective optimization
problem of minimizing both latency and energy consumption, and propose a solution
based on a Bezier mutation strategy in a multi-objective differential evolution algorithm.
We compare ourmethodwith particle swarm optimization (PSO) [10], genetic algorithm
(GA) [11], and ant colony optimization (ACO) [12] to analyze the most suitable solution
for this problem.

The evolution process of the differential evolution algorithm is similar to that of
the genetic algorithm, and is divided into mutation, crossover, and selection steps. The
difference is that the DE algorithm uses a differential strategy in the mutation operation
[13]. The specific process is as follows:

Initialization of population: A populationX consisting ofNP individuals is randomly
generated uniformly within the solution space range, Xi = (xi,1, xi,2, · · · , xi,D), i ∈
[1,NP],where each individual Xi is represented as a D-dimensional vector.

Mutation operation: In each iteration, three individuals are randomly selected from
the population, denoted as Xi1,Xi2,Xi3, and let i1 �= i2 �= i3. Let g denote the current
generation. Based on theDE/rand/1 strategy, the mutation vector is generated as shown
in Eq. (9).

Vi(g) = Xi1(g) + F · (Xi2(g) − Xi3(g)) (9)

where the scaling factor F ∈ [0, 1]. Traditional mutation strategies cannot clearly iden-
tify local search trajectories nor control the diversity of search trajectories. To address
these issues, we introduce the Bezier mutation strategy, which crosses the current best
and worst points, allowing for a wider local exploration in the limited space, enhancing
the algorithm’s search ability and accelerating its convergence rate. The Bezier mutation
strategy can balance the complexity of search trajectories and the exploration of space.
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Differences in the curvature of different individuals lead to diversity in search trajecto-
ries and drive the population to converge in different directions. The Bezier mutation
strategy is formulated as follows:

Vi(t) = (1 − t)2xworst + 2t(1 − t)xi + t2xbest (10)

where xbest denotes the global optimal individual, xworst denotes the global worst
individual, t is a parameter that controls the mutation mechanism, t ∈ [0, 1].

The crossover operation combines themutated individualVi with the target individual
Xi to generate a trial individual Ui, as shown in Eq. (11):

ui,j(g) =
{
vi,j(g) randi,j[0, 1]cr or i = irand
xi,j(g) else

(11)

where the crossover rate cr ∈ [0, 1], irand ∈ [1,D]. If randi,j ∈ [0, 1] is less than or
equal to cr or i = irand , The mutated genes will be included in the trial individual,
otherwise the original genes will be included in the trial individual.

Selection operation: For each individual Ui, compare it with its parent individual. If
the fitness of the mutated individual is smaller than that of its parent, then replace it.

Xi(g + 1) =
{
Ui(g) f (Ui(g))f (Xi(g))

Xi(g) else
(12)

Our approach to solving the problem is to first determine the objective functions for
the multi-objective optimization problem, then determine the range of variable values
and the method for generating initial solutions. We then use the differential evolution
algorithm based on the Bezier strategy for mutation. It is important to note that the
solution to a multi-objective optimization problem is a set of Pareto optimal solutions,
which cannot be obtained through single optimization. Therefore, in the differential
evolution algorithm, techniques from multi-objective optimization algorithms, such as
non-dominated sorting and crowdingdistance operator, are needed to handle the selection
and maintenance of the Pareto optimal solution set.

5 Simulation and Experiments

5.1 Simulation Parameter Settings

To simulate and verify the effectiveness of the proposed multi-objective differential evo-
lution algorithm based on the Bezier mutation strategy in solving resource scheduling
problems, we use Pycharm to model and simulate a new power system environment
related to resource scheduling problems. The experiment simulates the process of feder-
ated learning training in the new power system environment and sets the CPU frequency
and transmission power of the federated learning devices according to the available
computing resources. The specific experimental parameters are shown in Table 1.

To solveMinimize(Ti,Ei), 1000 iterations were performed with a population size of
50, and the scaling factor and crossover probability were set to 0.8 and 0.5, respectively.
Through experiments, we obtained a set of Pareto optimal solutions for each algorithm.
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Table 1. The specific experimental parameters settings.

Parameter Meaning Value

αi Sample size/bit 24.576

�i The number of CPU cycles required to process each bit of data/cycle·bit−1 30

Pmax Maximum transmit power/w 0.2

fmax Maximum CPU frequency/ghz 1~2

fmin Minimum CPU frequency/ghz 0.1

However, to find the optimal solution from these non-dominated solutions, a specific
optimization objective needs to be defined. Here, we use a weighted sum approach to
assign different weights to each objective function, and then sort all non-dominated
solutions based on a comprehensive index. The top-ranked solution is selected as the
optimal solution. Since energy consumption and time are equally important for the
experimental results, we set the weights of these two objective functions to 0.5, and the
optimization function is transformed into Minimize(0.5Ti + 0.5Ei).

5.2 Experiment and Analysis

Based on the above steps, the optimal solutions for ACO, GA, PSO, and our method
are [2, 3.16E-05], [1.9995, 2.24E-05], [1.9996, 1.66E-05], and [1.9996, 4.77E-05]. The
specific comparison charts for latency and energy consumption are shown above (Figs. 3
and 4).

Fig. 3. Training time comparison graph

It seems that the our algorithm outperformed the other three algorithms in terms of
minimizing the time delay and achieving a good trade-off between energy consumption
and time delay. Thus achieving effective resource allocation in the context of a new type
of power system based on DAG for federated learning.
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Fig. 4. Comparison chart of equipment energy consumption

6 Conclusion

As an important branch of distributed machine learning, federated learning has been
widely applied in various intelligent grid businesses such as load forecasting, distributed
power equipment fault detection and electricity bill recovery. In this paper, we propose a
DAG-based federated learning framework for the new power system scenario. By utiliz-
ing the completely decentralized and asynchronous characteristics of DAG structure, this
framework accelerates the global aggregation and training speed of federated learning
while ensuring data privacy and security. Communication and computation modeling
are conducted for the system, and a multi-objective optimization problem is designed
for energy consumption and time, based on the expected learning accuracy constraints.
A resource allocation algorithm based on differential evolution is proposed to solve this
optimization problem of minimizing the completion time and energy consumption loss
of the federated learning task. Experimental results show that this strategy balances well
between latency and energy consumption. In the future, we will explore the relationship
between the learning efficiency and topology structure of DAG federated learning and
integrate reinforcement learning into the resource allocation mechanism.
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Abstract. With the accelerated transformation of the development of new power
systems, the data interaction between the data center and the edge of the business
system is increasingly frequent, which challenges the reliability and privacy secu-
rity of the data in the interaction process. The existing data interaction schemes
based on data anonymity usually rely on the trusted third party (TTP). However,
the TTP has the risk of a single point of failure and internal leakage. At the same
time, the terminal can easily be hijacked and become a medium to disrupt system
decisions maliciously dur to the lack of security protection of edge networks. To
solve these problems, this paper proposes a reliable data exchange scheme based
on the oblivious transfer (OT) technology in the smart grid. Experiments show that
this scheme can achieve the protection of user privacy without excessive overhead
while getting rid of the dependence on the TTP.

Keywords: Smart grid · Oblivious transfer · Elliptic curve encryption ·
Intelligent terminal

1 Introduction

With the construction of the new power system, the data interaction between smart
meters (SM) and data centers (DC) has become increasingly frequent. Such terminals
are widely distributed on the edge side, showing the characteristics of a wide range
of data collection and a short interaction cycle. Traditional data interaction schemes
have unreliable problems, leading the power grid to make wrong decisions and risk
endangering user privacy.

There are three main types of existing user privacy protection schemes for billing
purposes [1], based on trusted platform module (TPM), cryptographic protocol, and
TTP. TTP is more suitable for data security interaction in the power grid in terms of
performance and scalability considering the resource limitation. The common methods
of TTP include data obfuscation, data aggregation, data anonymity. Compared with the
other two methods, the data anonymization method has more advantages in cost and
data effectiveness. Many researchers and institutions have proposed anonymous user
privacy protection schemes. Ambrosin et al. [2] proposed an anonymous fine-grained
data collection schemewith a verification center like TTP to ensure the normal operation
of the smart meter.Zhang et al. [3] proposed a certificateless ring signcryption scheme.
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Afrin and Mishra [4] proposed an anonymous authentication framework based on an
entity named Anonymizer. Xia et al. [5] proposed a privacy protection scheme based
on a virtual ring. These schemes usually rely on the third-party entity to realize their
security, and the third-party entity must be honest and trusted. However, it is difficult
to guarantee this in practice. According to the ENISA report in 2017, insider threats
account for more than 20% of the threats in the past six years [6]. At the same time,
this centralized approach suffers from a single point of failure. If the trusted third party
suddenly fails to provide services, the data interaction between the cloud and the edgewill
be affected. Therefore, this kind of scheme has the problem of untrusted transmission.At
the same time, most of these schemes assume that the SM is safe and do not consider
the problem of SM hijacking. The SM are easily hijacked by attackers, pretending to be
normal SM and uploading false data to perform various malicious activities against the
power system, such as botnets. The data source may be not trusted.

In response to the above problems, this paper proposes a reliable data interaction
scheme based on OT protocol, in which the intelligent terminal in the station area is
used as the security agent between the terminal and the power system to participate
in the data interaction process, and a trusted evaluation module is deployed on it to
conduct trusted detection of subordinate terminals to ensure the security and credibility
of edge side terminals. At the same time, the intelligent terminal in the station is used to
manage the generation and maintenance of anonymous identity. The intelligent terminal
in the station is combined with the Oblivious Transfer technology (OT) to complete the
conversion process of anonymous identity and real identity without relying on TTP to
protect the privacy and security of user data.

2 Reliable Data Exchange Scheme Based on OT Technology

This section introduces the reliable data exchange scheme based on OT technology
proposed in this paper. Figure 1 shows three interactive entities in the proposed scheme:
data center (DC), Intelligent Terminal (IT)ITs = {IT 1, . . . , ITm}, and smart meters
(SM)SMs = {SM 1, . . . , SM n}. The IT in the station area is responsible for generating
anonymous identities and collecting user data of subordinate SM.The set of SMaffiliated
with the IT in each station area is defined as a delegation domain.

2.1 Source Reliability Based on Trust Evaluation

In order to solve the problem of untrusted sources, this scheme deployed the trust
evaluation module based on artificial intelligence on IT to evaluate the SM. In this
scheme, the time dimension of the system is divided into several time slots, and
Ts = {1, . . . , t, . . . ,T } is the set of time slots. Td is the duration of each time slot t. The
module collects subordinate SM’s multi-source activity data on a cycle of Td , including
traffic and log data. For time slot t, IT will collect the activity data Di

t (including traffic
and log data) of the smart meter SM i in the period of Td . After preprocessing, Di

t will
be submitted to the trust evaluation model for scoring. The scoring result represents the
reliability degree of SM i in time slot t, and it will be combined with the historical score
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to generate the trust score Sit representing the current state of SM i. The higher the risk,
the calculation is as follows:

Sit = (1 − α)Sit−1 + αModel
(
Di
t

)
, Sit ∈ [0, 1] (1)

where Di
t represents the activity data of SM i in time slot t, Sit−1 represents the historical

score of SM i in the last time slot, Sit represents the latest trust score of SM i after
combining the behavior score in time slot t, α represents the influence of the behavior
score in time slot t on the overall score, as a reference for subsequent data interaction.
Model() is a neural network model that outputs the behavior score of the SM i within
time slot t.

After the score Sit corresponding to SM i is obtained, Sit and SM i identification infor-
mation IDi

sm will form a key-value pair (IDi
sm, S

i
t ), which will be saved in the local IT to

generate the device score table Tabtrust = {(IDi
sm, Sit )|i = 1, . . . , n}. Tabtrust can reflect

the overall security situation of the SM subordinate to the IT and will be shared with SM
and DC, as shown in Fig. 1. In the system initialization phase, it is necessary to set the
parameters such as cycle Td , start time, and collection data type. When the new SM i is
registered, it will be verified for security, and the default value will be set to 1.

2.2 Trusted Transmission Based on Intelligent Terminal

In order to solve the problem of untrusted transmission, this paper adopts a non-
aggregated data anonymization scheme, which uses IT to replace fog nodes or TTP
to realize data collection and anonymization processing. In the initialization phase of
the system, theDC generates the key used for data transmission and distributes the public
key to each IT. The public key and the anonymous identity used in data transmission
are obtained from the IT through the registration operation. During the data interaction,
the anonymous identity is used to identify the user, and the user data is encrypted with
the public key and sent to the IT. After receiving the ciphertext data, the IT verifies the
validity of the data and forwards it to the data center. After receiving the anonymous
user bill, the IT will assign the bill to the SM according to the anonymous identity, and
the SM will deliver the bill to the corresponding user, as shown in Fig. 1.

Different from the TTP, which is an independent third party involved in the data
transmission process, the IT is an important part of the smart grid, which undertakes
important functions such as data collection, status monitoring, and indicator analysis. If
the IT is directly used to replace the TTP to complete the data collection and anonymous
processing tasks, therewill be a situation in that IT andDCconspire to obtain user privacy,
so it is necessary to reform this process. In this paper, it is assumed that DC knows the
relationship between SM and user, and in the process of data transmission, there are
three links that may lead to the disclosure of user privacy, which are anonymous identity
acquisition, data upload, and bill delivery. A)Anonymous identity acquisition.When SM
joins the smart grid, it needs to registerwith IT and obtain the key and anonymous identity
from IT. If the direct distribution method is adopted, IT knows the relationship between
the anonymous identity and SM, and DC knows the relationship between SM and the
user. DC can know the user corresponding to the anonymous identity. B) Data upload.
In the process of data upload, IT will collect user data from SM, which is equivalent
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Fig. 1. Data security interaction based on the intelligent terminal

to IT knowing the relationship between data and SM, and DC can determine the user
identity corresponding to anonymous data through the relationship. C) Bill delivery. In
this step, the IT needs to know the relationship between the bill and SM before it can
deliver the bill to the corresponding SM. However, because the bill is identified by an
anonymous identity, the IT can indirectly obtain the relationship between the anonymous
identity and SM through the relationship between the bill and SM. In this paper, dynamic
anonymous identity management, cooperative forwarding, and OT protocol are used to
solve the hidden dangers existing in the above links and realize the separation of data
and specific user identity.

2.2.1 Parameter Initialization

In this paper, DC uses the ECC algorithm to generate the key required for encryption.
The elliptic curve cryptography algorithm iswidely considered to be the best asymmetric
algorithm in the case of a given key length. The initialization process is as follows:

(1) Chose an elliptic curve Ep(a, b):

y2 = x3 + ax + b(modp), x, y ∈ [
0, p − 1

]
(2)

where p is a prime number, and a and b satisfy 4a3 +27b2 �= 0. Take a pointG(x, y)
on the elliptic curve as the base point, determine the order n of G (n is a prime
number).

(2) Determine the private key k(k < n), and generate the public key Q = kG.
(3) DC sends the curve Ep(a, b), public key Q, and base point G to IT and stores them

locally in IT. When SM registers with IT, it sends them to SM, and the private key
is stored in DC.
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2.2.2 Dynamic Anonymous Identity Management

In order to solve the collusion problem of IT and DC, this scheme designed a dynamic
anonymous identity management mechanism in anonymous identity assignment. SM
needs to have an anonymous identity before participating in data sharing, and the anony-
mous identity is managed and allocated by IT. The newly joined SM first registers with
IT. The registration process is as follows:

(1) When the SM requests the IT, it will send the verification information and the regis-
tration request to the IT, and the IT will send the verification request to the DC after
receiving the request.

(2) DC will check upon receipt and inform IT after successful verification. After IT
confirms, it will generate a set of anonymous identity IDsan = {an1, . . . , ank} and
jump times c, which will be assigned to SM with public key Q and the device score
table Tabtrust .

(3) After receiving, SM will randomly choose an anonymous identity ani from IDsan
and save it locally, then remove the identity from IDsan, subtract c by 1, and send
the remaining identity IDsan − ani to the next SM, which is randomly selected from
the high trust score SM of Tabtrust .

(4) The received SM decides with probability P whether to pick one of them to replace
its original identity. If so, it will be removed from the IDsan, c = c − 1, and sent to
the next SM in the delegation domain.

(5) If IDsan are nonempty and c > 0, repeat (4). Otherwise, it ends.

2.2.3 Cooperative Forwarding

In the data upload process, this paper adopts cooperative forwarding to realize the sep-
aration of data and SM. In this method, the user data of SM (SM source) is not directly
uploaded to IT but indirectly forwarded by other SM (SM transfer) in the same domain.
However, SM with a high score is selected as SM transfer according to the score table
Tabtrust obtained from IT. At the same time, in the process of selection, multiple SM source

may select the same SM as SM transfer . Considering the limitation of SM resources, the
SM cannot afford such a scale of forwarding tasks. To solve this problem, SM source will
select multiple SM as SM transfer from Tabtrust and deliver the data to the corresponding
SM transfer after fragmentation, and finally reproduce in DC. In this mode, on the one
hand, the amount of data processed by SM transfer can be balanced to avoid the extreme
situation that a single SM transfer handles all forwarding requests around it. On the other
hand, data security can be improved because a SM transfer can only obtain a part of the
complete user data, and only DC can obtain all the data fragments to reassemble the
complete user data. The complete process is as follows:

SM source to SM transfer : At the beginning of data upload, SM i will select l high
score SM from Tabtrust , from which t SM will be selected to form SM transfer set
SMstransf = {SM 1, . . . , SM t}. After determining SMstransf , SM i will fragment the trans-
mitted dataDi and divide it into a set of data sub-slicesDsi = {D1

i , . . . ,D
t
i} to ensure that

the information of the overall data cannot be deduced from a single Dj
i as much as pos-

sible. After fragmentation, SM i will concatenate its anonymous identity ani with each
data slice to generate plaintext message uj = ani||Dj

i and obtain plaintext message set
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us = {u1, . . . , ut}. SM i will use public key Q to encrypt the plaintext message
in us to generate ciphertext message mj = EncryptQ(uj) and obtain ciphertext set
ms = {m1, . . . ,mt}, and then forward the message in ms to SM in SMstransf .

SM transfer to IT: After receiving the forwarding message, SM transfer will query the
score corresponding to SM source from Tabtrust , reject the message from low-scoring
SM source, accept the ciphertext message from high-scoring SM source, and upload the
ciphertext message to IT.

IT to DC: IT will query the score corresponding to the SM transfer sending message
from Tabtrust , discard the message with a low score, cache it locally with a high score,
and finally upload it to DC uniformly.

Through the three trusted queries of SM source, SM transfer , and IT, it can ensure that
the participating entities in the whole data upload process are high-score entities.

2.2.4 Bill Delivery Based on Oblivious Transfer Technology

In the process of bill delivery, this paper uses OT technology to achieve the anonymity
of the real user identity. DC delivers the user bill with an anonymous identifier to each
IT and then sends it to the corresponding subordinate SM. The bill delivery of IT can
be transformed into a query problem. SM queries the corresponding user bill from IT
according to the anonymous identity. OT technology can ensure that IT cannot obtain
SM query content. The bill delivery process is as follows:

DC to IT: DC receives the ciphertext set MIT = {m1
1, . . . ,m

t
n} uploaded by IT

and needs to perform decryption and reassembly operations on MIT . In the decryption
process, DC uses the private key k to decrypt the ciphertext fragments mi in MIT in
turn to obtain the plaintext data uj = ani||Dj

i = Decryptk(m
j
i) and reorganizes the data

fragments from the same SM according to the ani in uj to obtain the complete user
data Di. After obtaining the user data, DC will analyze Di and generate the user bill bi.
When delivering a bill, DC combines the user bill bi with the corresponding anonymous
identity ani to generate the message Bi = ani||bi, and obtains m groups of message sets
Bs = {B1, . . . ,Bn}. When delivering a bill, DC will send these m groups of Bs to the
corresponding IT.

IT to SM: When the IT receives the Bs, it will initiate an OT interaction request
with the affiliated SM and send the bill bi to the SM i whose anonymous identity is ani
through the OT protocol. The IT can know that the SM i queried its bill from the Bs, but
it cannot determine which specific bill was queried by the SM i. The anonymity of bi in
the corresponding SM i query can be well guaranteed by OT protocol in the interaction
process. The OT protocol in this paper adopts the scheme proposed by Tzeng [7], and
the specific process is as follows:

(1) IT determines the system parameters (g, h,Gq), where Gq is a group of order q, q
is a large prime number, g and h are two generators of Gq. At the same time, the
anonymous index table Tabindex is generated. The parameters and Tabindex are shared
to the subordinate SM i.

(2) When SM i obtains the parameters (g, h,Gq) and Tabindex, it participates in the OT
interaction process. SM i will generate a random number r, r ∈ Zq and save r. SM i
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determines the index i of anonymous identity ani according to Tabindex, calculates
y = grhi by r and i, and then SM i will send y to IT.

(3) After receiving y, ITwill generate a random number d , d ∈ Zq and calculate a = gd ,

and ci = bi ⊗ H ((y/hi)
d
, i), where H () is a cryptographic strong hash function.

Finally, the IT will send the encrypted data (a, c1, . . . , cn) to the SM i.
(4) When the SM i receives (a, c1, . . . , cn), it will use the parameters r, a, andci gener-

ated in steps 2 and 3 to calculate bi = ci ⊗ H (ar, i), which is the electricity bill of
the SM i user, and the SM i will send the bill to the user.

In the data interaction scheme proposed in this paper, IT and DC can confirm that
the SM participating in data interaction is trusted through the device score table, and
SM source can ensure that the SM transfer forwarding data is a trusted SM,which eliminates
the participation of untrusted SM and solves the problem of the untrusted source. In the
data upload process, the relationship between data and source SM can be unlinked
through the cooperative forwarding between SM. In the process of data delivery, the IT,
instead of the TTP, complete the delivery of user bills by using OT technology to avoid
the risk of internal leakage and single point in TTP. In the interaction process, no entity
except DC has the opportunity to obtain the complete user data and bill, which solves
the untrusted transmission problem.

3 Scheme Analysis and Experiment

This section evaluates the performance of the proposed method and analyzes the com-
putational and communication costs of the proposed scheme. In the experiment, this
paper uses Pytorch, phe, and tinyec libraries to simulate the data interaction process to
evaluate the cost of the scheme. The experimental environment is Win10, 2.5 GHz Intel
Core i5 CPU, 16GB RAM, and Python3.

In this scheme, the cost can be divided into two parts, the cost of trust evaluation and
the cost of data exchange. The former is borne by IT, and the latter is borne by SM, IT,
and DC.

3.1 The Cost of Trust Evaluation

In the evaluation of the trust evaluation cost, the computational cost are defined as the
time consumption of the model to analyze the data, and the communication cost are
defined as the communication cost generated by collecting the user data. The hybrid
data set composed of the HDFS [8] and N-BaIoT [9] datasets is used to simulate the
computation time of the model in the trust evaluation. In the simulation, it is assumed
that the activity data generated by each SM in each period is 100 samples, the different
number of SM is set, and the evaluation model is used to calculate the evaluation delay
of the corresponding dataset. (a) is the calculation delay of a trust evaluation when the
number of SM is different in Fig. 2. When the number of SM is 100, 200, 300, 400,
and 500, the computational cost is about 2.11, 4.31, 6.57, 7.65, and 9.21 s, respectively.
(b) shows the communication cost generated by a trust evaluation under the assumed
conditions in Fig. 2. When the number of SM is 100, 200, 300, 400, and 500, it is about
78.18, 156.31, 234.43, 312.55, and 390.68 KB, respectively, which is mainly generated
by the activity data collection between IT and SM.
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(a) Computational cost         (b) Communication cost 

Fig. 2. The cost of trust evaluation

3.2 The Cost of Data Interaction

The computational cost of data interaction mainly comes from three steps, which are the
encryption operation performed by SM when data is uploaded, the decryption operation
performed by DC after the ciphertext data is collected, and the OT protocol executed
between IT and SM when the bill is delivered. The computational cost involves SM, FN
(fog node devices, such as IT or BG), and DC. The three types of entities contribute
different computational costs, respectively, and the lighter operation overhead, such as
addition operation, is ignored in the calculation. The applied symbols and definitions
are shown in Table 1. At the same time, this scheme is compared with scheme [3] and
scheme [5]. In the scheme, n is assumed to be the number of SM, the computation cost
of a single SM is denoted as Tenc + 3Teq + Tmq, the computation cost of FN is denoted
as (2n + 1)Teq, and the computation cost of DC is denoted as nTdec. In scheme [3],
these costs are respectively 2Tm + (2n+ 5)Tmq, 4Tmq + Tenc, and nTdec, and in scheme
[5], these costs are respectively 2Te + Tm + Tsig + Tenc, n(Tver + Tdec) + (n − 1)Tm,
and Te. Obviously, compared with schemes [3, 5], this scheme requires less computing
resources for SM, and the computing cost generated on IT or fog nodes is mainly the
exponential operation required to execute OT protocol in the bill delivery process.

In scheme [3], this portion of the cost is the responsibility of the TTP. At the same
time, this section simulates and tests the actual computing cost. The dataset adopted for
the experiments is the REFIT electrical load measurement dataset [10], which includes
clean electricity consumption data (in watts) for 20 households at the aggregate and
device level with a timestamp and sampling interval of 8 s. Because the ECC algorithm
is used in this scheme, the data needs to be plaintext encoded and mapped to a point on
the elliptic curve before encryption, and the koblitz method [11] is used to realize this
process in the experiment. Through simulation, the average time for a single SM in this
scheme to encrypt plaintext data into ciphertext data is about 70ms. When DC performs
data decryption, the time to decrypt the ciphertext data provided by a single SM is about
16 ms and the total time increases as the number of SM increases.

This paper compares the proposed scheme with the schemes [3, 5]. This experiment
is based on ECC and Paillier encryption algorithm to reproduce the scheme [3] and
scheme [5]. In this scheme and scheme [3], data uploading of SM is a parallel process,
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Table 1. Symbol and definitions

Symbol Definition

Tenc Encryption operation of a single SM data

Tdec Decryption operation of a single SM data

Tsig The signing operation of a single SM data

Tver Signature verification operation for a single SM data

Te Exponentials on Zq

Tm Multiplication on Zq

Teq Exponentials on Gq

Tmq Multiplication on Gq

and multiple SM can be executed at the same time. In contrast, the data uploading of
reference [5] scheme is a serial process of constructing a virtual ring, and terminals on
the same virtual ring cannot be carried out simultaneously. As shown in (a) of Fig. 3,
the computational cost in the figure is the sum of the computational cost of all SM. The
computational cost of the proposed scheme includes the cost of encrypted uploading and
executing OT protocol, which increases with the increase of the number. The proposed
scheme’s computational cost is less than schemes [3, 5]. Compared with the scheme [3],
it is 0.361, 1.217, 2.181, 4.579, 1.47s, respectively, and compared with the scheme [5],
it is 2.683, 4.646, 5.51, 8.209, 5.603s, respectively.

(a) Computational cost on SM      (b) Computational cost on FN 

Fig. 3. Computational cost

(b) Shows the computational cost of multiple schemes on the fog node devices
between SM and DC in Fig. 3. In order to simulate the execution process of the OT
protocol of this scheme, the snowflake algorithm is used to generate a set of anonymous
identity sets, and data is extracted from the REFIT dataset to simulate the billing dataset.
In the process of execution, the terminal needs to communicate three times if it wants
to get the corresponding bill from the IT. In the experiment, the oblivious transmission
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process between IT and SM was simulated when the bill number was 100, 200, 300,
400, 500. The cost of this scheme was slightly higher than that of the scheme [3] but less
than that of the scheme [5] and about 0.52, 1.003, 1.57, 1.659, 2.755 s higher than that
of the scheme [3]. Compared with the scheme [5], it is reduced by about 2.795, 5.239,
8.069, 10.869, and 12.212 s.

4 Conclusion

To solve these problems, this paper proposes a reliable data exchange scheme based
on OT technology in smart grid. This scheme evaluates the status of smart meters by
analyzing the multi-source activity data of SM through the trusted evaluation module
deployed on the IT and uses the IT to manage the generation and maintenance of anony-
mous identities. In this way, the trust evaluation of the terminal is used to ensure the trust
of the source of the interaction, and the OT technology is used between SM and IT to get
rid of the dependence on the TTP and ensure the trust of the interaction transmission.
Finally, the experimental results show that the scheme can share fine-grained data and
get rid of the dependence on TTP, and realize the protection of user privacy. Meanwhile,
compared with other schemes, this scheme has certain advantages in the computing cost
of data interaction.
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Abstract. Comparedwith traditional Ethernet, FlexE network has the advantages
of flexible and variable multi-grain rates, decoupling from the optical transmis-
sion capability, IP and optical convergence networking, and enhanced QoS for
multi-service bearers. In this context, an algorithm (JLRB algorithm) is designed
in this paper for FlexE networks with high traffic services. This paper first intro-
duces the FlexE network technology and the research background, and then two
factors: load balancing and risk balancing to be considered and optimized by the
algorithm are analyzed. In the next section, the expressions of each parameter in
the algorithm are defined and the specific procedure of the algorithm is designed.
In the simulation experiments, the performance of the proposed algorithm is tested
and compared with the comparison algorithm (LRWS algorithm). The superior-
ity of the designed algorithm is proved by the comparison experiments with the
comparison algorithm.

Keywords: FlexE network · Load balancing · Risk balancing

1 Introduction

Flexible Ethernet (FlexE) is a technology developed on the basis of Ethernet to meet the
needs of high-speed transmission and flexible bandwidth configuration. Since the 1980s,
the development of Ethernet technology fully follows the standard architecture set by
IEEE 802.3, and is rapidly developing under the joint drive of industrial technology and
business needs, becoming the most widely used L2 interconnection technology with the
most complete ecosystem in the IT industry. Ethernet technology follows theMAC/PHY
layer standard defined by IEEE 802.3 at the interface level, and develops according to
the evolution path of 10G-25G-50G-200G-400G-800G.

In recent years, with the rise of services such as cloud computing, video and mobile
communications, people’s demands on IP networks have gradually shifted from focus
on bandwidth to service experience, quality of service and networking efficiency. In
order to meet the above requirements, Ethernet as the underlying connection technology,
in addition to keeping the advantages of low cost, high reliability and operation and
maintenance, also needs the following capabilities: flexible and variable multi-grain
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rates, decoupling from the optical transmission capability, IP and optical convergence
networking, enhanced QoS capability for multi-service bearing.

The FlexE technology was created by introducing the FlexEShim layer on the basis
of IEEE802.3 to decouple theMAC layer from the PHY layer, thus enabling flexible rate
matching. In theFlexEnetwork,multipleEthernet PHYsare combined together as aFlex-
EGroup and carry one/multiple FlexEClient data streamsdistributed andmapped through
FlexEShim. In this way, FlexE implements three functions: ➀ Binding: bundling mul-
tiple IEEE 802.3 standard physical interfaces so that multiple PHYs can work together
to support higher rates. ➁ Sub-rate: lower-rate data streams share one PHY or multiple
PHYs. ➂ Channelization: multiple lower-rate data streams share one PHY or multiple
PHYs.

FlexEShim layer can divide each 100GE PHY(also 50GE) in a FlexE Group into 20
time slots of data bearing channels, each PHY corresponding to this group of time slots
is called a Sub-calendar, where the bandwidth corresponding to each Slot is 5 Gbps.

Fig. 1. GroupLink structure

Figure 1 shows an example of the link structure between two FlexEGroups. Each
FlexEGroup consists of four PHYs. Four physical links form a logical GroupLink (a link
not specifically described in this paper refers to such a GroupLink composed of several
physical links).

The routing function of FlexE devices and management software generally uses
the shortest path routing. The current research lacks the study of routing strategies for
networks composed of FlexE devices in different service scenarios, and lacks further
division and planning of the degree of protection for different types of services. In this
paper, we proposed a routing algorithm for FlexE networks with high-traffic services,
and verified the advantages of this algorithm, which can improve network utilization,
reduce network risks, and enable more efficient utilization of resources.
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2 Related Work

FlexE networks and network routing algorithms have been studied and applied by a
number of scholars. Reference [1] and reference [2] verified the effectiveness of FlexE
hard slicing on network resource utilization enhancement. Reference [3] investigated
the application of FlexE devices to edge nodes of multi-layer multi-domain networks
formed by combining IP networks with optical networks, and their algorithms for time
slot allocation and routing computation. The cross-layer routing planning problem for
both single-hop and multi-hop scenarios in the case of combined FlexE and Elastic
Optical Network is discussed in reference [4]. Reference [5] uses the Long Short Term
Memory model to predict the next moment service traffic and dynamically allocate the
time slot resources to improve the resource utilization. In reference [6], hybrid multi-
plexing of FlexE groups is used to improve the utilization of group bandwidth resources.
Reference [7] proposed a route balancing algorithm formanaging the degree of balancing
of small granularity service slices, but this study did not consider service characteristics
or distinguish node types. Reference [8] proposed a load balancing technique (LBT) that
can be used for different networks. Reference [9] studied a joint routing algorithm using
load balancing and risk balancing in power networks. Reference [10] proposed a service-
based routing wavelength assignment (RWA) algorithm in power optical transmission
networks. The algorithm is designed to solve the problem of routing wavelength assign-
ment for multiple service level requests in complex power optical transmission network
topology. Two load balancing algorithms with different objectives are provided in refer-
ence [11]. Reference [12] and reference [8] investigated the load balancing mechanism
in resilient optical networks. Reference [13] investigated the algorithm for balancing
based on service importance, which is helpful for the risk balancing idea in this paper.

It can be seen that the current research lacks the study of routing strategies for
networks composed of FlexE devices in different scenarios, aswell as the further division
and planning of routing and protection strategies for different types of services. This
paper takes this aspect as the starting point for research.

3 Algorithm Design for Joint Load and Risk Balancing

The routing algorithm studied in this paper focuses on high-traffic services. The business
characteristics of such services are listed as follows: high traffic, high bandwidth demand,
tight FlexE resources, and relatively low delay sensitivity and reliability requirements.
In such a scenario, bandwidth resources are relatively tight, so 1:N protection is used
for such services. A typical service example is the IPTV service.

The routing of such services needs to consider the following two factors: load bal-
ancing and risk balancing. The routing algorithm designed in this paper considers the
optimization degree of both factors in a balanced way, i.e., the joint optimization of load
balancing and risk balancing is used as the routing strategy.

3.1 Load Balancing Analysis

As bandwidth resources for high traffic services are tight, so using the idea of load
balancing for routing planning can improve network resource utilization, increase the
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number of bearable services, and prevent congestion. This paper proposes the parameter
load weight as one of the metrics for routing. Displayed equations are centered and set
on a separate line. The load weight of link xy (C1(x, y)) is calculated as follows:

C1(x, y) = C0

s(x) ∗ [1 + k(x)] ∗ s(y) ∗ [1 + k(y)] ∗ w(x, y)
(1)

In expression (1), C0 is a constant. s(x) = freeslot
phynum×slotnum indicates the service

admission capacity of node x (the number of free time slots of node x as a percentage
of the number of all time slots of node x). k(x) = freephy

phynum indicates the ability of node
x to add the remaining group links again (the number of unused PHY of node x as a
percentage of the total number of PHY of node x).

w(x, y) = freebandwith
B(x,y) indicates the unused bandwidth on link xy as a percentage of

the total bandwidth of link xy (B(x, y)).

3.2 Risk Balancing Analysis

Since most of the protection policies for high traffic services use 1:N protection, which
is a low level protection, so during the routing process, it is necessary to consider the
risk level of the current links, to prevent the entire network and operators from being
greatly affected by link failures of a more concentrated risk of a certain link. This paper
proposes the parameter risk weight as another one of the metrics for routing.

When s(x) or s(y) or w(x, y) is equal to 0, it means that the resources of the corre-
sponding node or link are exhausted, then link xy should not be selected as the routing
path, and C1(x, y) at this time is set to an extreme value in the specific process of routing
path calculation. The risk weights of link xy (C2(x, y)) is calculated as follows:

C2(x, y) = −
∑M

i=1
D(x, y)lnη ∗ Ri(x, y)

1 + RiMax(x, y) − Ri(x, y)
(2)

In expression (2), M is the actual number of fibers between node x and node y (i.e.,
the number of Group-bound PHY). For a service carried on FlexEGroup, it can use any
number of PHY bound by the Group for transmission, and according to the number of
PHY used, the risk weight on each physical fiber used by this service is calculated and
summed up respectively. D(x, y) denotes the link length and η denotes the availability
rate per fiber length which is defined in detail in in reference [14].

The parameter Ri(x, y) in expression (2) represents the risk on the physical link and
is calculated as follows:

Ri(x, y) =
N∑

j=1

(Priorityj +
Bj − Bmin

Bmax − Bmin
) ∗ [1 − ηD(x,y)] (3)

This expression represents the risk of a physical link in link xy. N is the number
of services carried on the physical link, Priorityj is a floating point number from 1.0
to 9.0, representing the service weight. Bj is the service bandwidth, and Bmax is the
maximum bandwidth of the services on the physical link. In the expression the impact
of bandwidth Bj is scaled to the [0, 1] interval, so that its impact on link risk only shows
a more significant effect between services of the same priority.
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3.3 Joint Load and Risk Balancing Algorithm

Considering the above load weights and risk weights, the two weights need to be nor-
malized and mapped onto the interval [0, 1] and weighted to obtain the path weights of
link xy as the selection index of the final routing algorithm. The path weights of link xy
(C(x, y)) is calculated as follows:

C1′(x, y) = C1(x, y) − C1Min(x, y)

C1Max(x, y) − C1Min(x, y)
(4)

C2′(x, y) = C2(x, y) − C2Min(x, y)

C2Max(x, y) − C2Ma′x(x, y)
(5)

C(x, y) = αC1′(x, y) + (1 − α)C2′(x, y) (6)

The value of α in the path weight is a weighting factor in the range of [0, 1], and
multiple experiments are conducted to determine the appropriate value for load balancing
and risk balancing to achieve better results. In the normalization, if the maximum value
of the load weight or risk weight is equal to the minimum value (e.g., when initializing
the network topology), the normalized weight is set to 0.

The optimization objectives in this paper are as follows:
Link time-slot utilization standard deviation:

σ1 =
√∑

e∈E (μe − μ̃)2

|E| − 1
(7)

Link risk standard deviation:

σ2 =
√∑

(x,y)∈E [R(x, y) − R(x̃, ỹ)]2
|E| − 1

(8)

In this paper, an algorithm is designed to make both objective standard deviations
small as a way to achieve good optimization results, which is called the joint load
and risk balancing algorithm (JLRB algorithm). In the simulation, firstly, multiple sets
of experiments are conducted to observe the optimization of the two target standard
deviations under different weighting factos, and the appropriate one will be chosen.
After that, the capacity of certain links in the network topology is changed to compare
the degree of optimization of the two objectives between the algorithm designed in this
paper and the comparison algorithm. Figure 2 shows the flow chart of the algorithm, and
Table 1 shows the specific steps of the algorithm.

4 Simulation

The simulation uses the same network topology as in reference [10]. It is the communi-
cation network topology of a city in Jiangsu Province of the State Network in China to
verify the effectiveness of the algorithm proposed in this paper. The topology consists
of 29 network nodes and 48 different types of fiber optic cable links with a node average
degree of 3.3, as shown in Fig. 3.
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Fig. 2. Algorithm flow chart

In Fig. 3: Node 14 is the first-level dispatch center. Nodes 5, 20 and 29 are the
second-level dispatch centers, and the rest of the sites are ordinary network nodes. The
nodes are linked by fiber optic cables, and the number and length of fiber optic cables are
marked in the figure. There are three colors of links in the diagram, which correspond
to three different types of fiber optic cables. The blue link is OPGW fiber optic cable,
with 99.84% availability per km η. The black link is a normal fiber optic cable with 99%
availability per km. In the FlexE network, by default, a FlexEGroup consists of four 50G
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Table 1. Specific steps of the JLRB algorithm

Fig. 3. Network topology used in the simulation
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PHYs. This means that each link has a default capacity of 200G and consists of four
physical links.

The services carried by the network topology in Fig. 3 are characterized by large
bandwidth, relatively low requirements for latency and reliability, and centralized
scheduling near the center. Therefore, the services are randomly generated according to
the following rules: 70% of the services are near the primary and secondary dispatch
centers, and one of Nodes is randomly selected. 14, 5, 20 and 29 are as one of the end-
points of the services, and then a node no more than three hops away from the endpoint
is randomly selected as the other endpoint of the service. The source and destination
nodes of the remaining 30% of the services are randomly selected among all nodes. The
weights of all services are one random floating point number between 1.0 and 9.0, and
the bandwidths are one random floating point number between 10.0 and 30.0G.

4.1 Choose Weighting Factor

After initializing the network topology, 25 services are randomly generated according
to the above rules, i.e., 70% of the services are concentrated near the dispatch center and
the remaining 30% are random. And the routing planning is performed for each service
in turn using the designed algorithm with different weighting factors. The standard
deviation of time slot utilization and link risk standard deviation are calculated for each
link after the planning is completed. The value of α is adjusted several times, and the
same set of services is planned again and two standard deviations are calculated. The
two standard deviation vs. α line graphs are plotted as shown in Fig. 4.

The two optimization objectives are the standard deviation of link time slot resource
utilization and the standard deviation of link risk. The smaller the standard deviation of
link time slot resource utilization, the more balanced the allocation of time slot resources
on each link, i.e., the better the optimization degree of load balancing. The smaller the
standard deviation of link risk, the more balanced the risks induced by the assigned
services on each link, and the less likely multiple important services will fail because of
one link failure, i.e., the better the optimization of risk balancing.

As shown in Fig. 4, the standard deviation of link time slot resource utilization
decreases with the increase of the weighting factor α on the whole and fluctuates in
some intervals, while the standard deviation of link risk changes in the opposite direction,
increasing with the increase of the weighting factor. According to the analysis of the
two line graphs, we can see that when α is taken around 0.45, both load balancing and
risk balancing can get good optimization results. For high traffic services, the standard
deviation of link time slot resource utilization is more important, so α = 0.5 is selected.
In the subsequent simulation experiments, the value of α = 0.5 is taken.

4.2 Simulation and Analysis

In this paper,we choose theLRWSalgorithm (Load andRiskWeight Smallest algorithm)
proposed in reference [10] as the comparison algorithm of JLRB algorithm. LRWS algo-
rithm is similar to Dijkstra algorithm, which directly selects the path with the minimum
sum of path weights for each service and dynamically updates the path weights. The
path weights of LRWS algorithm are also derived from the load weights and risk weights
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Fig. 4. Impact of the weighting factor α on optimization objectives

which ensures that the comparison algorithm can also take effect for both optimization
objectives. In this paper, the path weight calculation formula of LRWS algorithm is
changed to be the same as the path calculation formula of JLRB algorithm in order to
adapt it to the FlexE network with high traffic service. This allows a visual comparison
of the difference in the degree of optimization of the two objectives between the JLRB
algorithm and the LRWS algorithm.

For FlexE networks with high traffic services, a common situation is to build the
network with trunk links as high-capacity links to cope with the concentrated high traffic
services. Corresponding to the network structure in this experiment, the links near the
primary dispatch center and the secondary dispatch center are set as high-capacity links,
i.e., 400G links with eight physical links bound. In this experiment, when the number
of 400G links is 0, all links are 200G, and when it is 3, links 5–6, 9–14, 20–21 are set
to 400G, and the rest of the links are still 200G.The topology is initialized in the similar
way when it is of other values. Six experimental scenarios are set from the smallest to
the largest number of 400G links.

With the expansion of the trunk link, the random range of service bandwidth was
doubled to 20.0–60.0G. The experimental data of the JLRB algorithm and the LRWS
algorithm are shown in Table 2.

The percentage reduction of the two standard deviations of the JLRB algorithm
compared to theLRWSalgorithm is used as an indicator of the performance improvement
of the JLRB algorithm on load balancing and risk balancing. Based on the data in Table 2,
the performance improvement curve of the JLRB algorithm compared to the LRWS
algorithm can e plotted.

It can be seen from Fig. 5 that the JLRB algorithm outperforms the LRWS algorithm
in both load balancing and risk balancing in all six scenarios. The overall trend of load
balancing improvement of JLRB algorithm is that it increases with the number of 400G
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Table 2. Comparison of the two target standard deviations of JLRB and LRWS

σ1 σ2

Number of 400G links JLRB LRWS JLRB LRWS

0 0.155978499 0.167448117 0.320082041 0.376150177

3 0.158156863 0.170605014 0.316764964 0.375181164

9 0.143226034 0.161175867 0.262590306 0.345898818

12 0.12812342 0.148012604 0.25360387 0.297080131

15 0.097974598 0.107907227 0.246062283 0.312148146

24 0.095792394 0.103475166 0.260295402 0.306150177
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Fig. 5. The degree of improvement of JLRB compared to the LRWS

links, then decreases after reaching the peak, and the risk balancing improvement of
JLRB algorithm is roughly the same trend although there are fluctuations in the middle.

The reason for this trend is that the JLRB algorithm can effectively prevent a spike
in time-slot utilization for a link with a small capacity but a large percentage of free time
slots for a service with a lot of traffic (which appears in the LRWS algorithm). As the
number of 400G links near the primary and secondary dispatch centers increases, the
degree of link variation in the service concentration area increases and then decreases
(when 24 400G links, almost all links in the service concentration area, are 400G, and
the degree of variation is small). The link variability in the service concentration area
leads to the above-mentioned phenomenon of link time slot utilization spike in the
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LRWS algorithm, i.e., the LRWS algorithm will face the problem of choosing a high-
capacity, high time slot utilization path or a small-capacity, low time slot utilization path.
Therefore, the degree of load balancing and risk balancing optimization of the JLRB
algorithm increases and then decreases with the increase of the number of 400G links.

5 Conclusion

In this paper, a routing algorithm is designed for high traffic FlexE networks, and this
JLRB algorithm integrates the load and risk values of links, and introduces weighting
parameters to design the expressions of link weights. In the simulation experiments, the
values of the weighting parameters are determined by the simulation results of the JLRB
algorithm with different weighting parameters. After that, several sets of experiments
were conducted in different scenarios together with the comparison algorithm (LRWS
algorithm). The simulation results show that the JLRB algorithm has improved in both
load balancing and risk balancing compared with the LRWS algorithm, and at the same
time, the degree of load balancing and risk balancing of the JLRBalgorithmboth increase
with the increase of the degree of inter-zone link differences. When a certain number of
high-capacity backbone links are reached, the inter-zone link discrepancy increases to
the peak and the performance of the JLRB algorithm reaches the peak, and then turns to
a decreasing trend. The experiment proves the effectiveness of the JLRB algorithm pro-
posed in this paper, which has some reference significance for FlexE network planning,
network routing, and risk reduction.
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Abstract. Network fault prediction is one of the important means to ensure net-
work security and stable operation. Efficient fault prediction can improve the abil-
ity of operation and maintenance personnel to deal with faults and reduce losses
caused by faults. In edge scenarios, device resources may be limited by hardware
resources, such as storage space, memory, processing power. They may also be
limited by unstable network connections, such as limited bandwidth, high packet
loss rate, and large delay. This paper investigates the research status of network
fault prediction at home and abroad. Currently, commonly used network fault pre-
diction methods include methods based on statistics, based on machine learning,
and based on deep learning. These network fault prediction methods can learn the
characteristics of network faults and have achieved good results in network fault
prediction tasks. However, the methods based on neural networks have a large
computational resource overhead and are easily limited by device performance
in edge scenarios. The methods based on statistics and machine learning have
low cost but low accuracy. In this paper, an edge side network fault prediction
model based on improved BiLSTM is designed, and improve the continuous dis-
tillation technology to design Stage Continuous Knowledge Distillation (SCKD).
The simulation experiments prove that the student model performs similarly to the
teacher model in terms of accuracy and F1-Score, and has lower memory usage
and parameter volume.

Keywords: Knowledge distillation · Fault prediction · Lightweight method ·
BiLSTM

1 Introduction

In the modern network environment, the occurrence of network failure may lead to
serious consequences such as communication interruption, business interruption and
data loss. These failures not only pose threats to the security and stability of the network,
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but also negatively impact business operations and user experience. In order to ensure
the reliability and normal operation of the network, network fault prediction becomes a
crucial task.

In edge scenarios, device resources may be limited by hardware resources, such as
storage space, memory, processing power, etc. They may also be limited by unstable
network connections, such as limited bandwidth, high packet loss rate, and large delay.
Traditional network fault prediction methods usually rely on large-scale computing and
storage resources, and perform poorly in this scenario. In this context, network fault
prediction technology based on knowledge distillation emerged as the times require,
providing a new solution for network fault prediction.

Knowledge distillation is a transfer learning method that transfers knowledge from
a large neural network to a smaller, more deployable neural network. This method can
improve the accuracy and real-time performance of network fault predictionwhile reduc-
ing the consumption of computing and storage resources, which has broad prospects
and great significance in practical applications. In practical applications, network fault
prediction based on knowledge distillation can be widely used in various network envi-
ronments, such as data center networks, enterprise networks, IoT, 5G communication
networks, etc. In these scenarios, network fault prediction techniques have important
practical value. For example, in the Internet of Things, timely prediction and handling
of network failures can ensure the normal operation of IoT devices and improve the
stability of the entire system.

This paper aims at the problem of high overhead of traditional methods of network
fault prediction on the edge side, and adopts the method of continuous knowledge distil-
lation, so that the student model with less memory usage and model parameters has the
same accuracy as the teacher model. Through the research in this paper, the overhead of
network fault prediction in the edge network will be reduced, and the current situation
of being limited by device computing resources will be improved.

2 Related Work

2.1 Network Fault Prediction Based on Statistical Method

Early network fault prediction mainly relied on statistical methods, such as time series
analysis and event tree analysis. These methods are simple and easy to use, but have lim-
itations in dealing with complex nonlinear relationships and high-dimensional feature
data. Time series analysis is a common statistical method that uses statistical analysis
to infer future failures based on historical patterns and trends of time series data. By
observing cyclical, trending, and seasonal changes in time-series data, potential failure
modes can be identified and predicted accordingly. In [1], Zhang analyzed the log data in
IBM Blue Gene and built a predictive model using the nearest neighbor method. Event
tree analysis is a method based on fault tree theory, which is used to analyze and predict
the probability of occurrence of various events and faults in the system. By building an
event tree, a fault event can be decomposed into a series of possible sub-events, and the
probability of the overall fault occurrence can be calculated according to the occurrence
probability of each sub-event. In [2], Guan used a decision tree classifier, a supervised
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learning method, to predict network failures. Although network fault prediction meth-
ods relying on statistical methods have the advantage of being simple and easy to use!
and have achieved some success in some scenarios, they also have some limitations.
First, these methods are limited in dealing with complex nonlinear relationships and
high-dimensional feature data. Network faults often involve the interaction of multiple
factors, and statistical methods are often difficult to capture such complex relationships.
Second, the predictive power of statistical methods is limited by the quality and reli-
ability of historical data and may perform poorly for new failure modes or unknown
data distributions. Therefore, with the complexity of the network environment and the
increase of data scale, the limitations of statistical methods are gradually revealed.

2.2 Network Fault Prediction Based on Machine Learning and Deep Learning

To overcome the limitations of the aforementioned statistical methods, researchers use
machine learning for network fault prediction to improve prediction accuracy and model
adaptability. These algorithms build a suitable classifier based on the training set, and
then use this classifier to make predictions on the collected data. Common machine
learning algorithms include Support VectorMachine, Naive Bayes, K-Nearest Neighbor,
and Random Forest. The random forest algorithm can effectively deal with data with
noise and missing values by constructing multiple decision trees and synthesizing their
prediction results, and has a high prediction accuracy. In [3], Qiu used the random forest
algorithm in machine learning to predict network faults.

In addition to machine learning, some researchers also use deep learning to predict
network faults. They use models such as deep neural network, convolutional neural net-
work (CNN), recurrent neural network (RNN) and long short-term memory network
(LSTM) to capture spatiotemporal information in network data, thereby improving the
accuracy and real-time performance of predictions. In [4], Tan used a neural network
mixed with CNN and LSTM for network fault prediction. CNN can extract local features
in input data through convolution operation, thus effectively capturing spatial informa-
tion. LSTM uses a cyclic structure to model the temporal relationship in sequence data,
which can capture the dynamic information of time evolution. Tan made full use of
the strengths of CNN in feature extraction and LSTM in processing sequence data, this
hybrid model can utilize both spatial and temporal information tomore comprehensively
analyze network data and make accurate fault predictions.

2.3 Network Fault Prediction Based on Knowledge Distillation

In order to solve the challenge of network fault prediction in edge scenarios, researchers
began to focus on how to transform complex network fault prediction models into
lightweight and efficient models through effective model compression and optimiza-
tion methods. In this context, Knowledge Distillation has attracted widespread attention
as an effective model compression technique. Knowledge distillation was first proposed
byHinton et al. [5] in 2015. Knowledge distillation is a method to incorporate the knowl-
edge of a pre-trained complex teacher model when training a lightweight student model.
By introducing the knowledge of the teacher model, the lightweight student model can
achieve a level similar to the teacher model in terms of accuracy while maintaining
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low computational complexity and memory footprint. In this technique, the teacher’s
knowledge is provided to the student by minimizing the difference between the logic
generated by the teacher model and the student model [6, 7]. Ruffy and Chahal [8] vali-
dated various knowledge distillation techniques for classification tasks and implemented
some state-of-the-art techniques to examine the effectiveness of knowledge distillation
in classification-based tasks.

3 Proposed Method

3.1 Stage Continuous Knowledge Distillation

In edge scenarios, device resources may be limited by hardware resources, such as
storage space, memory, processing power, etc. They may also be limited by unstable
network connections, such as limited bandwidth, high packet loss rate, and large delay.
Traditional network fault prediction methods usually rely on large-scale computing and
storage resources, which perform poorly in this scenario. In this context, network fault
prediction technology based on knowledge distillation emerged as the times require,
providing a new solution for network fault prediction.

In network fault prediction, the data is not given in large quantities at one time,
but the data is reported immediately when a fault occurs. However, general knowledge
distillation cannot preserve the model and its knowledge trained on historical data as a
new batch.When the data comes, the knowledge of the teacher model will be overwritten
by these data. Also, storing a predictive model is more efficient than storing data because
the model takes up minimal storage space. Based on the above two considerations, this
paper uses continuous knowledge distillation to propose amethod of saving and updating
the prediction model over time. The overall framework of stage continuous knowledge
distillation is shown in Fig. 1.

Fig. 1. Overall architecture of stage continuous knowledge distillation (SCKD).
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In the continuous knowledge distillation framework, the teacher model and student
model are continuously updated with the continuous input of data. Before the arrival of
new network failure data n, save the old teacher model trained on the previous network
failure data. This oldmodel retains knowledge of historical network failures.When learn-
ing a new model from the dataset collected by task n, knowledge distillation techniques
are applied to transfer knowledge from the old model to the new model. By transferring
knowledge from old models to new models, continuous knowledge distillation enables
new models to benefit from insights and information captured by old models.

As shown in Fig. 1, the network fault data xt is generated at time t,which is input to the
teacher model Tt−1 at time t−1, and a new teacher model Tt is obtained through training.
We take the failure data of a group of moments as a data group X g , and input it into the
teacher model group at the same stage. Loss calculation and knowledge distillation are
performed in the LCM. The structure of the LCM is shown in Fig. 2.

The loss calculation formulas of the teacher model are as follows:

L1 = 1

m

∑m

i
d(f gT (xi), yi) (1)

L2 = 1

m

∑m

i
d(f gT (xi), f

g−2
T (xi)) (2)

LT = L1 + L2 (3)

where m is the number of network failure data input in one stage, xi refers to the input
data at time i, and yi refers to the label of the input data at time i. f gT (xi) is the output of
the teacher model group Tg , xi refers to the input data at time i, and yi refers to the label
of the input data at time i.

We can see that the loss function when training the teacher model is divided into two
parts, and L1 realizes the prediction result and the real label of the fitted teacher model.
At the same time, in order to realize the transfer of knowledge from the old model to
the new model, L2 realizes the prediction results of the two teacher model groups in the
fitting adjacent stages, and it realizes the prediction ability inherited from the previous
teacher model.

Fig. 2. Structure of loss calculation module (LCM).
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In the process of implementing distillation, the student model needs to combine the
hard labels and the soft labels output by the teacher model to calculate the loss. This
paper proposes the loss function LS of the student model for the continuous knowledge
distillation.

Fig. 3. Overall architecture of the ECA-BiLSTM.

The first loss function is the hard label loss, denoted as Lhard . It calculates the
difference between the predictions generated by the student model and the real labels.
Its calculation formula is shown in Eq. (4).

Lhard = 1

m

∑m

i
d(f gS (xi), yi) (4)

The second loss function is the soft label loss, denoted as Lpred. It quantifies the
difference between the predictions of the teachermodel and the predictions of the student
model. Its calculation formula is shown in Eq. (5).

Lsoft = 1

m

∑m

i
d(f gT (xi), f

g
S (xi)) (5)
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Finally, the loss function of the final training student model can be obtained by
summing. By minimizing the loss function to update the parameters of the student
model, the output of the student model is close to the teacher model.

LS = Lhard + Lsoft (6)

3.2 Fault Prediction Algorithm Based on Improved BiLSTM

Based on BiLSTM, we propose a new network fault prediction algorithm. Efficient
Channel Attention (ECA) module is a local cross-channel interaction strategy with-
out dimensionality reduction, which effectively avoids the impact of dimensionality
reduction on channel attention learning. After the ECAmodule uses the non-dimension-
reducing GAP to aggregate convolution features, it first adaptively determines the kernel
size k, then performs 1D convolution, and then performs the Sigmoid to learn channel
attention.

In this paper, we use the ECA module to process a set of input network fault data,
regard the data at a time in this set of data as a channel, and perform cross-channel
weight distribution on the data of different channels. Then the weighted data is input
into BiLSTM, and the prediction result is obtained according to the output of BiLSTM.
The overall architecture of the network fault prediction algorithm is shown in Fig. 3.

4 Evaluation

4.1 Dataset

The dataset used in this experiment is obtained through a self-collected sensor cluster
operation and maintenance data built in the laboratory and injecting faults. The sensor
operation and maintenance dataset simulates the edge network by self-organizing a
sensor network, and uses ChaosBlade to generate faults for sensor device nodes.

In the built wireless sensor network, the types of faults injected include CPU over-
load, memory overflow, I/O abnormality, network delay, network packet loss, network
transmission packet damage, network packet disorder andCPU temperature abnormality.
Finally, the performance data of the sensor network system during operation in January
2021 was extracted.

Through such experimental settings and data collection, we simulate the occurrence
of network faults in a real edge environment and use these data to conduct research and
evaluation of network fault prediction algorithms.

4.2 Metrics

We assess each method according to the accuracy, F1-score, memory usage and number
of parameters. The significance of the accuracy is to measure the overall classification
accuracy of the model, and the degree to which the model prediction is correct. A higher
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accuracy indicates a better predictive ability of the model. The accuracy rate is shown
in Eq. (7).

Accuracy = TP + TN

TP + FP + FN + Tn
(7)

The significance of F1-score is that it comprehensively considers the accuracy
and recall of the model, and can more comprehensively evaluate the classification
performance of the model. Their formulas are as follows:

Precision = TP

TP + FP
(8)

Recall = TP

TP + FN
(9)

F1 = 2× Precision× Recall

Precision+ Recall
(10)

where true positive, true negative, false positive, and false negative are denoted
respectively by TP, TN, FP, and FN.

In order to better measure the ability of the knowledge matrix distillation algorithm,
we counted the memory usage data and parameter quantities of the teacher model and
the student model.

4.3 Experiments

In this experiment, we compared the performance of 1D-ResNet [9] and ECA-BiLSTM
models before and after distillation, and analyzed their accuracy, F1-score, memory
usage and number of parameters. The experimental results are shown in Tables 1 and 2.

Table 1. Comparison of accuracy, F1-score and memory usage of three models.

Algorithm Accuracy F1-score Memory usage(MB)

1D-ResNet 0.889 0.884 250.93

ECA-BiLSTM (Teacher Model) 0.935 0.903 425.74

ECA-BiLSTM (Student Model) 0.932 0.898 361.37

As shown in Table 1, the accuracy and F1-Score of the random forest algorithm are
slightly lower, 0.889 and 0.884, respectively. This may be due to the limitation of the
random forest algorithm in processing complex time series data (Figs. 4, 5 and 6).

As shown in Table 2, from the perspective of memory usage and parameters, the
memory usage of the random forest algorithm is 250.93 MB, the memory usage of the
teacher model is the highest, reaching 425.74 MB, and the memory usage of the student
model is comparable to 15.11% less memory usage than the teacher model.
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Fig. 4. Accuracy and F1-score of the three models.

Table 2. Comparison of parameters before and after distillation.

Algorithm Params

ECA-BiLSTM (Teacher Model) 32808

ECA-BiLSTM (Student Model) 16408

250.93

425.74

361.37

150

200

250

300

350

400

450

1D-ResNet Teacher Model Student Model

Memory…

Fig. 5. Memory usage of three models.

At the same time, the teacher model has 32808 parameters, while the student model
only has 16408 parameters which is 49.98% less than the teacher model. This means
that the student model is more lightweight than the teacher model in terms of model size
and complexity. A smaller number of parameters not only reduces the computational
and storage requirements of the model, but also improves the efficiency and inference
speed of the model.
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Fig. 6. Parameters of three models.

5 Conclusion

For the network fault prediction scenario, this paper proposes an effective continuous
knowledge distillation framework and a network fault prediction algorithm based on
improved BiLSTM. Experiments show that the method proposed in this paper can effec-
tively predict network faults, and the model can be deployed on resource-constrained
network terminals. The algorithm we propose can effectively help improve network
stability and reliability, reduce operation and maintenance costs.
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Abstract. SDN technology realizes the separation of network control and data
forwarding, and improves the efficiency and resource utilization of network com-
munication. However, the current research lacks the research on network testing
mechanism in SDN environment from the perspective of service quality, result-
ing in higher probability of network service problems and longer service repair
time. In order to solve this problem, this paper first designs a network test archi-
tecture oriented to service quality under SDN environment. Secondly, the power
communication network test mechanism oriented to service quality under SDN
environment is designed. This mechanism includes six steps: the business man-
agement system discovers business exceptions, the test management global center
triggers the test, the test management global center sends the test task to the test
domain management center, the test domain management center sends the test
request to the SDN domain controller, the SDN domain controller sends the flow
table and feeds back the results to the test domain management center, and the
test management global center collects the test domain management center results
and analyzes them. Finally, the test mechanism proposed in this paper is analyzed
from the two dimensions of usability and enforceability, which verifies that this
mechanism has good performance.

Keywords: SDN · Power communication network · Network test · Business
quality

1 Introduction

SDN technology realizes the separation of network control and data forwarding, and
improves the efficiency and resource utilization of network communication. To ensure
network performance, network testing has become a research focus [1, 2]. Literature
[3] analyzes common methods of network performance analysis from the perspective
of Mesh network, and proposes the feasibility of building a small-scale platform to
improve performance analysis. In order to solve the problem of conflict when sending
test platform data, literature [4] proposes a mechanism of grouping and collecting test
data. Literature [5] proposes a mechanism to dynamically identify conflicts, providing
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efficiency for network performance testing. On the basis of literature [5], literature [6]
proposes a strategy to update the testing mechanism, which further improves the testing
performance. Literature [7] proposes a data plane verification mechanism based on the
characteristics of SDN network, which improves the availability of test rules. Literature
[8] proposes a hybrid network architecture model, which solves the problem of low
network test performance in a multi-domain environment. According to the existing
research and analysis, network testing research has accumulated a lot of research results.
However, the current research lacks the research on network testing mechanism in SDN
environment from the perspective of service quality, resulting in higher probability of
network service problems and longer service repair time.

In order to solve this problem, this paper first designs a network test architecture
oriented to service quality under SDN environment. The architecture mainly includes
four types of modules: business management system, test center, SDN controller and
SDN domain. Secondly, the power communication network test mechanism oriented to
service quality under SDN environment is designed. This mechanism includes six steps:
the business management system discovers business exceptions, the test management
global center triggers the test, the test management global center sends the test task to
the test domain management center, the test domain management center sends the test
request to theSDNdomain controller, theSDNdomain controller sends theflow table and
feeds back the results to the test domain management center, and the test management
global center collects the test domain management center results and analyzes them.
Finally, the performanceof the testingmechanismproposed in this paper is analyzed from
the two dimensions of usability and enforceability, which verifies that this mechanism
has good performance.

2 Network Test Architecture

In order tomanage the power communication network test from the perspective of service
quality assurance, this paper designs a network test architecture as shown in Fig. 1. The
figure mainly includes four types of modules: business management system, test center,
SDN controller, and SDN domain.

(1) Business management system

According to the operation and maintenance experience, the business management sys-
tem generally has the functions of business view, business performance monitoring,
business failure recovery, etc. According to the development trend of the business and
the work needs of the power company, this paper divides the business into four types:
remote control, cloud analysis, immersion and the Internet of Things.

In terms of remote control business, this kind of business is mainly to complete the
remote control of power equipment, significantly improve the management efficiency of
power equipment, and reduce the time and financial expenses caused by travelling. For
example, the common remote control business is transformer control business. From the
perspective of network resource demand of services, the demand of such services for
power communication network is low latency and large uplink bandwidth. In terms of
cloud analysis business, this business is mainly to upload power grid data to the cloud
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Fig. 1. Network test architecture.

platform for big data analysis, so as to explore the potential value of power grid data.
For example, the common cloud analysis business is the operation and maintenance data
analysis business. From the perspective of business demand for network resources, the
demand of this kind of business for the power communication network is large uplink
bandwidth. In terms of immersive services, such services mainly take advantage of
the gradual increase of network bandwidth, and will use virtual reality technology to
implement the work requiring complex environment. For example, the common immer-
sion service is the VR-based network maintenance training service. From the perspec-
tive of network resource demand of services, the demand of such services for power
communication network is low latency and large downlink bandwidth.

In terms of IoT business, this kind of business mainly uses IoT technology tomanage
a large number of widely distributed equipment, so as to improvemanagement efficiency
and save management costs. For example, the common Internet of Things business is
intelligent meter reading business. From the perspective of business demand for net-
work resources, this kind of business demand for power communication network is low
packet loss and high reliability. In order to quickly obtain the business operation, the test
management global center connects with the business management system.

(2) Test center

Since the main research object of this paper is the network test mechanism in the multi-
SDNdomain environment, the architecture of the test center also adopts themulti-domain
distributed test architecture. The test center is composed of one test management global
center andmultiple test domainmanagement centers. The test management global center
is responsible for receiving and sending test tasks. In terms of receiving test tasks, the
test management global center interfaces with the business management system. The
business management system sets the conditions for starting the test. The test manage-
ment global center performs test tasks according to the test requirements of the business
management system. To complete the test task, the business management system needs
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to send the resource information used by the business to the test management global cen-
ter. In terms of sending test tasks, the test management global center needs to interact
with the SDN global controller to obtain the SDN domain information of the resources
used by the business.

(3) SDN controller

SDN controller includes SDN global controller and SDN domain controller. The main
task of the SDN global controller is to interact with the SDN domain controller and
distribute the test tasks of the test management global center to the relevant SDN domain
controller. The main task of the SDN domain controller is to generate a test flow table
according to the test needs and send it to the forwarder for execution. For multiple
test domain management centers, one test domain management center is deployed for
each SDN domain. After the test domain management center obtains the test task from
the SDN global controller, it interacts with the SDN domain controller in the domain,
generates the test flow table and sends it to the forwarder.

(4) SDN domain

In the SDN domain, it includes multiple forwarders and multiple virtual machines. The
function of the forwarder is to receive the flow table of the SDN domain controller and
perform data forwarding. The function of virtual machine is to deploy specific business.
In order to improve the network test performance and test quality, the repeater needs to
report the execution of the forwarded data to the SDN domain controller in the domain
according to the setting requirements. The SDN domain controller can report the results
to the test domain management center to obtain the test results.

3 Network Test Mechanism

In order to guarantee the service quality and improve the service quality of the power
communication network, this paper designs a quality-oriented power communication
network test mechanism, as shown in Fig. 2. This mechanism includes six steps: the
business management system discovers business exceptions, the test management global
center triggers the test, the test management global center sends the test task to the test
domain management center, the test domain management center sends the test request
to the SDN domain controller, the SDN domain controller sends the flow table and feeds
back the results to the test domain management center, and the test management global
center collects the test domain management center results and analyzes them.

(1) The business management system finds business exceptions

Based on the characteristics of current new network services, this paper divides network
services into remote control services, cloud analysis services, immersive services, and
Internet of Things services. According to the characteristics of these services, formu-
late exception discovery strategies. In terms of remote control business, take the remote
power equipment control business as an example. When the service delay increases
and the uplink bandwidth throughput decreases, the test mechanism needs to be trig-
gered. The main test indicators are the network delay and uplink throughput. In terms of
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Fig. 2. Network test mechanism.

cloud analysis business, take the operation and maintenance data analysis business as an
example. When the service uplink bandwidth throughput becomes small, the test mech-
anism needs to be triggered. The main test indicator is network throughput. In terms of
immersive business, take VR conference business as an example.When the service delay
increases and the downlink bandwidth throughput decreases, the test mechanism needs
to be triggered. The main test indicators are the network delay and downlink throughput.
In terms of IoT business, take intelligent meter reading business as an example. When
the service packet loss becomes larger, the test mechanism needs to be triggered. The
main test indicator is the network packet loss rate.

(2) Test management global center triggers test

The test management global center obtains the business exception notification from the
business management system and business information. The obtained service informa-
tion includes the service name, the network resource information used by the service,
and the exception information of the service. In order to test the business-related net-
work resources, the test management global center needs to obtain the business-related
network resource information from the SDN global controller. The test management
global center sends the service information to the SDN global controller to obtain the
network resource information corresponding to the service. First, the virtual resource
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information used by the business is obtained according to the business information,
including the information of the forwarder and virtual machine. Secondly, according
to the mapping relationship between virtual resources and physical resources, locate
the underlying resource information, including the domain ID and resource ID of the
controller and server.

(3) The test management global center sends test tasks to the test domain management
center

The testmanagement global center judges the test requirements according to the business
situation and sends them to the relevant test domain management center for execution.
In order to ensure the high-quality operation of network services, this paper divides
the test tasks into four types: delay test, throughput test, packet loss rate test and fault
location test. Among them, the delay test obtains the results by recording the receiving
time of each test packet, the throughput test obtains the results by gradually increasing
the number of test packets until the packet loss rate exceeds the threshold as the end
condition, the packet loss rate test obtains the test results by recording the received
proportion of the transmitted data packets, and the fault location test obtains the test
results by specifying the proportion of the equipment data packets.

(4) The test domainmanagement center sends a test request to the SDNdomain controller

To complete the test task of the test management global center, the test request sent
by the test domain management center to the SDN domain controller includes the type
of test service, the information of test equipment, and the feedback method of test
results. The type of test service can be one or more of four types: delay test, throughput
test, packet loss rate test and fault location test. The information of the test equipment
includes resource attributes such as resource ID, resource connection relationship, and
the importance of the resource carrying service. The test results are fed back to the
test domain management center and the test management global center. When the test
result obtained by the SDN domain controller cannot determine the test target, it shall
be fed back to the test domain management center. The test domain management center
determines the feedback method of test results. When the test results obtained by the
SDN domain controller are consistent with the test requirements, they can be directly
fed back to the test management global center, and also fed back to the test domain
management center for backup, so as to improve the efficiency of the test.

(5) SDN domain controller sends the flow table and feeds back the results to the test
domain management center

After the test domain management center issues the test task to the SDN domain con-
troller, each relevant SDN domain controller performs the test according to the require-
ments. In order to execute the test as required, each relevant SDN domain controller
needs to generate a flow table according to the test task and distribute it to the in-domain
forwarder. The intra-domain forwarder performs the test according to the flow table and
returns the test results to the domain controller. According to the different requirements
of the test work, the main technical indicators concerned during the test are different. For
the delay test, the main test indicators include the number of test packets and the average
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receiving time. For the throughput test, the main test index is the maximum number of
test packets within the threshold of packet loss rate. For the packet loss rate test, the
main test indicators include the number of test packets and the proportion of received
data packets sent. For fault location test, the main test indicators include the number of
test packets and the proportion of data packets passing the specified equipment. After
the forwarder feeds back the test results to the domain controller, the domain controller
feeds back the flow table and execution results to the test domain management center.
The test domain management center calculates and feeds back to the test management
global center.

(6) The testmanagement global center collects and analyzes the results of the test domain
management center

The test management global center analyzes the results of each domain management
center and obtains the test results. The specific test result analysis method can be based
on rules or artificial intelligence. In terms of how to use the test results, different strategies
need to be adopted according to the test results. If the test results meet the requirements,
the test management global center can feed back the business management system.
The business management system calls other systems to implement business migration,
network resource recovery, optimization and other strategies. If the test results cannot
meet the requirements, the test management global center needs to adopt the iterative
test strategy until the test results meet the requirements.

4 Performance Analysis

In order to understand the availability of the power communication network test mech-
anism proposed in this paper, the performance of the mechanism is analyzed below.
According to the process and purpose analysis of themechanism, the performance analy-
sis in this paper is analyzed from the two dimensions of the availability and enforceability
of the mechanism.

The availability of the mechanism mainly analyzes the value of the mechanism in
service quality assurance. This mechanism is connected with the business management
system and can quickly sense the operation of the business. The network operation and
maintenance personnel can set the technical indicators that trigger the test according
to the importance of the business, so as to quickly understand the status of the net-
work to ensure the reliability of the business. In terms of ensuring business reliability,
we can analyze it from the perspective of business reliability perception. The services
involved in this mechanism include at least remote control, cloud analysis, immersion
and Internet of Things. These businesses are the current mainstream business types and
the development trend of new businesses in the future. Therefore, the mechanism can
cover more business types. Secondly, the testing functions of this mechanism include
at least delay, throughput, packet loss rate and fault location. These test functions can
effectively sense the operation of the business, and cover the common needs of testing.
Therefore, the test mechanism proposed in this paper can trigger tests according to man-
agement requirements, and can cover more business types and test methods, with good
usability.
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The enforceability of the mechanism mainly analyzes whether the mechanism can
be implemented for power companies. The implement ability of this mechanism mainly
involves two dimensions: the implement ability of technology and the convenience of
maintenance personnel. The technical feasibility can be analyzed from the construc-
tion feasibility of the test component of the mechanism. In terms of the construction
feasibility of test components, the mechanism mainly involves four components: busi-
ness management system, test center, SDN controller, and SDN domain. Among them,
business management system, SDN controller and SDN domain are common network
management system components, which can be easily implemented. The test center
component in the mechanism is the core component, including one test management
global center and multiple test domain management centers. The difference between
the function of the test center component and the existing system is that the interaction
process of the test is different. It mainly includes the interaction between test center and
SDN controller, test management global center and multiple test domain management
centers. These interactive processes can be implemented using Socket technology or
RESTful technology. Therefore, the test mechanism proposed in this paper is feasible in
terms of construction feasibility. In terms of the convenience of maintenance personnel,
the main work that maintenance personnel need to participate in is the setting of test trig-
ger conditions and the analysis of test results. In terms of setting test trigger conditions,
maintenance personnel can complete this work through knowledge base or discussion.
This problem can be better solved through the strategy of experience accumulation. In
the analysis of test results, maintenance personnel need to have strong analytical ability.
In order to improve the ability of test result analysis, artificial intelligence technology
can be used to improve the ability of maintenance personnel. Therefore, the test mech-
anism proposed in this paper is feasible in terms of technical implementation and ease
of use.

To sum up, the mechanism proposed in this paper has good performance in
terms of availability and enforceability, and can be applied to the test work of power
communication network to improve service quality.

5 Conclusion

With the rapid development of virtualization technology, SDN technology is applied
more and more widely in power communication network. In the SDN environment, net-
work control and data forwarding are separated, improving the efficiency of network
communication and resource utilization. However, SDN environment poses new chal-
lenges to service quality assurance, resulting in higher probability of network service
problems and longer service repair time. In order to solve this problem, this paper first
designs a network test architecture oriented to service quality under SDN environment.
Secondly, the power communication network test mechanism oriented to service quality
under SDN environment is designed. Through performance analysis, it is verified that
the mechanism proposed in this paper has good performance in the two dimensions of
availability and enforceability. In the performance analysis part, it can be seen that the
trigger mechanism of the test and the analysis of the test results require the maintenance
personnel to have strong maintenance ability. However, the maintenance ability of main-
tenance personnel is uneven, which easily leads to errors in some indicator settings and
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analysis results. To solve this problem, based on the research results of this paper, further
study the application of AI technology in business indicator exception trigger test and
intelligent analysis of test results, so as to improve the application value of the research
results of this paper.
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Abstract. In the context of service slicing, network resource allocation has
become a research focus. To reduce the energy consumption of power communi-
cation networks, this paper proposes a service slice resource allocation algorithm
based on node capability in power communication network. This algorithm adopts
a strategy of simultaneous node mapping and link mapping for resource alloca-
tion. Use breadth first algorithm for each virtual node to allocate resources for the
virtual node and its connected links. When allocating resources to virtual nodes,
based on the historical mapping experience of the underlying network, priority is
given to opening the underlying node that has been mapped the most times. When
allocating resources for virtual links, the shortest path algorithm is used to select
the underlying links that have already been mapped to the underlying links from
multiple paths, thereby reducing the energy consumption of the underlying link
resources. By comparing existing algorithms, it has been verified that this algo-
rithm saves energy consumption on underlying network resources and improves
the success rate of virtual network mapping.

Keywords: Power communication network · Service slicing · Resource
allocation · Underlying network · Virtual network

1 Introduction

With the rapid increase in the types and quantities of power business, the demand for
power communication networks is rapidly increasing. To address the rapid increase in
investment in the construction of power communication networks, network slicing tech-
nology has become the preferred network construction technology for power companies
[1, 2]. In the network slicing environment, traditional power communication networks
are divided into underlying networks and virtual networks. The underlying network
focuses on building underlying nodes and links. Virtual networks focus on building
electricity business by renting underlying network resources. In this context, how the
underlying network allocates resources for virtual networks has become an important
research topic.
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In order to solve the problem of low resource utilization in the network slicing
environment, literature [3] proposed an end-to-end slicing algorithm for 5G networks
based on deep Q-learning. Reference [4] designed a virtual network resource backup
mechanism based on node importance measurement, which improves the reliability
of network slicing. Reference [5] designed an online allocation algorithm for network
slicing resources, which improved the real-time performance of resource management.
To address the issue of malicious competition among service providers leading to a
decrease in service quality, Ref. [6] designed a resource competition mechanism for
service providers with strategic resource allocation, which improved service quality. To
solve the problem of low network reliability caused by demand uncertainty, Ref. [7]
proposed a network slicing demand prediction algorithm, which improves the reliability
of the network in environments with frequent changes in network topology. Through
analysis of existing research, it can be seen that there are many algorithms that can
allocate resources from the underlying network to the virtual network. However, existing
algorithms have conducted less research on energy consumption, resulting in higher
energy consumption in the underlying network, which not only increases the operating
costs of the underlying network, but also leads to an increase in carbon emissions.

To reduce energy consumption in power communication networks, this paper pro-
poses a service slice resource allocation algorithm based on node capability in power
communication network. This algorithm adopts a strategy of simultaneous node map-
ping and link mapping, and uses a breadth first algorithm to allocate resources one by
one for virtual nodes and their connected edges. When allocating resources to virtual
nodes, based on the historical mapping experience of the underlying network, priority
is given to opening the underlying node that has been mapped the most times. When
allocating resources for virtual links, the shortest path algorithm is used to select the
underlying links that have already been mapped from multiple paths, thereby reducing
the energy consumption of the underlying link resources. By comparing existing algo-
rithms, it has been verified that this algorithm saves energy consumption on underlying
network resources and improves the success rate of virtual network mapping.

2 Network Model

In the network slicing environment, the power communication network is divided into
underlying networks and virtual networks. The underlying network consists of underly-
ing nodes and underlying links. The main function of the underlying network is to pro-
vide network resources for the virtual network. Virtual networks include virtual nodes
and virtual links. The main function of virtual networks is to rent underlying network
resources and carry power services. How to efficiently lease underlying nodes and links
to virtual networks in the underlying network is an important research topic.

When allocating resources to virtual networks in the underlying network, the allo-
cated resources include node resources and link resources. Node resources refer to the
computing resources of nodes, while link resources refer to the bandwidth resources of
links. Use Gc = (Nc,Ec) to represent the underlying network, where Nc represents the
set of underlying nodes and Ec represents the set of underlying links. UseGv = (Nv,Ev)

to represent a virtual network, where Nv represents a set of virtual nodes and Ev rep-
resents a set of virtual links. The computing resources of the underlying node nic ∈ Nc
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are represented by CPU (nic). The bandwidth resources of the underlying link eic ∈ Ec

are represented by BW (eic). The computing resources requested by virtual node niv ∈ Nv

from the underlying node are represented by CPU (niv), while the bandwidth resources
requested by virtual link eiv ∈ Ev from the underlying link are represented by BW (eiv).

3 Priority of Underlying Nodes

In order to improve the acceptance rate of virtual networks and reduce the energy con-
sumption of underlying network resources, it is necessary to select appropriate under-
lying network resources for virtual networks. Below, with the goal of optimizing the
resources of the underlying nodes, this paper will design a priority calculation method
for the underlying nodes. When the virtual node to be mapped is niv ∈ Nv, the set of
virtual nodes directly connected to the surrounding allocated resources of virtual node
niv ∈ Nv is represented by Ni

v, and each element included is represented by njv ∈ Ni
v.

The underlying node set corresponding to the virtual node set Ni
v that has been allocated

resources is represented by N
Ni
v

c , and each element is represented by nj−v
c ∈ N

Ni
v

c . The

set of underlying nodes directly connected to the elements in the set N
Ni
v

c of underlying

nodes with unallocated resources around them is represented by N
noUse−Ni

v
c , and each

element is represented by nj−noUse−v
c ∈ N

noUse−Ni
v

c .

By filtering and sorting the elements in setN
noUse−Ni

v
c , the priority of each underlying

node in setN
noUse−Ni

v
c can be obtained. Firstly, delete nodes that cannotmeet the resource

requirements of virtual node niv ∈ Nv. Secondly, use formula (1) to calculate the carrying
capacity of each underlying node, which is the sum of all virtual node resources carried
on it, and arrange them in descending order. At this point, the larger the sum of resources,
the more important and capable the current underlying nodes are, and they have strong
resource allocation capabilities. Among them, njv represents the virtual nodes hosted on
the current underlying node, and n represents the number of virtual nodes hosted.

capnic =
∑n

j=1
CPU (njv) (1)

In terms of link analysis of underlying nodes, formula (2) is used to calculate the

link capacity ablilink
nic

of each underlying node. Among them, nic ∈ N
noUse−Ni

v
c , njc ∈ N

Ni
v

c .

hop(nic, n
j
c) Represents the number of links in the shortest path between two underlying

nodes. From formula (2), it can be seen that the greater the link capacity of each under-
lying node, the shorter the path between the current underlying node and the relevant
underlying node, and the greater the degree of the node. At this point, resource allocation
can save link resources, increase the number of selectable paths, and thus improve the
success rate of mapping.

ablilinknic
= degreenic∑

njc∈NNi
v

c
hop(nic, n

j
c)

(2)
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By adding weights to formulas (1) and (2), the priority of each underlying node can
be obtained. Among them, α is used to adjust the weight of the bearing capacity capnic
of the underlying node and the link capacity ablilink

nic
of the underlying node.

prinic = α ∗ capnic + (1 − α) ∗ ablilinknic
(3)

4 Resource Allocation Algorithm

In order to save energy consumption, this article adopts a mapping strategy of node map-
ping and link mapping simultaneously, and designs a Service slice Resource Allocation
Algorithm based on Node Capability in power communication Network (SRAAoNC).

When allocating resources for virtual networks, the breadth first allocation algorithm
is used to determine the relationship between the underlying nodes and the underlying
links they are connected to one by one, thereby saving energy consumption. When
mapping nodes, based on historical mapping experience, priority is given to the nodes
that have been mapped the most times, and the underlying nodes that have been opened
and cannot be mapped repeatedly are selected. When mapping links, the shortest path
algorithm is used to obtain multiple alternative paths, and the energy consumption of the
links is reduced by selecting the links that have already been mapped to the underlying
links. The SRAAoNC proposed in this article is shown in Table 1.

Table 1. SRAAoNC.

1. Select the first virtual node and allocate resources to it
(a) Weighted sum based on resource requirements and degrees to obtain the largest virtual

node
(b) Select an underlying node from the underlying nodes that has a larger weighted sum of

available resources and degrees, and meets the virtual resource requirements, to allocate
resources to it

2. Allocate resources for other virtual resources
(a) Starting from the virtual nodes with allocated resources, use the breadth first algorithm to

obtain the virtual nodes that need to be mapped
(b) Use formula (3) to obtain the prinic of underlying node of the virtual node

(c) Determine whether there are virtual links between the mapped virtual nodes and they are
not mapped. If so, perform link allocation (step d). If not, select the next virtual node for
allocation (step a)

(d) Use the shortest path to find k underlying path resources for the current virtual link
(e) Delete underlying paths that contain underlying links that cannot meet bandwidth

requirements
(f) If there are more than one underlying path, calculate the number of underlying links that

have already hosted virtual links on each underlying path
(g) Select the underlying path with the highest number of underlying links and allocate

resources for the current virtual link
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This algorithm mainly includes two steps: selecting the first virtual node and allo-
cating resources to it, and allocating resources to other virtual resources. In the step
of selecting the first virtual node and assigning resources to it, the first weighted sum
is calculated based on resource requirements and degrees, and the virtual node with
the highest sum is used as the first virtual node to allocate resources. When allocating
resources to virtual nodes, select the underlying nodes with a larger sum of available
resources and degree weighting, and meet the virtual resource requirements, to allocate
resources to them.

When allocating resources to other virtual resources, a strategy of simultaneous allo-
cation of virtual nodes and virtual links is adopted. When allocating nodes, starting from
the virtual nodes that have already been allocated resources, the breadth first algorithm
is used to obtain the virtual nodes that need to be mapped. And use formula (3) to obtain
the optimal bottom node prinic value of the virtual node. In the step of allocating links,
when there are virtual links between mapped virtual nodes and they are not mapped, the
shortest path algorithm is used to find the underlying path that meets bandwidth require-
ments and has a large number of virtual links already carried, and allocate resources
for it. In the algorithm, the number of underlying links that have already hosted virtual
links on each underlying path refers to the number of underlying links that have already
hosted virtual links in the underlying path. The more virtual links are already hosted,
the fewer new underlying links need to be opened.

5 Performance Analysis

In order to analyze the performance of the power communication network service slicing
resource allocation algorithm based on node capability SRAAoNC proposed in this arti-
cle, the GT-ITM tool [8] was used in the experiment to generate a network environment.
The network environment includes both the underlying network and the virtual network,
where the underlying network is composed of 500 underlying network nodes, and the
number of virtual nodes in the virtual network follows a uniform distribution of [2, 6].
In terms of network resources, the computing resources of the underlying nodes and
the bandwidth resources of the underlying links follow a uniform distribution of [40,
60], while the computing resources of the virtual nodes and the bandwidth resources of
the virtual links follow a uniform distribution of [3, 5]. To analyze the convergence of
algorithms after long-term operation, set a certain duration for the arrival and lifecycle
of each virtual network. The arrival of each virtual network is set to 2 Unit of time, and
the life cycle of each virtual network is set to 10 Unit of time. Due to the optimization
strategy of sharing existing resources, the comparative algorithm used in this article
is the Resource Allocation Algorithm based on Minimizing Node Energy Consump-
tion (RAAoMNEC). The comparison algorithm RAAoMNEC adopts an optimization
strategy of minimizing energy consumption for resource allocation.

The comparison results of the success rate of virtual network resource allocation
are shown in Fig. 1. The X-axis in the figure represents the running time of the two
algorithms, while the Y-axis represents the success rate of resource allocation. From the
running results, it can be seen that comparedwith the comparison algorithmRAAoMNE,
the success rate of virtual network resource allocation under the algorithm SRAAoNC
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in this paper is higher. This is because the algorithm in this article selects resources with
high node link capacity for allocation. The greater the link capacity of a node, the shorter
the path between the current underlying node and the related underlying node. When the
degree of a node is large, it can save more link resources and select more paths, which
improves the success rate of virtual network mapping.

Fig. 1. Comparison of success rates of virtual network resource allocation.

The comparison results of the average utilization of underlying network resources
between the two algorithms are shown in Fig. 2, where the X-axis represents the run-
ning time of the algorithm and the Y-axis represents the average utilization of network
resources. From the running results of the two algorithms, it can be seen that for the
RAAoMNE algorithm, the SRAAoNC algorithm in this paper has a higher utilization
rate of network resources. This is because the algorithm in this article uses the shortest
path algorithm to obtain multiple paths during link mapping, and selects the links that
have already been mapped to the underlying links, thereby saving link energy consump-
tion. In addition, selecting allocated resources during each resource allocation saves
more available link resources for the network, thereby improving the success rate of vir-
tual network allocation. So, the underlying network allocates more underlying network
resources to the virtual network, improving the utilization rate of underlying network
resources.



Service Slice Resource Allocation Algorithm 341

Fig. 2. Average utilization rate of underlying network resources.

6 Conclusion

In the network slicing environment, the efficiency of creating network services is rapidly
improving. To improve the utilization of underlying network resources, resource alloca-
tion of network slicing has become a research focus. To reduce the energy consumption of
power communication networks, this paper proposes a service slice resource allocation
algorithm based on node capability in power communication network. This algorithm
adopts a strategy of simultaneous node mapping and link mapping, allocating resources
one by one for virtual nodes and their connected edges. By comparing existing algo-
rithms, it has been verified that this algorithm saves energy consumption on underlying
network resources and improves the success rate of virtual network mapping. Due to
the reliability of network services being an important aspect of customer satisfaction.
In the next step of work, based on the research results of this article, we will study
the improvement mechanism of network business reliability and further enhance the
application value of the research results of this article.
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Abstract. In the dynamic environment of big data and cloud com-
puting, image feature classification has become a key factor spanning
various fields. Ensuring the security, privacy, and computational effi-
ciency of image data, while minimizing the processing of image data
and maintaining the effectiveness of encrypted classification, is a signifi-
cant challenge. In this paper, we propose a new method, Homomorphic
Encryption Image Classification Evaluation (HEICE), for secure image
classification. This method leverages the power of Convolutional Neural
Networks (CNNs) and the security of Homomorphic Encryption (HE)
to perform image classification on encrypted data. Each model uses dif-
ferent activation functions: square function, polynomial approximation
of ReLU, polynomial approximation of Sigmoid and Tanh, and a piece-
wise linear approximation. These modified models are then used to test
encrypted images, and the results are compared with the baseline. This
method allows us to evaluate the performance of different activation
functions when processing encrypted data and to choose the most suit-
able model for image classification, i.e., the classification model with the
square function as the activation function. Our method provides a sys-
tematic approach to address the challenge of ensuring model performance
while maintaining data security in image classification. This comparison
validates the effectiveness of our method in achieving the dual objectives
of maintaining data privacy and achieving accurate image classification.
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1 Introduction

In the era of big data and machine learning, image classification has emerged
as a key task in a variety of applications, from medical imaging to autonomous
driving. However, as these applications often involve sensitive data, ensuring
privacy during the image classification process has become a paramount concern.

A reasonable solution to these issues is to delegate the training task to the
users [1]. In the era of cloud computing and big data, the practice of outsourcing
data to cloud servers is increasingly prevalent [2]. However, with the surge of
malicious users on the internet and the inherent unreliability of cloud service
providers, privacy and security issues are paramount. Therefore, developing an
efficient and privacy-centric deep learning framework is of utmost importance.

Homomorphic encryption, which allows computation on encrypted data, is a
promising solution to this problem [1,3]. It enables the model to learn from the
data without actually seeing it, thereby preserving privacy [4]. By leveraging the
inherent sparsity of image data, we reduce the computational burden of fully
homomorphic encryption while preserving the privacy of sensitive image data.

This paper presents a new method for image classification on fully homomor-
phic encrypted data. The approach modifies a traditional Convolutional Neural
Network (CNN) model to process encrypted images and explores different acti-
vation functions compatible with homomorphic encryption [5]. The performance
of these models is evaluated against a baseline, with the goal of identifying the
most suitable model and activation function for encrypted image classification.

Our work contributes significantly in three main areas: We develop an inno-
vative model that modifies traditional Convolutional Neural Networks (CNNs)
to handle encrypted data, ensuring accurate image classification while preserv-
ing data privacy. We implement an adaptive selection of activation functions,
including a square function and polynomial approximations of ReLU, Sigmoid,
and Tanh, allowing us to evaluate their performance with encrypted data and
choose the most suitable one. We conduct a comprehensive evaluation of our
results by comparing the performance of our models trained on encrypted data
with baseline models trained on original images, validating the effectiveness of
our approach (Fig. 1).

2 Related Work

2.1 Convolutional Neural Networks for Image Classification

Convolutional Neural Networks (CNNs) have gained significant traction in the
realm of image classification tasks, primarily due to their inherent capability
to autonomously and adaptively learn spatial hierarchies of features from the
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Fig. 1. We utilized Complete Homomorphic Encryption (CKKS) to encrypt original
images, which were then classified using a modified Convolutional Neural Network,
ensuring both effective image classification and data privacy

input images. This unique characteristic allows CNNs to capture complex pat-
terns and structures within the data, making them particularly suited for tasks
involving high-dimensional data such as images.The seminal work of Krizhevsky
et al. [6] served as a catalyst in demonstrating the power of CNNs in large-
scale image recognition tasks. Their model, known as AlexNet, achieved state-
of-the-art results on the ImageNet dataset, a large-scale, diverse web images
dataset designed for visual object recognition software research. This achieve-
ment marked a significant milestone in the field of computer vision, showcasing
the potential of CNNs in handling complex image recognition tasks.

Following this breakthrough, a multitude of CNN architectures have been
proposed, each aiming to further enhance the performance of image classification
tasks. The VGGNet [7], proposed by Simonyan and Zisserman, introduced a
deeper and wider variant of CNNs. It demonstrated that the depth of the network
(i.e., the number of layers) is a critical component for good performance.

He et al. introduced the ResNet [8], which incorporated the concept of resid-
ual learning to address the problem of training extremely deep neural networks.
By using shortcut connections or skip connections, the ResNet model can effec-
tively learn feature representations with a significantly increased depth, lead-
ing to improved classification performance.DenseNet [9], proposed by Huang et
al., further extended this idea by connecting each layer to every other layer in
a feed-forward fashion. This dense connectivity pattern resulted in improved
information flow between layers, which in turn led to better performance and
efficiency.

These advancements in CNN architectures have significantly pushed the
boundaries of what is possible in image classification tasks, demonstrating
the ongoing evolution and adaptability of CNNs in tackling complex, high-
dimensional data.

2.2 Homomorphic Encryption for Privacy-Preserving

Homomorphic Encryption (HE) allows computations to be performed directly on
encrypted data without requiring decryption, thereby ensuring data privacy. This
revolutionary concept was first proposed by Gentry [10] in a fully homomorphic
encryption scheme, which supports arbitrary computations on encrypted data.

Since Gentry’s groundbreaking work, various HE schemes have been proposed
to enhance the efficiency and security of computations on encrypted data. Among
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these, the BGV scheme proposed by Brakerski et al. [11] stands out for its
efficiency in performing numerous operations on encrypted data. This scheme
has significantly advanced the field of homomorphic encryption by reducing the
computational complexity and improving the practicality of computations on
encrypted data.

Further extending the capabilities of HE, Cheon et al. [12] proposed the
CKKS scheme, which supports approximate arithmetic on encrypted real or
complex numbers. Unlike previous schemes that primarily focus on integer oper-
ations, the CKKS scheme is designed to handle real or complex numbers, mak-
ing it particularly suitable for tasks that require computations on floating-point
numbers, such as image classification tasks. This scheme has opened up new pos-
sibilities for applying homomorphic encryption in machine learning and image
processing tasks, where the ability to perform computations on encrypted real
numbers is crucial.

3 Method

3.1 Establishment of the Encryption Model

3.1.1 Image Data Preprocessing The first stage of our method involves
comprehensive preprocessing of image data. This crucial step ensures the nor-
malization and enhancement of input data for the Convolutional Neural Network
(CNN) model [13], thereby promoting effective feature learning. Preprocessing
includes several transformations:

Image Resizing: Utilizing the OpenCV library, we adjust the size of all images
to a uniform 256 × 256 pixels. This ensures the consistency of the input data, a
prerequisite for CNN models that require fixed-size input.

Data Augmentation: To enhance the robustness of the model and prevent
overfitting, we employ data augmentation techniques, including rotation (±15◦),
horizontal flipping, and translation (±10%).

Contrast Enhancement: Linear contrast stretching maps the minimum and
maximum pixel intensity values of the image to predetermined minimum and
maximum intensity values to enhance contrast. By stretching the contrast of the
image, the features of the image become more prominent [14].

Iout = (Iin − Imin) × (Omax − Omin)
(Imax − Imin)

+ Omin (1)

where Iin represents the pixel intensity values of the input image, Imin and
Imax are the minimum and maximum pixel intensity values of the input image,
Omin and Omaxare the predetermined minimum and maximum intensity values,
Ioutrepresents the pixel intensity values of the output image.

Data Augmentation: To enhance the robustness of the model and prevent
overfitting, we employ data augmentation techniques, including rotation (±15◦),
horizontal flipping, and translation (±10%).
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3.1.2 Image Homomorphic Encryption We employ the Cheon-Kim-Kim-
Song (CKKS) homomorphic encryption scheme to encrypt the original image
test set, resulting in an encrypted test set.The Cheon-Kim-Kim-Song (CKKS)
homomorphic encryption scheme is employed to encrypt the original image test
set, creating an encrypted test set. CKKS offers several advantages over other
encryption methods, including the ability to handle real or complex numbers,
high security, efficiency, scalability, and robustness against noise. It is partic-
ularly suitable for encrypting data types like image pixels that contain real or
complex values. CKKS also allows for a wide range of computations on encrypted
data, including addition and multiplication, making it a powerful tool for secure
computation on encrypted data [15].

There is actually different ways for doing convolution, and one way we can
do it is via a well-known algorithm that translates the 2D convolution into a
single matrix multiplication operation.In this process, it is imperative to ensure
that the encryption scheme is robust enough to thwart any potential decryption
attacks. This means that the encryption scheme must provide a high level of
security, making it computationally infeasible for an attacker to decrypt the
encrypted data without the correct key.

The CKKS and encryption schemes, which we employ in our method, are
complex and involve several mathematical operations. However, a simplified rep-
resentation of the encryption process can be given as follows:

E(m) = (m + r) mod q (2)

where E(m) is the encrypted message, m is the original message, r is a random
number, and q is a large prime number.

Moreover, the encryption scheme must be capable of handling the size and
complexity of image data [15]. Image data, particularly high-resolution images,
can be quite large and complex, with thousands of pixels each having multiple
intensity values. Therefore, the encryption scheme must be efficient and scalable,
capable of encrypting and decrypting large amounts of data quickly and without
significant computational overhead.

This step of encrypting the image data is crucial as it ensures the privacy of
the data while still allowing for computations to be performed on the encrypted
data. This is the cornerstone of privacy-preserving image classification tasks,
enabling the development of models that can operate directly on encrypted
data.The encryption and decryption process is shown in the Fig. 2.

3.2 Constructing Encrypted Image Classification Models

Given the complexity of the image dataset, we construct a simple CNN model
for encrypted image classification. Given the proven efficacy of CNNs in image
recognition tasks, we favor the use of CNNs as they are capable of independently
learning hierarchical features from images.

Network Design: The network comprises two convolutional layers with 3 × 3
kernels and 16 and 32 filters, respectively. These layers are designed to learn
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Fig. 2. The figure illustrates the use of full homomorphic encryption in image pro-
cessing, where an encryption key is generated to encrypt unique image blocks, and a
decryption key is used to decrypt these blocks

spatial hierarchical features. A fully connected layer with 128 neurons serves
as the output, classifying these features into image classes. Finally, an output
layer with six neurons is implemented, corresponding to the six categories in our
dataset [16].The convolution layer is calculated as shown in Eq. 3:

(F ∗ I)(i, j) =
∑

m

∑

n

F (m,n)(i − m, j − n) (3)

where F is the filter or kernel, I is the input image, and (i, j)are the spatial
coordinates.

Activation Function: Rectified Linear Unit (ReLU) activation functions are
applied after the convolutional and pooling layers. ReLUs introduce non-linearity
without affecting the receptive fields of the convolutional layers.The Rectified
Linear Unit (ReLU) activation function is represented as Eq. 5:

f(x) = max(0, x) (4)

Optimization and Training: Cross-entropy is used as our loss function. For
network optimization, we employ the Adam optimizer, which updates weights
based on adaptive estimates of lower-order moments.The model is trained on the
training set and validated on the validation set to evaluate its performance. Reg-
ular monitoring of the performance on the validation set allows early detection
of overfitting and provides feedback on when to stop training [17]. The update
rule for Adam can be represented as:

θt+1 = θt − η√
v̂t+1 + ε

m̂t+1 (5)

where θ are the parameters (weights), η is the learning rate, v̂t+1 and m̂t+1 are
estimates of the first and second moments of the gradients, and ε is a small
constant to avoid division by zero.
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Fig. 3. The figure shows how the four activation functions can be used in the model,
includes a square function, a polynomial approximation of the Rectified Linear Unit
(ReLU) function, polynomial approximations of the Sigmoid and Tanh functions

3.3 Evaluation of Various Activation Functions

3.3.1 Modification of the Model for Encrypted Data The original image
model is adapted to handle encrypted data. We construct four distinct models,
each employing a different activation function. These include a square function,
a polynomial approximation of the Rectified Linear Unit (ReLU) function, poly-
nomial approximations of the Sigmoid and Tanh functions, and a piecewise linear
approximation [18,19]. The Fig. 3 shows how the four activation functions can
be used in the model.

The modification process ensures that the changes do not compromise the
performance of the model. It may necessitate adjustments to the model’s archi-
tecture or parameters to accommodate the characteristics of the encrypted data
[20].

3.3.2 Training and Testing of the Models Each of the four models is
trained on the encrypted image training set and tested on the encrypted image
test set. This process is crucial in evaluating the performance of the models when
handling encrypted data [20]. The training and testing procedures are conducted
in a manner that ensures the test set is representative, thereby allowing the test
results to reflect the models’ performance in practical applications [21]. A generic
model of the modified image model processing process for various activation
functions is shown in Fig. 4.

The training phase involves adjusting the model parameters to minimize the
loss function, while the testing phase involves evaluating the model’s performance
on unseen data. The results from these phases provide valuable insights into the
effectiveness of the different activation functions when applied to encrypted data
[22].
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Fig. 4. This image illustrates a complex image processing pipeline. Initially, the original
images are encrypted using Complete Homomorphic Encryption. Subsequently, these
encrypted images are processed by a modified Convolutional Neural Network. This
procedure is capable of performing effective image classification while safeguarding the
privacy of the image data

3.4 Evaluation of Various Activation Functions

3.4.1 Comparison of Test Results The evaluation of our proposed mod-
els is conducted through a rigorous comparison of their test results with the
classification outcomes of the original, unencrypted images [23].

The comparison process is meticulously designed and executed in a system-
atic manner [24]. This approach ensures that any observed differences in perfor-
mance are accurately captured and can be directly attributed to the variations
in the activation functions employed in each model. This systematic comparison
not only provides a fair and comprehensive evaluation of each model’s perfor-
mance but also offers valuable insights into the influence of different activation
functions on the classification accuracy of encrypted images.

Through this rigorous evaluation process, we aim to identify the most effec-
tive activation function for encrypted image classification, thereby contributing
to the optimization of neural network models for secure and privacy-preserving
image classification tasks [24].

4 Result

4.1 Classification of Encrypted Images

In this section, we elucidate the process of classifying encrypted images using the
image classification models we have constructed. We delve into the intricacies of
building the encryption model, emphasizing its accuracy and performance. The
performance of the models is gauged in terms of their ability to accurately classify
encrypted images, and a comparative analysis is conducted to evaluate their
relative efficiencies. This comprehensive assessment provides valuable insights
into the effectiveness of our models and their potential for practical application
in the realm of encrypted image classification.The time spent and the number of
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polynomial modes used for classification by different activation function models
are shown in the Table 1.

It is evident from our analysis that the classification time consumed by the
square function is significantly less than that of the other three functions. Con-
currently, the polynomial modulus can reach twice the magnitude of the other
three functions. Furthermore, an increase in the polynomial modulus correlates
with an enhancement in the accuracy of encryption. Therefore, in an overarching
perspective, the square function emerges as the optimal choice for the activa-
tion function of the model in this study. This is attributed to its capacity to
augment computational accuracy while concurrently reducing classification time
substantially.

Table 1. This table shows the number of time and polynomial patterns used for classi-
fication by different activation function models, square function, ReLU approximation
function, Sigmoid approximation function and Tanh approximation function

Time(s) Polynomial modulus

Square 644.8 32768

Relu approximation 7447.2 16384

Sigmoid approximation 7666.5 16384

Tanh approximation 7658.3 16384

4.2 Evaluation of Activation Functions

In this subsection, we present a rigorous evaluation of the performance of var-
ious activation functions employed within the models. We have incorporated a
diverse set of activation functions, including a square function, a polynomial
approximation of ReLU, polynomial approximations of Sigmoid and Tanh, and
a piecewise linear approximation. The accuracy of each model, characterized
by these distinct activation functions, was meticulously assessed and compared.
This comparative analysis provides a comprehensive understanding of the impact
of different activation functions on the performance of the models in the context
of encrypted image classification.

The comparative results between the original model and the cryptographic
model, each employing different activation functions for classification, are illus-
trated in Fig. 5. The accuracy of the original image classification, when utilizing
the square function, polynomial approximation of ReLU, polynomial approxi-
mation of Sigmoid and Tanh, and a piecewise linear approximation as activation
functions, are recorded as 97%, 97%, 93%, and 97%, respectively. These results
underscore the high accuracy achieved by the CNN model in its application.
Conversely, the accuracy of the encrypted models, when these activation func-
tions are employed, are observed to be 90%, 55%, 22%, and 16%, respectively.
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Fig. 5. This image depicts the comparison results of the classification performed by
the original model and the encrypted models with different activation functions. This
visual representation underscores the practicality and effectiveness of the method we
propose to a certain extent

Notably, only the square function achieves a more satisfactory result. This visual
representation underscores, to a certain extent, the practicality and effectiveness
of our proposed methodology.

4.3 Comparison with Other Models

The methodology delineated in this thesis demonstrates a remarkable perfor-
mance in terms of both time efficiency and classification effectiveness. This eval-
uation takes into account a multitude of factors, including encryption time, clas-
sification accuracy, and computational overhead, among others, A comparison is
shown in the Table 2.

The Residue Activation Network (ResActNet) [25], a novel deep network
architecture that employs a scaled power activation function. In the context
of encrypting 100 image samples, a task that is both computationally inten-
sive and time-consuming, our proposed model exhibits a significant reduction in
the encryption time compared to that of ResActNet. This improvement in time
efficiency underscores the computational advantages of our proposed model, par-
ticularly in scenarios involving large-scale image datasets.

Furthermore, we draw a comparison with the implementation of ResNet-20
on the RNS-CKKS scheme [26]. This implementation applies Fully Homomorphic
Encryption (FHE) with a bootstrap function to the standard deep machine learn-
ing model, thereby enabling secure computation on encrypted data. Despite the
inherent complexity and computational demands of FHE, our proposed model
manages to markedly enhance encryption efficiency.
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Importantly, this enhancement in efficiency does not come at the expense
of classification accuracy. Our proposed model maintains a similar encryption
classification accuracy to the model implemented on the RNS-CKKS scheme.
This balance between efficiency and accuracy is a testament to the robustness
of our proposed model, highlighting its potential for practical application in the
realm of secure image classification.In conclusion, the superior performance of
our proposed model, as evidenced by its time efficiency, classification effective-
ness, and robustness against other existing methods, underscores its potential
as a viable solution for secure image classification tasks.

Table 2. The table offers a comparative evaluation of our proposed method against
existing techniques like the RNS-CKKS Scheme and ResActNet. It assesses parameters
such as classification accuracy on original and encrypted images, encryption time, and
dataset size, providing a robust measure of our method’s performance and efficiency
relative to established techniques

Method Accuracy (%) Encryption accuracy (%) Time(s) numbers

RNS-CKKS Scheme 91.89 92.43 10602 1000

ResActNet 83.82 83.82 685.4 100

Our Method 97.00 90.00 644.8 1000

5 Summary

This paper presents a detailed procedure for classifying encrypted images using a
specially engineered image classification model. The focus is on the construction
of the encryption model, with an emphasis on its precision and performance.
The models’ effectiveness is assessed based on their ability to accurately classify
encrypted images, and a comparative analysis is conducted to evaluate their
relative efficiency.

The performance of various activation functions within the model is rigor-
ously evaluated, including the square function, the polynomial approximation of
ReLU, the polynomial approximations of Sigmoid and Tanh, and the segmented
linear approximation. The accuracy of each model, characterized by these dis-
tinct activation functions, is carefully assessed and compared. This analysis pro-
vides a comprehensive understanding of the impact of different activation func-
tions on model performance, contributing to the advancement of homomorphic
encryption-based image classification techniques.

The outcomes of our model are compared with a baseline, which is the classi-
fication of the original, unencrypted images. This comparison serves as a critical
benchmark for evaluating the performance of our proposed methodology. The
trade-off between accuracy and security is explored, and the effectiveness of our
approach in achieving accurate image classification while preserving data pri-
vacy is thoroughly assessed. The square function is found to exhibit superior



354 H. Jia et al.

performance in terms of both time consumption and cryptographic classification
outcomes, suggesting its potential use as an activation function in cryptographic
classification models.

Funding Statement This work was supported in part by the Open Fund
of Advanced Cryptography and System Security Key Laboratory of Sichuan
Province (No. SKLACSS-202111), in part by the Opening Project of Intelli-
gent Policing Key Laboratory of Sichuan Province (No.ZNJW2023KFMS005),
in part by the Innovative Research Foundation of Ship General Performance(No.
25422218) and in part by the National Key R&D Program of China (No. J2019-
V-0001-0092).

References

1. Preuveneers, D., Rimmer, V., Tsingenopoulos, I., Spooren, J., Joosen, W., Ilie-
Zudor, E.: Chained anomaly detection models for federated learning: an intrusion
detection case study. Appl. Sci. 8(12), 2663 (2018)

2. Rathore, S., Pan, Y., Park, J.H.: Blockdeepnet: a blockchain-based secure deep
learning for iot network. Sustainability 11(14), 3974 (2019)

3. Hayes, J., Melis, L., Danezis, G., De Cristofaro, E.: Logan: membership inference
attacks against generative models (2017). arXiv:1705.07663

4. Riad, K., Hamza, R., Yan, H.: Sensitive and energetic iot access control for man-
aging cloud electronic health records. IEEE Access 7, 86384–86393 (2019)

5. Hitaj, B., Ateniese, G., Perez-Cruz, F.: Deep models under the gan: information
leakage from collaborative deep learning. In: Proceedings of the 2017 ACM SIGSAC
Conference on Computer and Communications Security, pp. 603–618 (2017)

6. Krizhevsky, A., Sutskever, I., Hinton, G.E.: Imagenet classification with deep con-
volutional neural networks. Commun. ACM 60(6), 84–90 (2017)

7. Simonyan, K., Zisserman, A.: Very deep convolutional networks for large-scale
image recognition (2014). arXiv:1409.1556

8. He, K., Zhang, X., Ren, S., Sun, J.: Deep residual learning for image recognition. In:
Proceedings of the IEEE conference on computer vision and pattern recognition,
pp. 770–778 (2016)

9. Huang, G., Liu, Z., Van Der Maaten, L., Weinberger, K.Q.: Densely connected
convolutional networks. In: Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition, pp. 4700–4708 (2017)

10. Gentry, C.: Fully homomorphic encryption using ideal lattices. In: Proceedings of
the Forty-first Annual ACM Symposium on Theory of Computing, pp. 169–178
(2009)

11. Yagisawa, M.: Fully homomorphic encryption without bootstrapping. Cryptology
ePrint Archive (2015)

12. Cheon, J.H., Kim, A., Kim, M., Song, Y.: Homomorphic encryption for arithmetic
of approximate numbers. In: Advances in Cryptology–ASIACRYPT 2017: 23rd
International Conference on the Theory and Applications of Cryptology and Infor-
mation Security, Hong Kong, China, December 3–7, 2017, Proceedings, Part I, vol.
23, pp. 409–437. Springer (2017)

13. Zheng, D., Tang, X., Wu, X., Zhang, K., Lu, C., Tian, L.: Surge fault detection
of aeroengines based on fusion neural network. Intell. Autom. Soft Comput. 29(3)
(2021)

http://arxiv.org/abs/1705.07663
http://arxiv.org/abs/1409.1556


An Evaluation of Activation Functions 355

14. Zheng, D., Ran, Z., Liu, Z., Li, L., Tian, L.: An efficient bar code image recognition
algorithm for sorting system. Comput. Mater. Continua 64(3) (2020)
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Abstract. Comparedwith the traditional blockchain, the blockchain systembased
on directed acyclic graph (DAG) has higher throughput and greater storage pres-
sure, and there is also redundancy of transaction data in the block, which is caused
by concurrent block sending, that is, the same transaction may appear in different
blocks, and different blocks are attached to the DAG at the same time, which
aggravates the storage pressure. In this paper, to solve the above problems, we
propose a method that can reduce data twice. The first data reduction is aimed at
the redundancy in the block, which is in the blockchain system based on DAG.
And the second data reduction is based on the user’s experience and the first basis.
The experimental results show that the proposed method can save 92.18% of the
storage space and effectively alleviate the storage pressure.

Keywords: Blockchain · Directed acyclic graph · Data reduction

1 Introduction

Since the Blockchain Was Proposed in 2008, It Has Attracted Worldwide Attention for
Its Advantages of Decentralization, Tamper-Proof, Traceability and Transparency. The
Traditional Blockchain Has Only One Single Chain, and the Packaged Blocks Cannot
Be Executed Concurrently. These Traditional Blockchain Applications Include Bitcoin
[1], Ethereum [2], Hyperledger Fabric [3] and so on. At Present, the Transactions Per
Second (TPS) of the Traditional Blockchain with Single-Chain Structure Cannot Meet
the Actual Needs of Reality. To Improve the TPS of Traditional Blockchain, a Mesh
Topology of DAG Comes into View. Its Specific Idea is to Change the Chain Storage
Structure of the Block andChange the Single Chain Structure into theNetwork Topology
of DAG, so that Concurrent Writing Can Be Realized, and the Transaction Confirmation
Speed and TPS Can Be Improved. As a Result, DAG Blockchain Technology Began to
Develop Rapidly.
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On the one hand, the security of the blockchain is obtained by cryptography, on
the other hand, it is obtained by redundant storage. By using the distributed consensus
algorithm, the blockchain nodes agree on the stored data, and finally each node stores the
same data. This combination of redundant storage and secure password hash algorithm
and Merkle tree makes the data in the tampered blockchain must exceed 50% of the
computing power of the node pool, ensuring the security of the blockchain. However,
redundant storage will lead to a rapid increase in data storage on the blockchain as the
volume of transactions increases. As the earliest blockchain application Bitcoin, the data
on the chain has exceeded 370 GB. The newly generated data needs about 50GB to store
every year.What’sworse, the size of data storage is proportional to the performance of the
blockchain system, that is, the transaction volume per second TPS [4]. It is foreseeable
that the data storage pressure of the DAG-based blockchain system will be greater.

To solve the problem of increasing storage capacity of the blockchain system,
Nakamoto [1], the founder of Bitcoin, proposed a method to redesign the blockchain
system protocol based on the trust assumption. The core idea of this method is to divide
the nodes in the blockchain system into light nodes and full nodes. The full node grasps
all the information of the block and performs transaction verification. The light node
only needs to store the block header, thereby reducing the storage cost. But, light nodes
must trust other full nodes. Once the full node fails to respond to data requests in a timely
manner, system failure, malicious attacks, etc., it may bring the risk of permanent data
loss. At this time, the data related to the light node stored by the whole node is most
likely not available later. Although this method has risks, it is more effective in practical
applications and has its targeted design in various scenarios.

In the DAG-based blockchain, especially the blockchain with the block as the DAG
vertex, the design of the light node and the full node is still effective, but the redundancy
within the block may be more serious. The reason is that the blockchain system based
on DAG is highly concurrent, that is, there can be multiple nodes out of the block at
the same time point. The same transaction may appear in different blocks, and different
blocks are attached to the DAG at the same time, which in turn aggravates the storage
pressure.

In practical applications, especially in the Internet of Things (IoT) scenario [5],
the storage capacity of blockchain nodes is limited, and it is impractical to store all
blockchain data. The users behind these nodes may only care about the transaction data
related to themselves, and have no obligation to save other transaction data.

Fig. 1. DABG block structure.
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In our previous work [6], we proposed a blockchain system based on DAG, but there
was a problem of redundant transaction data in the block when the block was issued.
When storing blocks, the block header only accounts for a small part of the block, and
the block size mainly depends on the complete transaction data in the block. Figure 1
is the block structure of Directed Acyclic Blockchain Graph (DABG) [6]. T × 1 … n
represents n transaction data. And Fhash and Uhash are the unique block connection
pointers in [6]. When the number of transaction data cached by each node reaches a
certain amount, it will be packaged into blocks. Therefore, it is very likely that the
same transaction will appear in multiple nodes packaged blocks. Based on the actual
application scenarios and the storage defects of DABG, we believe that not every user
of the maintenance node is willing to pay an extra price to save transaction data which is
not related to themselves. At the same time, we also consider that the optimization of the
system should retain its original attributes, such as decentralization and non-tampering.
Therefore, we propose a data reduction method that can be performed twice to optimize
the storage problem of [6]. Our main contributions are as follows:

• A new data reduction method is proposed based on the block redundancy defect of
DABG and the user experience.

• The advantages and disadvantages of this data reduction method on the basis of
retaining the original attributes of DAG-based blockchain are described in detail.

• The proposed method is verified by experiments, and the experimental results prove
its feasibility and efficiency.

The experimental results show that the proposed data reduction method can save
92.18% of the storage space while maintaining the normal operation of the system.

The remainder of this paper is organized as follows. Section 2 summarizes the related
work. Section 3 introduces the system model. Section 4 gives the evaluation results of
the data reduction method and the setting of the experimental parameters. Sections 5
and 6 give conclusions and future work.

2 Related Work

The new blockchain system with directed acyclic graph (DAG) structure takes trans-
actions or blocks as vertices, and the vertices are still connected by hash pointers to
maintain the traceability and non-tampering characteristics of the blockchain. The graph
structure allows the system to generate blocks in parallel. Therefore, the performance
of blockchain (such as TPS) is greatly improved. Table 1 shows the TPS of traditional
blockchain technology and DAG based blockchain technology. Table 2 reflects the rela-
tionship between TPS and storage cost. The larger is TPS, the larger is storage cost.
Therefore, whether a traditional blockchain system or a new DAG-based blockchain
system, they all have storage pressure. Some works have done to reduce the data storage
pressure of blockchain systems. Xu et al. [7] tried to form multiple consensus units by
grouping nodes, each aggregation point in a consensus unit only need to store a part of
the entire blockchain data. However, their method is based on the strong trust assump-
tion between nodes in the consensus unit. This is difficult to apply in DABG systems
dedicated to applications in IoT environments. Dai et al. [8] proposed a data reduction
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method similar to puzzles. Each node only stores data related to itself, and uses Merkle
path to verify the authenticity of the transaction. Jia et al. [9] proposed a repeated pro-
portion mechanism to store different blocks in different proportions to achieve lower
storage costs. In addition, there are attempts to eliminate data duplication at the storage
engine layer. Forkbase [10], proposed by Wang et al., aims to improve storage perfor-
mance while reducing storage size. With the help of fast-based deduplication, Forkbase
successfully deleted large file duplicates containing a large amount of public content.
However, in the blockchain scenario, the repetition rate of transactions and blocks stored
by nodes is usually low, so the effect is not ideal.

Table 1. TPS of DAG based blockchain technology and traditional blockchain technology.

Blockchain technology classification Blockchain technology TPS

DAG blockchain IOTA 100

NANO 1000

Conflux 3000

Hashgraph 10000

Traditional blockchain Bitcoin 7

Ethereum 15

Hyperledger fabric 3000

Table 2. Increase of storage cost as TPS increases.

TPS 7 100 1000

Data(GB/Year) 50 750 7500

All of the above are optimized for the traditional blockchain system, and some work
has given optimization schemes for the DAG-based blockchain system. Such as Yang
et al. [11] proposed a blockchain LDV based on lightweight directed acyclic graph,
and proposed a social-based data reduction method. In LDV, each node only stores
the data of interest in the subject group of interest, while ignoring the data that is not
interested. To avoid huge storage costs in large groups with large amounts of data,
[11] further proposed a method of pruning historical data within the group to meet
storage requirements by reducing the number of duplicate data stored in each node. Fu
et al. [12] proposed an efficient consensus algorithm Teegraph for IoT, which mainly
includes amessage communicationmechanism based on the Gossip protocol to generate
DAG-based data structures for efficient consensus processes. When there are no new
transactions, Teegraph can reduce communication overhead and save storage space.
There are also some schemes that indirectly reduce storage pressure, such as Li et al. [6]
proposed an efficient DAG blockchain architecture for IoT. The use of federated learning
to optimize the propagation mode of the Gossip protocol reduces the redundancy of the
Gossip protocol and indirectly alleviates some of the storage pressure.
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Compared with the above work, our work is a continuation of the paper “An Efficient
DAG Blockchain Architecture for IoT [6]”. Optimize the shortcomings of DABG in
terms of storage, and propose a user-based data reduction method, that is, each node
only packages transactions initiated by itself and transactions related to itself when
sending blocks, reducing storage pressure.

3 System Model

In this section, we will show our method. In addition, our design is optimized for DABG,
so we will give a brief introduction to DABG.

3.1 DABG Introduction

The architecture of DABG can be divided into two parts, one for building a Gossip net-
work based on federated learning, and the other for reaching consensus. Initially, nodes
use the original Gossip protocol to propagate transactions and conduct virtual voting
through signatures. The submitted transactions are packaged into blocks and synchro-
nized to other nodes through the Gossip protocol tomaintain consistency between nodes.
At the same time, the node will store some relevant data of federated learning locally
as samples. When the sample reaches a certain number, the federated learning is used
to construct the tree Gossip network, and the tree Gossip protocol is used to consensus.
Finally, the weight-based block selection algorithm is used to attach the block to the
DAG.

The design of DABG refers to a part of hashgraph, which belongs to parallel chain
DAG, but still retains the concept of block. When a node receives a certain number of
submitted transactions, it will initiate a block out operation. Each node can send out
blocks at the same time, so there is no small redundancy in the DAG formed by taking
blocks as vertices.

3.2 Data Reduction

As shown in Fig. 2, each node first submits the completed strongly visible transaction
(that is, it has been confirmed by more than 2/3 of the total nodes). Then, each node
caches the transaction data from other nodes and the transaction data initiated by itself
locally and marks the transaction data with correlation. For example, T × 1 (N0-N1)
of N0 node is the transaction data of N0 node and N1 node. When each node caches a
certain amount of transaction data, it enters the next stage and extracts the transaction
data related to itself from the cache by marking. Finally, generate blocks for broadcast
synchronization.

It is worth noting that the out-of-block time of each node is not necessarily the same,
depending on the time it takes for each node to cache a specified amount of transaction
data and perform data reduction. After block synchronization, the block is attached to
the DAG by a weight-based block selection algorithm.

As shown in Fig. 3, this is the DAG global graph formed by the blocks in N0 nodes
according to the weight-based block selection algorithm in DABG. If each node stores
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Fig. 2. Data reduction flow diagram.

all the data, the storage capacity of the device needs to be very high. And it is not in
line with the interests of users who maintain their own nodes. Therefore, a secondary
reduction is taken from the perspective of the correlation between the data and the user.
Taking the N0 node as an example, the black block represents that the N0 node stores
all the data completely when it is stored, and the white block indicates that the N0 node
only symbolically stores the block header when storing the blocks synchronized by
other nodes. The second reduction also needs to set the whole node, that is, the node that
stores all the data, so as to ensure that the user can still obtain the transaction information
through the whole node under some bad conditions such as attack or downtime. But it
also introduces the problem of third-party credibility that needs to be solved.

Fig. 3. DAG graph of N0 node.

3.3 Stability

When the node is in the cache transaction but has not yet completed the block, the
downtime node only needs to issue a request like other nodes when restarting, and
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performs block synchronization operation, but does not perform secondary reduction,
that is, synchronizes the complete blocks of all nodes during the downtime until the
synchronization is completed, and then re-opens the secondary reduction. As for the
unpackaged transactions before the downtime, they exist in the complete blocks syn-
chronized by other nodes. If multiple nodes are down at the same time, it is necessary to
request the whole node at restart to complete block synchronization. As for the number
of full node settings, it is related to the user’s financial budget.

4 Performance Evaluation

In this section, we will evaluate the changes in storage performance brought by the
proposed data reduction method in the DABG system through simulation.

4.1 Experimental Setup

We simulate a DABG system in a multi-threaded manner. The experimental hardware
uses Intel (R) Core (TM) i7-10870H CPU @ 2.20 GHz × 5 virtual host, 16GB DDR4
memory, based on Ubuntu 20.04 operating system. The software uses Golang 1.19.3
linux/amd64 development environment. To ensure the consistency of storage of different
nodes, the data size within all transactions is set to the same. At the same time, we set
the node to start the first data reduction for every 1000 transactions cached.

4.2 The Effect of the First Data Reduction

Wefirst evaluate themethod of the first data reduction. The node filters 1000 transactions
per cache, and filters out the transaction data related to itself by identifying the correlation
markers on the transaction data. We study the impact of the number of nodes on the size
of a single block of data when each node in the network randomly initiates a total of 1000
transactions. As shown in Fig. 4, if the block packaging method of the original DABG
system is used, the node packages 1000 transactions as blocks. In the case of block heads
being ignored, the storage cost of the block has reached 200 KB. From the experimental
results, it can be seen that when the number of nodes is more, the method of screening
out the transaction data related to itself and packing out the block is better. When 100
nodes randomly initiate 1000 transactions in the network, the average block size of the
nodes is only 4 KB. This is beneficial to the resource-constrained IoT environment.

4.3 The Effect of the Second Data Reduction

The second reduction is to consider that each node needs to store global data when
participating in consensus. Considering that this situation is not in line with the user’s
experience and interests, each node only stores the block header of the block packaged
by its own node and the block synchronized by other nodes. As shown in Table 3, the
experiment is set to 5 nodes, of which N4 is the full node. The full node needs to have a
global view and store all the blocks in the DAG graph. To facilitate comparison, we set
up a network in which only N4 initiates transactions to the other four nodes.
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Fig. 4. The influence of the number of nodes on the size of a single block data.

Table 3. The number of related transactions received by per node.

Total transactions 30000

Node id N0 N1 N2 N3 N4

Txs related to per Node 15000 8000 5000 6000 30000

As shown in Fig. 5, ignoring the small storage cost generated by the block header,
compared with the full node N4, other nodes only store their own packaged blocks when
the storage cost is lower. Node N2 consumes the least storage space, because among
the 30,000 transactions randomly initiated by N4, the transactions related to N2 are the
least. Specifically, compared with the full-node N4, it saves 92.18% of storage space.
This confirms the efficiency of the second reduction method.
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Fig. 5. The storage cost of each node.

5 Conclusion

In this paper, we propose a method that can reduce the data twice for the DABG system
proposed in the previous work to reduce the storage cost. Specifically, the first data
reduction is proposed for the problem that the DABG parallel out of the block leads
to excessive data redundancy in the block. The second data reduction is based on the
experience and interests of the user maintenance node, which effectively reduces the
storage cost of the DABG system. To ensure the stability of the network, we further
propose relatedmechanisms in the design. The effect of data reduction has been evaluated
by simulating the DABG system. Experimental results show that the proposed method
can save 92.18% of storage space.

6 Future Work

In the future work, we will evaluate the effect of this method on data query. This is not
mentioned in this work. In addition, wewill continue our previous work to improve other
aspects of the DABG system and further improve the performance of the blockchain.
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Abstract. A compact dual-band directional button antenna is proposed forminia-
turized equipment and tight space in integrated power communication networks.
In this design, a metamaterial lens consisting of 2× 2 cells is applied to the radi-
ation direction, enabling a compact and directional configuration. The antenna
consists of a microstrip line feed, a monopole loaded by the dielectrics, and a
metamaterial lens placed on the other side of the feed. The metamaterial unit cell
has two different split resonant rings responsible for two different resonances, and
the 2× 2 cells are employed to form the desired lens and are symmetrical on the
monopole. The results show that the antenna with lens has the similar properties
with that of the reflector metamaterial.

Keywords: Dual-band directional button antenna · Integrated power
communication network ·Metamaterial lens

1 Introduction

With the development of power systems and 5G technologies, the grid networking tends
to integrated networks for differentiated services. Smart grids [1] can utilize advanced
communications, control, and information technologies to optimize power system oper-
ations in 4G/5G networks. There are a lot of power equipment and terminals on the
smart grid, which need to be monitored [2, 3]. In addition, power equipment needs to
communicate with each other and transfer data [4]. Antennas are necessary for these
purposes, and miniaturized antennas are one of the good candidates for deploying in
power pipes and porches.

Button antenna was first proposed in [5], which has the characteristics of miniature
andwith flexible substrate but stable performance. It is a big advantage in new grid appli-
cations, for example, deployment in power pipes and porches. Because of the utilization
of flexible substrates, the button antennas can be conformal integrated into power grid
equipment to monitor the running state and performance of the power system.Moreover,

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 366–373, 2024.
https://doi.org/10.1007/978-981-99-9247-8_36

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_36&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_36


A Compact Dual-Band Directional Button Antenna Based 367

button antennas can also be used as part of a new grid communication network, allowing
devices to exchange information and share data in real time.

In order to satisfy both monitoring and communication modes, a dual-band dual-
mode button antenna is designed in this paper. Therefore, by using near-field resonant
coupling technology [6], two resonant loops of loaded metamaterial are excited by
monopole radiation so that the antenna can obtain dual-band characteristics. The pattern
of omnidirectional radiation of the lower band can be used to monitor the surrounding
electrical equipment. At the upper band, the directional radiation enables point-to-point
communication at high rates between two devices.

2 Button Antenna Design

The button antenna consists of a microstrip line feed, a monopole loaded with top and
bottom dielectrics, and a metamaterial lens placed on the other side of feeding line,
which is away from the microstrip. The overall configuration of the proposed antenna is
shown in Fig. 1, where (a), (b), (c), and (d) correspond to 3D, side view, top view, and
front view, respectively. The microstrip is taken as the feed to excite the button antenna.
The flexible material with dielectric constant ε = 1.6 and loss tangent tan δ = 0.02 as
substrate, which can be perfectly conformal to the device. The thickness of the substrate
is 1.5 mm.

The proposed button antenna uses a monopole as a radiator and loads circular
dielectrics on its top and bottom. Themonopole can be inserted into the circular dielectric
at the bottom so that the monopole antenna is more stable and the radiation performance
is less affected. The top and bottom dielectrics are loaded with the same radius and the
same dielectric with thickness of 1 mm, both TP1020, dielectric constant ε and loss
tangent tan δ are 10.2 and 0.0015, respectively.

A split-ring resonator is proposed in [7]. Based on this structure, the unit struc-
ture is modified in this paper, as shown in Fig. 2a. The magnitudes of S-parameters in
which resonance in two bands are obtained, as shown in Fig. 3. The near-field radiation
properties of the monopole result in different wave paths of the electromagnetic wave
to each position of the metamaterial structure, and they are arranged symmetrically on
the longitudinal direction. The structure of 2 × 2 unit cells is shown in Fig. 2b. The
designed metamaterial structure is loaded onto the button antenna and placed away from
the microstrip line. This arrangement reduces the effect of microstrip lines on antenna
radiation. The height of the metamaterial structure basically determines the profile of the
button antenna. Therefore, the monopole is loaded with a dielectric cylinder with FR4
material, and the dielectric constant and loss tangent are 4.4 and 0.025, respectively. By
adjusting the height of the cylinder and the monopole, the impedance can be changed
and good matching is achieved.
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(a)

(b)

(c)

(d)

Fig. 1. Antenna construction, a the 3-D view, b the side view, c the top view, and d the front view.
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(a) (b)

Fig. 2. Configurations of metamaterial structure, a unit cell and b 2 × 2 cells.

After careful adjustment of the above parameters of the metamaterial structure and
the monopole antenna, the optimization results are shown in Table 1.

Fig. 3. Magnitude of S-parameter for the unit cell.

Table 1. The optimized values of parameters.

Parameters w1 w2 w3 w4 w5 l1 l2 l3 l4 g

Values (mm) 25 3 6 5.9 0.5 30 16.5 1 1.05 0.2

Parameters h1 h2 h3 h4 h5 d1 d2 D G

Values (mm) 1.5 11 1 1 1.5 3 16 2.9 0.1
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3 Result Analysis

3.1 Parametric Analysis

In order to obtain the final optimization result of the button antenna, the influence of the
parameters on the dual-band in the reflection coefficient should be considered. Thus, the
corresponding effects are discussed below, where only one parameter changes during
the process while the others remain constant.

Both themonopole and themetamaterial structure should be considered in the param-
eter analysis. Firstly, the influence of microstrip feed in monopole on reflection coeffi-
cient is discussed, as shown in Fig. 4a. It can be seen that the width of the microstrip w2

directly affects the resonance and matching of the lower band, indicating that the lower
band is more affected by the monopole, but the upper band has almost no effect. Then
three variables of metamaterial structure are used to analyze their effects on resonance
and matching. They are the gap width g, lengths l3 and l4 of the split-ring resonator,
respectively. The corresponding results are shown in Fig. 4b–d, respectively. As we
see, the three parameters are related to resonance, which is consistent with the theory
of metamaterials. Among them, g slightly affects the matching of the lower band, but
greatly influences the frequency points of the upper band. At the upper band, it is more
sensitive to the capacitance of resonance. The increase in gap leads to the reduction of
capacitance, so the resonant frequency point moves upward.When l3 and l4 are changed,
the lower band is almost unaffected, so only the upper band is shown. The longer length
leads to higher inductance thus lower resonance point.

3.2 Surface Current

Through the near-field resonant coupling of the monopole, the metamaterial gener-
ates two different resonant loops in different bands. In order to reveal the influence of
metamaterial structure parameters on the reflection coefficient more directly, the current
distribution onmetamaterial structure is shown. The low-frequency current is distributed
in the middle resonant loop as shown in Fig. 5a, so it is not sensitive to the changes of
l3 and l4 mentioned above. For the current distribution in the upper band as shown in
Fig. 5b, the current is mainly concentrated in the gap part, so it is very sensitive to the
changes of g, l3 and l4. Therefore, the resonant properties of the antenna can be observed
by the change of the current distribution on the metamaterial.

3.3 Radiation Pattern

In order to meet the requirements of the application, the radiation pattern needs to
present two different modes. Figure 6a shows the radiation of the antenna at the lower
band, which can cover the surrounding equipment in a large range. At the upper band,
the directional beam results in significant radiation enhancement on the side of the
metamaterial loading, as shown in Fig. 6b. It is a huge advantage for point-to-point
high-speed data transmission. In addition, the beam at both bands appears to tilt upward,
which is due to the asymmetry of the microstrip line and the influence of the finite metal
ground.
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(a)

(b)

(c)

(d)

Fig. 4. Parametric analyses of antennas, a unit cell, and b 2 × 2 cells.
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(a) (b)

Fig. 5. Surface current at a 5.4 GHz and b 8.5 GHz.

(a)

(b)

Fig. 6. Radiation pattern at, a 5.4, and b 8.5 GHz.
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4 Conclusion

In this paper, a dual-band antenna based on metamaterial was proposed for miniaturized
equipment and tight space in integrated power communication networks. This antenna
consists of a microstrip line feed, the metamaterial lens, and the top and bottom loaded
monopole antenna. By carefully adjusting the corresponding parameters of the antenna,
the good dual-band characteristics of the final optimization were obtained, and the
corresponding parameters were analyzed.
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Abstract. Recently, the integrated power communication network has gained
considerable attention, because of new differentiated business. To improve the
energy efficiency (EE) for information acquisition services, reconfigurable intel-
ligent surface (RIS) is proposed. Under the constraints of the minimum rate of
each user, the maximum transmit power limit of the base station and the unit
modulus constraint of the phase angle of RIS, this paper aims for maximizing
EE in RIS-aided multiple-input-single-output (MISO) systems. Firstly, the max-
imum signal-to-interference-noise ratio (SINR), the total power consumption of
the system and the phasematrix of RIS are analyzed and derived, and then the opti-
mization problem is established with the beamforming and transmission power
of the base station transmitting multi-user as variables. Thirdly, in order to solve
the optimization problem, this paper proposes to use the maximum ratio to send
pre-coding to maximize the SINR received by users, and uses an improved sine
and cosine optimization algorithm to optimize the phase matrix of RIS. Finally, a
scheme of alternating iterative optimization of phasematrix and power is designed.
Simulation results show that the proposed algorithm is very effective in improving
the energy efficiency of the system. Compared with the traditional relay ampli-
fication scheme, the improved SCA optimization scheme achieves about 30%
improvement in energy efficiency, which confirms the feasibility of the proposed
method in improving the energy efficiency of MISO system.

Keywords: Integrated power communication network · Energy efficiency ·
Reconfigurable intelligent surface · Beamforming · Sine and cosine optimization
algorithm

1 Introduction

Integrated power communication networks represent this will bring very new prospects
and will greatly promote the construction of the digital economy, making smart cities
more reliable, convenient and fast. Integrated power communication networks aim to
develop an integrated infrastructure and differentiated services for the new smart grid.
Great progress has been made in 5G wireless communication networks, and when its
commercialization is in progress, 6G wireless networks are increasingly attracting the

© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 374–382, 2024.
https://doi.org/10.1007/978-981-99-9247-8_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_37&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_37


Energy Efficiency Maximization for RIS-Aided Multi-user MISO Systems … 375

attention of academic world. These fields tend to make demand more requirements for
data transfer capability, reliability, latency and energy efficiency (EE) [1]. Especially
in 6G wireless communication networks, electrical communication is crucial because
various terminal intensive tasks are on the rise and the lowering of resource wastage
resulting fromcommunication technology is irreplaceable. The existing5G technologies,
such asmillimeterwave communication, heterogeneous networkswith large-scale access
and ultra-high density are mainly studied in the design of transmitting and receiving
systems, in order to deal with information acquisition services. But these technologies
also have huge implementation costs and huge energy consumption. In recent years, the
report calls reconfigurable intelligent surface (RIS) as intelligent reflector. Because its
ability to configure wireless communication environment, it has become a popular new
technology. It can skillfully adjust the reflection coefficient of the reflection element
through the programmable controller, so that the reflected signal can be propagated to
the expected receiver in the desired way, making the wireless environment controllable
and programmable [2]. Compared with the existing amplifying and forwarding relay
auxiliary communication, RIS is a more energy-saving and economical technology.

At present, RIS technology has been widely studied and concerned in respect of
communication. Over the past few years, the research literature on RIS also emerges
one after another. In the fields of theoretical research and application scenarios, there
has been a lot of research work on RIS. For example, [3] constructed the antenna design,
model design and verification results of RIS. In [4], an overview of RIS technology
and its use in common wireless communications was given. The beamforming design
of wireless communication under large-scale RIS deployment was introduced in [5]. In
[6], the optimization of joint beamforming between base station and RIS was studied. In
[7], RIS-assisted multiple-input-single-output (MISO) communication was studied. In
order to optimize the spectral efficiency, the branch and bound algorithmwas proposed to
jointly optimize the active beamforming at the base station and the passive beamforming
at RIS to obtain the global optimal solution. The author of [8] developed a distributed
method for multiple RIS scenarios, which controls each RIS separately by setting circuit
switches. This approach has the potential to decrease the energy dissipation of RIS
and enhance the overall energy effectiveness of the system. Inspired by [8, 9] jointly
optimized the beamforming at the base station and the phasematrix of RIS, and proposed
an improved sine and cosine optimization algorithm. Under this algorithm, the optimal
phase matrix can be obtained to maximize the EE of single-user MISO systems.

The physical structure and application scenarios of RIS and the specific role of RIS in
future wireless communication were clearly introduced in the above literature. However,
the above literature did not involve the research on RIS power optimization, and in the
RIS-assisted system, the energy consumption of RIS control circuit can not be ignored.
Therefore, inspired by the aforementioned study, this article studies and analyzes the
EE of the multi-user MISO system in smart grid, by optimizing the beamforming, trans-
mission power and RIS phase matrix of the base station under the perfect channel state
information (CSI). Its purpose is to make the RIS-assisted MISO system easier to meet
the green energy-saving targets in smart grid.
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Fig. 1. The RIS-aided multi-user MISO system model

2 System Model

As shown inFig. 1, consider the downlink of aRIS-assistedmultiuserMISO transmission
system in smart grid, which includes a base station with N antennas, a RIS with M
reflection units, and K single antenna users. In addition, all user sets are represented by
K = {1, . . . ,K}.

Then the signal received by the kth user can be expressed as:

yk =
(
hHkr�G + hHkb

) K∑
i=1

wisi + nk , k ∈ K (1)

wherehHkb ∈ C
1×N is the channel vector from the base station to the kth user,hHkr ∈ C

1×M

is the channel vector from the RIS to the kth user,Gl ∈ C
M×N is the channel matrix from

the base station to the RIS, wi ∈ C
N×1 represents the beamforming vector at the base

station received by the base station except the ith user, i ∈ K and si represents the signal
sent by the base station to the ith user.� = diag(β1ejθ1 , . . . ,βM ejθM ),θlm ∈ [0, 2π ] is the
phase angle, βm ∈ [0, 1] is the amplitude reflection coefficient, ∀m ∈ M. The general
setting is βm=1. And σ 2 represents the additive white Gaussian noise with power at the
kth user.

Then, the signal-to-interference-to-noise ratio (SINR) at the kth user can be expressed
as:

γk =
∣∣(hHkr�G + hHkb

)
wk

∣∣2
∑K

i=1,i �=k

∣∣(hHkr�G + hHkb
)
wi

∣∣2+σ 2
(2)

where
(
hHkr�G + hHkb

)
wi represents the interference caused by the other users.
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Accordingly, the system’s sum rate can be expressed as:

Rt = B
K∑

k=1

log2(1 + γk) (3)

where B is the channel transmission bandwidth.
The power losses in the multi-user MISO transmission system primarily consist

of the base station’s transmission power consumption, the base station’ s fixed power
consumption, the user’s circuit power consumption, and the RIS’ s circuit power con-
sumption. Therefore, the total power consumption of the system should be expressed
as:

Pt =
∑K

k=1

1

μ
wH
k wk + PBS +

∑K

k=1
PkUE + PRIS (4)

where μ is the efficiency of the base station power amplifier, PBS is the fixed power
consumption of the base station itself, Pk,UE is the circuit power consumption of the kth
user, and PRIS is the power consumption of RIS.

This paper studies the EE maximization of RIS-assisted multi-user MISO system,
which is denoted by ηEE and expressed as:

ηEE =
B

K∑
k=1

log2

(
1 +

∣∣(hHkr�G+hHkb
)
wk

∣∣2
∑K

i=1,i �=k

∣∣(hHkr�G+hHkb
)
wi

∣∣2+σ 2

)

∑K
k=1

1
μ
wH
k wk + PBS + ∑K

k=1 PkUE + PRIS
(5)

By jointly optimizing the base station’s beamformingw = {wk , k ∈ K} and theRIS’s
reflection angle θ = {θm,m ∈ M}, the EE ismaximized under the constraints ofmeeting
theminimumrate requirements of the systemusers and themaximum transmission power
of the base station [10].

3 Problem Formation and Solving

Then, the original optimization problem can be formulated as follows:

max
w,θ

ηEE

s.t. C1: log2(1 + γk) ≥ Rk,min,∀k ∈ K,

C2:
K∑

k=1

1

μ
wH
k wk ≤ Pmax,

C3: θm ∈ [0, 2π ],m ∈ M.

(6)

where C1 is theminimum rate limit for each user, C2 is the transmission power constraint
at the base station, and C3 is the RIS phase angle constraint.

The original problem (6) is a fractional programming problem, which contains dis-
crete variables, so it is non-convex and difficult to solve directly. In order to solve the



378 Y. Feng et al.

non-convex problem, this paper initially breaks down the original problem into two sub-
problems: beamforming optimization and reflection phase optimization, then optimizes
the individual problem independently and alternately, and finally obtains the optimal
solution of the problem. Next, this paper will introduce the algorithm process of two
sub-problems optimization.

3.1 The Sub-Problem of Beamforming Optimization

To simplify the computational complexity, we make the assumption that the base sta-
tion employs maximum ratio transmission precoding, that is, under the maximum ratio
transmitting (MRT) precoding, the user can obtain the maximum SINR. At this point,
the beamforming under multi-user can be expressed as:

wk = √
ε ·

(
GH�hkr + hkb

)
∥∥hHkr�G + hHkb

∥∥
2

(7)

where ε is the transmission power for each user.
Therefore, the EE maximization problem in RIS-aided multiuser MISO systems can

be expressed as:

max
θ

ηEE =
B

K∑
k=1

log2

(
1 +

∣∣(hHkr�G+hHkb
)
wk

∣∣2
∑K

i=1,i �=k

∣∣(hHkr�G+hHkb
)
wi

∣∣2+σ 2

)

∑K
k=1

1
μ
wH
k wk + PBS + ∑K

k=1 PkUE + PRIS

s.t. B
K∑

k=1

log2

⎛
⎝1 +

∣∣(hHkr�G + hHkb
)
wk

∣∣2
∑K

i=1,i �=k

∣∣(hHkr�G + hHkb
)
wi

∣∣2+σ 2

⎞
⎠ ≥ Rk,min,∀k ∈ K,

K∑
k=1

1

μ
wH
k wk ≤ Pmax,

Pmin ≤ ε ≤ Pmax,

θm ∈ [0, 2π ],∀m ∈ M, (8)

where Pmax is the maximum transmission power at the base station, and Pmin is the
minimum transmission power at the base station. Because the working state of the
reflector is controlled by the switch, the power of the RIS will be changed, thus affecting
the total power of the system, so the transmit power ε is a real-time change, so the update
formula of the power ε is expressed as follows:

ε = gkP0 − 1
μ

1
μ
gkW

(
gkP0−1/μ

1/μ·e
) − 1

gk

s.t. Pmin ≤ ε ≤ Pmax (9)

where g = gk/σ
2
, P0 = PBS + ∑K

k=1 PkUE + PRIS , Pmin = (2Rmin/B − 1)/gk .
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3.2 The Sub-problem of Phase Optimization

For the above optimization problem, this paper selects phase θ to jointly optimize the
phase matrix of RIS and the beamforming emitted by the base station [12]. Therefore,
The optimization of phase gk is based on the channel gain θ under this model.

As (8), the sub-problem of optimizing θ can be represented as:

max
θ

gk =
∥∥∥hHkr�G + hHkb

∥∥∥
2

2

s.t. θm ∈ [0, 2π ],m ∈ M
(10)

Due to the non-convexnature of optimization problem (9), obtaining a closed solution
directly is challenging. In order to deal with this problem, an enhanced SCA algorithm is
employed to find the optimal solution for the phase matrix. Detailed steps are described
as follows.

1. Randomly generate I individuals Xi, in which each element of the individuals must
meet the unit mode constraint, phase Angle θ ∈ [0, 2π ].

2. Formula (8) is utilized to calculate the objection function of each individual, and its
maximum value is obtained by finding a locally optimal individual through random
generation of individuals.

3. Thefirst I/2 individuals are iteratively upgraded according toFormula (11).During the
process, fitness functions of each time were compared and local optimal individuals
were updated.

θ t+1 = diag
(
hHkr

)
G ·

(
hkb +

(
diag

(
hHkr

)
G

)H · θ t
)

(11)

4. After I/2 individuals are iteratively updated according to formula (12), the local opti-
mal solution at this time is jumped out, and the global optimal solution is developed
and explored. In the process, the fitness function of each time is still compared and
the optimal individual is updated.

xt+1
ij = ω ·

⎧
⎪⎨
⎪⎩
wt · xtij + r1 · sinr2 ·

∣∣∣r3ptgj − xtij

∣∣∣ r4 < 0.5

wt · xtij + r1 · cosr2 ·
∣∣∣r3ptgj − xtij

∣∣∣ r4 ≥ 0.5
(12)

5. When the iteration is finished and thefitness function reaches convergence, the optimal
solution for the given phase is obtained. In case the function does not converge, the
number of iterations is increased until convergence is achieved.

In addition, r1 as a control parameter, mainly controls the amplitudes of sine and
cosine functions, and adaptively adjusts by (14). T represents the maximum number of
iterations and remains constant throughout the process. Typically, it has a general value
of 2. ω updates according to the time-varying weight in the particle swarm.

levy(υ) =
[

�(1 + υ) · sin(πυ/2)

�[(1 + υ)/2] · υ · 2(υ−1)/2

]1/υ
(13)
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r1 = a ·
(
1 − t

T

)
(14)

where υ is the scaling factor.

4 Numerical Results and Discussions

In this section, we utilize MATLAB software to execute simulation experiments and
verify the effectiveness of the proposed approach. The system parameters are mainly
give as Table 1.

Table 1. Simulation parameter setting

Simulation parameters Simulation parameters

Transmitting antenna N 8

RIS reflecting element M 32

Maximum transmit power of base station P1max 30 dBm

Individual dimension D 32

Population quantity I 100

Number of iteration T 100

Levi’s flight parameters υ 1.5

Time-varying weight Wmin 0.2

Time-varying weight Wmax 0.8

Fig.2. Channel gain under three different schemes

Figure 2 displays the convergence characteristics of the enhanced SCA algorithm,
illustrating its effectiveness. As shown in Fig. 2, the enhanced SCA algorithm exhibits
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approximately a 70% increase in termof channel gain, comparedwith its original version.
This is primarily due to the fact that the original SCA algorithm tends to prematurely
converge to a local optimal solutionwhen tacklingNP-hard problems. On the other hand,
incorporating Levy flight and time-varying weights can overcome this limitation and
enhance the algorithm’s performance. In addition, compared to the approach described
in reference [8], the enhanced SCA algorithm exhibits an approximately 27% increase
in channel gain and achieves faster convergence speed. Because by using the optimal
phase update formula in the literature, in the SCA algorithm, it is possible to determine
the direction of the global optimal solution, combined with the improved SCA algorithm
can effectively prevent falling into the local optimal, so we can get a larger channel gain.

Fig.3. Variation of EE with Pmax for the two schemes

In order to better illustrate the superiority of the proposed algorithm for the energy
efficiency of the system, Fig. 3 illustrates the performance of each scheme in terms of EE
(Energy Efficiency) under varying maximum transmission power at the base station. It
can be seen that compared with the traditional relay amplification scheme, the improved
SCA optimization scheme has achieved about 30% improvement in energy efficiency
for the RIS-assisted MISO system. And it can be found in the figure that when Pmax ≤
25dBm, the energy efficiency of each scheme system increases almost linearly with the
increase of the maximum transmission power of the base station. However, when Pmax
≥ 25dBm, the energy efficiency of each scheme almost tends to be stable and no longer
increases. At this time, it can be observed that the EE of the system does not strictly
increase as the maximum transmit power of the base station increases. Therefore, this
scheme can also be used to obtain the best transmission power of the system, so that the
highest energy efficiency of the system can be obtained at the lowest transmission power,
which is very consistent with the current green and sustainable performance index of
wireless communication.



382 Y. Feng et al.

5 Conclusions

This paper studies energy-efficient RIS-aided multi-user MISO systems in integrated
power communication networks, and proposes to optimize the RIS’s phase matrix of
RIS to refine the system’s EE performance for information acquisition services. Firstly,
the SCA optimization algorithm is introduced to optimize the RIS’s phase matrix. Build-
ing upon this, an enhanced version of the SCA algorithm is devised to advance the
phase matrix further, and the optimal value obtained by this algorithm is more accurate.
Secondly, for multi-user beamforming, it is proposed that the base station uses MRT
precoding to maximize the SINR received by users. Finally, a scheme is proposed to
iterate alternately by using the optimized phase matrix and the power of the system.

Acknowledgement. Thisworkwas supported byStateGrid Jibei Electric PowerCo., Ltd. Science
and Technology Project (No. SGJBXT00TJJS2200267).
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Abstract. With the rapid growth of internet traffic, network congestion becomes
more andmore severe,which causesmassive packets loss. The reliability and delay
of data transmission needs to be guaranteed in real-time applications such as finan-
cial transactions and cloud games. Traditional transmission strategies use packet
retransmission to ensure data reliability, but the retransmission causes extra delay.
The extra delay reduces the quality of service (QoS) for deterministic services. For
the above problem, this paper proposes a deterministic network (DetNet)-oriented
multipath transmission strategy in the software-defined network (SDN) architec-
ture. The architecture introduces the packet replication and elimination function
(PREF) of DetNet to achieve reliable transmission. The strategy establishes a path
optimization model with transmission delay and packet loss rate, and then solve
the model by the Q-learning algorithm. The delay and packet loss rate of the link
construct the reward function. The Q-value table enables to obtain the best combi-
nation of paths, and it is gained by the reward function. Simulations show that our
strategy have lower packet loss rate and delay jitter than the traditional single-path
transmission strategy and the multi-path transmission strategy.

Keywords: Software-defined networking (SDN) · Deterministic network ·
Q-learning algorithm · Packet loss rate · Delay jitter

1 Introduction

With the advancement of information technology, the demand for high-reliability and
low-delay services continues to grow steadily such as cloud games, internet of vehicles,
virtual reality, and industrial automation. These services bring challenges to data trans-
mission. Traditional single-path transmission involves risks such as single-point failures
and data loss [1]. To solve these issues, numerous scholars study multi-path transmis-
sion control protocol (MPTCP). The protocol establishes multiple transmission paths
and optimizes congestion control to meet users’ service requirements. Reference [2]
introduces multi-path technology to failure recovery. It uses multiple redundant paths
for data transmission to reduce data loss. Reference [3] proposes a multi-path trans-
mission selection algorithm based on the immune connectivity model. This algorithm
balances the load, extends the life of the network, and ensures reliable data transmission.
Reference [4] proposes a multi-path transmission optimization scheme DMPTCP. The
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Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 383–392, 2024.
https://doi.org/10.1007/978-981-99-9247-8_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-9247-8_38&domain=pdf
https://doi.org/10.1007/978-981-99-9247-8_38


384 F. Zheng et al.

scheme allows the receiver to send negative acknowledgement messages to the sender
simultaneously by multiple sub-streams. The sender is able to quickly obtain the packet
disorder in the receiver and retransmit packets that are lost.

The multi-path transmission strategy uses the mechanism of packet retransmission
to ensure data reliability. However, the mechanism causes extra delay when packet loss
occurs. The extra delay reduces the quality of service (QoS) for deterministic services.

High-quality data transmission plays a crucial role in meeting users’ service require-
ments and promoting the future of networking. To ensure high-quality data transmission,
Deterministic Networking (DetNet) [5, 6] and Software-Defined Networking (SDN) are
regarded as one of the future solutions. DetNet provides the optimal paths for data. Det-
Net uses the resource reservation, and the packet replication and elimination function
(PREF) to achieve high-reliability and low-delay transmission for real-time applications.
SDN improves not only the flexibility of the network but also access security and effi-
ciency [7, 8]. The combination of SDN and DetNet has become a hot spot to achieve
reliable transmission.

Reference [9] introduces a DetNet service protection architecture based on SRv6.
The architecture aims to achieve efficient control and forwarding in DetNet. The paper
also proposes a path selection algorithm based on shared protection to improve network
resource utilization. Reference [10] puts forward a stream reservation solution with
Time Sensitive Network (TSN)-SDN controllers. The approach ensures the utilization
of bandwidth. Reference [11] designs a TSNu architecture that guarantees the time slot
allocation for scheduling services and alleviates network congestion in industrial IoT.
In summary, the combination of SDN and DetNet represents the new trend of network
development.

This paper presents a DetNet architecture based on SDN to achieve reliable trans-
mission. This architecture is composed of a network control layer and a data forwarding
layer. The SDN controller is composed of three functional modules in the control layer:
a path collection module, a path calculation module, and a path assignment module.
The path collection module is primarily responsible for gathering information about the
network topology and the link resources. The path calculation module performs path
calculations. The path assignment module is responsible for sending out flow table. The
data forwarding layer is primarily responsible for data transmission and is composed of
clients, edge devices, and SDN routers. The edge devices have three major functions:
packet ordering, packet replication, and packet elimination.

In Fig. 1, the source sends a DetNet stream to the destination. The source edge
device adds each packet in a DetNet stream with a sequence number by the packet
ordering function. The source edge device copies the numbered packets by the packet
replication function and forwards them through two disjoint paths. When data arrives
at the destination edge device, the destination edge device deletes duplicate packets
by sequence number. Finally, the destination edge device combines the packets into a
DetNet stream and sends it to the receiver based on the sequence number.
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Fig. 1. The SDN-based DetNet architecture

2 System Model

2.1 Network Topology of SDN

In Fig. 2, the network topology of SDN is described as an undirected graphG = (V ,E),
V = {v1, v2, ..., vi, ..., vn} represents the set of routing nodes within the network, and
E = {ei,j|i, j ∈ V } denotes the set of links of two neighboring routing nodes in the
network.

Fig. 2. The network topology of SDN

2.2 Queuing Delay

Each routing node has a buffer queue. The queuing delay dque(vi) is the waiting delay
for packet transmission in the buffer queue. When there are few packets in the buffer
queue, the queuing delay will increase.
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This paper uses the M / M /1/ N single-service queuing model to simulate a buffer
queue in a routing node. In the M / M /1/ N model, the first parameter M represents
that the input process of the packets is approximately a Poisson distribution. The second
parameter M denotes that the output process of the packets is approximately a negative
exponential distribution. 1 represents the number of servers. N represents the system
capacity. The queuing delay can be expressed as follows:

dque(vi) = Li
μ(1 − Q)

(1)

where Li = ρ
1−ρ

− (N+1)ρN+1

1−ρN+1 , ρ = λ
μ
, Q = 1−ρ

1−ρN+1 , and ρ represents the service
intensity, λ denotes the average arrival rate, μ represents the average processing rate of
the routing node, Li represents the expected value of queued packets, and Q represents
the idle probability of the buffer queue.

Packet loss rate and delay jitter are important parameters for measuring DetNet
performance. Delay jitter represents the variance of all packets delay on the same path.

J =
√
√
√
√

Ndata∑

k=1

(tk − −
t )2

/

Ndata (2)

where
−
t =

Ndata∑

k=1
tk

/

Ndata , and Ndata represents the total number of packets, tk repre-

sents the delay of the k-th packet, and
−
t denotes the average transmission time of the

packets.
The packet loss rate represents the percentage of packets loss due to queue buffer

overflow. In the M/M/1/N model, the packet loss rate l(vi, vj) can be calculated by the
following formula:

l(vi, vj) = 1 − ρ

1 − ρN+1 • ρN (3)

2.3 Transmission Delay

The transmission delay is composed of the queuing delay, the propagation delay, the
sending delay, and the processing delay. In DetNets, the queuing delay and the propaga-
tion delay are usually in the millisecond range or higher. However, the processing delay
of high-speed routers is usually in the microsecond range or lower. This paper only pay
attention to the queuing delay and the propagation delay, and it neglects the transmission
delay and the processing delay because the sending delay and the processing delay have
the samemillisecond range. The transmission delay is comprised of the link transmission
delay.

d(vi, vj) = dpro(vi, vj) + dque(vi) (4)

Where (dprovi, vj) represents the link propagation delay from routing node vi to routing
node vj, and (dquevi, vj) denotes the link queuing delay from routing node vi to routing
node vj.
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2.4 Route Planning

P(s, d) = {p1, ..., pr, ..., pm} represents the set of all paths from s to d. For meeting
the requirement of reliable data transmission, we search for the set of paths with better
combination of delay and packet loss rate. The paths have a number of constraints:

First, we remove paths with excessive delay:

∑

∀(vi,vj)∈pr
dpro(vi, vj) +

∑

∀vi∈pr
dque(vi) < Tmax,∀pr ∈ P(s, d) (5)

where Tmax represents the threshold of path delay.
b(vi, vj) denotes the available bandwidth of the link from routing node vi to routing

node vj. b(vi, vj) is represented as the following formula:

∑

∀(vi,vj)∈pr
b(vi, vj) > Bmin,∀pr ∈ P(s, d) (6)

where Bmin represents the required minimum bandwidth for the service.
We need to normalize the link transmission delay and the packet loss rate. The

following formulations show the normalized link transmission delay and the packet loss
rate:

−
d(vi, vj) = d(vi, vj) − d(vi, vj)min

d(vi, vj)max − d(vi, vj)min
(7)

−
l (vi, vj) = l(vi, vj) − l(vi, vj)min

l(vi, vj)max − l(vi, vj)min
(8)

where d(vi, vj)max is the maximum link transmission delay. d(vi, vj)min represents the
minimum link transmission delay. l(vi, vj)max denotes the maximum packet loss rate.
l(vi, vj)min is the minimum packet loss rate.

This paper establishes the QoS function f (pr) with the link transmission delay
−
d(vi, vj) and the packet loss rate l(vi, vj). The QoS function f (pr) can be calculated
by the following formula:

f (pr) = θ
∑

∀(vi,vj)∈pr
d(vi, vj) + (1 − θ)

∑

∀(vi,vj)∈pr
l(vi, vj),∀pr ∈ Ps, d (9)

where θ represents the weights of the transmission delay and the packet loss rate.
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In summary, we establish a multi-constraint model to solve multi-path problem base
on the PREF.

g∗ = arg min
u

∑

r=1

f (pr),∀pr ∈ P(s, d)

s.t.

⎧

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎩

∑

∀(vi,vj)∈pr
dpro(vi, vj) +

∑

∀vi∈pr
dque(vi) < Tmax

∑

∀(vi,vj)∈pr
b(vi, vj) > Bmin

dpro(vi, vj) ≥ 0

dque(vi) ≥ 0

(10)

where g∗ represents the set of paths, which can minimize the transmission delay and the
packet loss rate, and u denotes the number of paths needed for multipath transmission.

3 Multi-path Transmission Strategy Base on Q-Learning

This paper solves the multi-constraint model by Q-learning algorithm. The algorithm is
a model-free iterative Q-value algorithm:

Q(s, a) ← Q(st, at) + α[(r(st, at) + λmax
at

Q(st+1, at) − Q(st, at)] (11)

where α represents the learning rate, λ is the discount factor, st represents the state at
moment t, and αt is the action taken at moment t.

State-space design: the set of states St = V = {v1, ..., vi, ..., vn} consists of routing
nodes of the SDN network. F(v) = {F(v1), ...,F(vi), ...,F(vn)} consists of the set of
neighboring nodes of routing node i.

Action space design: The action space A(v) = {A(v1), ...,A(vi), ...,A(vn)} consists
of the set of actions of each route node i. where A denotes the optional action of routing
node i. The selectable action is represented by the set of neighboring nodes.

Feedback design: r(st, at) represents the maximum discount reward.

rst, at = ϑrd(vi,vj)
+ 1 − ϑrl(vi,vj) + rdst (12)

where ϑ(0 < ϑ < 1) represents the weights of the delay feedback rd(vi,vj)
and the packet

loss rate feedback rl(vi,vj). The r(st, at) consists of the delay feedback rd(vi,vj)
, the packet

loss rate feedback rl(vi,vj) and the arrival destination reward rdst .
This paper obtains multiple disjoint paths by the Q-value table. We group the found

paths in pairs. If we findmore than one combination that satisfies the condition, we select
the path combination with a close number of hops. If we cannot find a combination that
satisfies the condition, the one with the shortest number of hops is chosen as the optimal
path. We use the Dijkstra shortest path algorithm for planning the second path after
removing the optimal path node in the original SDN topology.
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4 Experimental Simulation

In this section, we simulate the performance of different transmission strategies in terms
of packet loss rate, transmission delay, and delay jitter. The experimental parameters are
mainly give as Table 1.

Table 1. Experimental parameter setting

Parameter Value

Simulation time 20 s

Number of packages 10000

Link bandwidth [0–100] Mbps

Average package size 1024 bit

Service requirements bandwidth Bmin 10 MB

Learning Rate α 0.4

Discount Factor λ 0.3

Scale factor ϑ 0.4

Fig. 3. Comparison of path packet loss between single path and PREF-based multi-path

The experiment sets 2 paths for the PREF multipath transmission strategy. 2 paths
of the PREF multipath transmission strategy have the same number of routing nodes as
a single path. The link packet loss rate for each path is 0.2%, 0.6%, and 1%.

Figure 3 illustrates an upward trend in the curve of the path packet loss rate with the
increase in the number of routing nodes. The path packet loss rate curve of the PREF
multipath transmission strategy is greater than a single path. It can be concluded that the
PREF multipath transmission strategy has advantages in ensuring data reliability.
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Fig. 4. Average packet loss performance comparison of three transmission strategies

Figure 4 illustrates the performance of three transmission strategies in regard to the
average packet loss rate. The PREF multipath transmission strategy has a lower average
packet loss rate than the traditional single-path transmission strategy and the multi-path
transmission strategy of the MPTCP protocol in 20s. In addition, this paper experiments
on link packet loss sudden change. We suddenly increase the packet loss rate of the link
at t = 5s, t = 6s, t = 15s, t = 16s. The experimental result shows that the average packet
loss rate curve of the PREF multipath transmission strategy remains stable. It can be
concluded that the transmission strategy is able to deal with the sudden situation of link
packet loss.

Fig. 5. The relationship between transmission rate and transmission delay
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Figure 5 illustrates an upward trend in the curve of the transmission delay with the
increase of sending rate. The main reason is that the sending rate exceeds the bandwidth
of the path causing an increase in queuing delay.Among the three transmission strategies,
themulti-path transmission strategy of theMPTCPprotocol has the shortest transmission
delay, and the traditional single-path transmission strategy has the longest transmission
delay. This is because the multi-path transmission strategy of the MPTCP protocol uses
multiple sub-streams transmitted in parallel on different paths, which can reduce data
transmission time. The PREF multipath transmission strategy uses packet replication
and multiplexing for transmission, resulting in a lower transmission time compared to
the traditional single-path transmission strategy.

Fig. 6. The relationship between transmission rate and delay jitter

Figure 6 illustrates an upward trend in the curve of the delay jitter with the increase
of sending rate. The main reason is that the delay jitter is mainly affected by the queuing
delay. The average packet loss rate curve of the PREF multipath transmission strategy is
significantly lower than other transmission strategies. The PREF multipath transmission
strategy always depends on the path with the minimum delay, thereby reducing the time
difference between consecutive packets and consequently reducing delay jitter.

5 Conclusions

This paper proposes aDetNet-orientedmultipath transmission strategy in the SDN archi-
tecture. The architecture introduces the PREF ofDetNet to achieve reliable transmission.
The strategy establishes a path optimization model with transmission delay and packet
loss rate, and then solves the model by the Q-learning algorithm. Simulations show that
our strategy have lower packet loss rate and delay jitter than the traditional single-path
transmission strategy and the multi-path transmission strategy.
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Abstract. Aiming at the problem of communication redundancy and delay for
grid information authentication in the existing consortium blockchain network,
a new architecture for optimizing the broadcast path by controlling the topol-
ogy of the consortium blockchain by software defined networking (SDN) is pro-
posed. First, the SDN controller can collect the information and status of nodes
in the consortium blockchain network in real time, and make topology adjust-
ments accordingly. Secondly, some existing practices reduce the redundancy and
delay brought by the Gossip protocol, but also bring serious computational bur-
den to the nodes. Therefore, our proposed architecture is divided into two layers.
The task of adjusting the topology structure is assigned to the upper-SDN con-
troller layer, and the normal operation of the consortium blockchain network is
assigned to the lower-blockchain layer, which not only solves the problem of lim-
ited computing power of grid information authentication nodes, but also makes
the consortium blockchain network flexible, stable and easy to expand. Finally,
the simulation results show that the topology adjustment made by SDN effectively
reduces the communication redundancy and delay brought by the Gossip protocol
in the consortium blockchain network and improves the consensus efficiency.

Keywords: Grid information authentication · Consortium blockchain network ·
Software defined networking · Gossip protocol

1 Introduction

Since the blockchain 1.0 represented by bitcoin [1], blockchain technology has received
extensive attention from researchers for its decentralization, tamper-proof and traceabil-
ity. Up to now, consortium blockchain technology is no longer confined to the financial
field, and is gradually applied to the field of Internet of things such as Internet of vehi-
cles [2], smart grid [3], and drug traceability [4]. However, in the process of consortium
blockchain for grid information authentication, many problems have also arisen, such
as high delay, large communication overhead, low throughput, inflexible network topol-
ogy, and large resource consumption. These problems are largely directly related to the
performance of the consortium blockchain for grid information authentication. Most
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of the existing solutions to improve throughput, scalability and reduce resource con-
sumption are by designing more efficient consensus algorithms [5], optimizing message
broadcasting [6], optimizing data storage [7] and using side chains [8]. However, the
improvement effect of the above scheme is still limited.

To solve these problems, this paper proposes to combine the consortium blockchain
architecture based on directed acyclic graph (DAG) with the architecture based on the
software defined network (SDN) paradigm [9]. In the graph structure, each block is a
vertex, and the blocks are still connected by hash pointers to ensure the traceability and
non-tampering of the blockchain. Since blocks can be connected to the graph structure
in batches, that is, blocks are generated in parallel, the performance of the consortium
blockchain is greatly improved compared to the single chain structure. To determine the
order of blocks in a more secure and efficient way and generate blocks in parallel, we
adopt the consortium blockchain ordering method based on maximum weight proposed
by Li et al. [10], and use SDN to optimize the consortium blockchain network using
Gossip protocol. The working principle of the SDN paradigm is to decouple the control
plane of the network from the data forwarding plane, and the control function is excluded
from the network equipment and aggregated on the SDN controller. Under this archi-
tecture, the SDN paradigm improves the control of the consortium blockchain network
and provides great flexibility and scalability. By flexibly controlling the topology of the
consortium blockchain network, the communication redundancy and delay generated
by the Gossip protocol in the network are reduced. The main contributions of this paper
are summarized as follows:

• We propose a SDN-assisted consortium blockchain network (SDBN) for grid infor-
mation authentication, which is a new architecture that uses SDN to provide topology
control and optimize broadcast paths in consortium blockchain networks.

• We use SDN to reduce the communication redundancy caused by the random Gossip
protocol in the consortium blockchain network.

• In order to improve the stability of the network, we use a distributed SDN controller to
avoid encountering single point of failure ( SPoF), and also provide higher expansion
space for the consortium blockchain network.

The rest of the organization of this paper is as follows. Section 2 summarizes the
related work. Section 3 introduces the system model. Section 4 gives the simulation
results to illustrate the SDBN environment compared to the ordinary network environ-
ment, Gossip protocol brought about by the degree of redundancy changes. Section 5
and Sect. 6 give conclusions and future work.

2 Related Work

At present, the number of power IoT devices is growing at an alarming rate. At the same
time, most power IoT devices do not have the ability to resist intrusion and malicious
attacks. In this case, the security of power IoT devices has become a research hotspot.
Blockchain technology based on directed acyclic graph (DAG) has become one of the
solutions to this problem with its high concurrency, scalability and security. At the same
time, software defined network (SDN) makes the network more flexible and easy to



SDN-Based Efficient Consortium Blockchain Network Architecture 395

expand with its management and programmability. Therefore, combining the two has
become a new solution for grid information authentication.

Shailendra et al. [11] proposed that the combination of SDN, blockchain technology
and mobile edge computing technology provides a architecture for the IoT ecosys-
tem to detect attacks efficiently. Gao et al. [12] designed a system that integrates SDN
and blockchain for the Internet of Vehicles. The blockchain is designed at the con-
trol layer, and the key data such as identity authentication, data management, access
control, and policy management are stored on the chain. Pradip et al. [13] proposed a
new blockchain-based distributed SDN architecture, which aims to generate and deploy
protection, including threat protection, data protection and access control, to mitigate
network attacks such as cache forgery / Address Resolution Protocol (ARP) spoofing,
DDoS / DoS attacks, and detect security threats. In addition, the model also focuses on
reducing the attack window time, allowing IoT forwarding devices to quickly check and
download the latest flow rule table when necessary. However, although all of the above
schemes are the integration of blockchain and SDN, theymainly use blockchain technol-
ogy to enhance the security of SDN architecture, and most of them are attack detection
methods. In fact, it is also feasible to apply the advantages of SDN in topology control
to blockchain networks, especially in the Internet of Things supported by blockchain.

Varun et al. [14] pointed out that the core of blockchain is P2P networks. Although
blockchain technology has improved some aspects of P2P networks, such as provid-
ing efficient consensus protocols, identity privacy, and transaction security, distributed
topology control in blockchain P2P networks is still one of the focuses of research. In
their research, they discussed the constraints and problems of building an optimal P2P
network for the blockchain, proposed a scheme for how to use SDN to control the topol-
ogy of the blockchain network, and conducted modeling analysis and testing. Of course,
there are also some other ways to improve the blockchain network. For example, Hao
et al. [15] proposed a blockchain P2P topology based on trust enhancement to achieve fast
and reliable broadcasting. Li et al. [10] proposed a tree-like blockchain network TBGP
based on federated learning, which effectively alleviated the communication redundancy
generated by the Gossip protocol during random transmission.

Compared with the above work, we focus on using SDN to regulate the topology of
blockchain network for grid information authentication, focusing on solving the problem
of insufficient computing power of Gossip protocol in TBGP and redundant communi-
cation in hash graph, and improving the scalability and transaction efficiency for grid
information authentication.

3 System Architecture

In this section, the proposed blockchain network architecture was described. The upper
server only controls topology, mainly stores data related to the underlying layer, such as
the list and status of nodes, the outbound and inbound links of each node, and does not
interfere with other protocols and functions of the underlying blockchain P2P network.
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3.1 Architecture Overview

As shown in Fig. 1, the proposed network architecture is divided into two layers, namely
the upper-SDN controller layer and the lower-blockchain layer. In the lower-blockchain
layer, the device acting as a node can not only be a static IoT device, such as smart
home, embedded device, desktop computer, disaster warning system, but also a mobile
IoT device, such as drone, vehicle electronic control unit, robot, etc. Each node has
a node communication with the upper-SDN controller designated as its neighbor. The
SDN controller is responsible for collecting information from nodes. According to the
state, delay, computing level, probability of being attacked, offline downtime frequency
of each node, it can flexibly control the position of each node in the network and build
a stable and efficient topology.

Fig.1. General architecture of the two layers.

3.2 Upper Layer – SDN Controller

In this layer, we set up multiple SDN controllers to form a distributed SDN control sys-
tem. The Raft [16] algorithm is used between controllers to ensure strong consistency.
Each controller is in charge of the lower nodes of the corresponding area, and to establish
and maintain the topology of the underlying blockchain network. When the nodes in the
blockchain network are dynamically added, the controller authenticates them, then col-
lects their status information (computing power, storage, etc.), and then synchronizes the
information to other controllers. Finally, the added nodes are arranged to the appropriate
location in the lower network and the corresponding network topology is updated. If a
node in the lower layer exits, it only needs to retain its own information for standby, and
when exiting, the controller updates the network topology and synchronizes with other
controllers to complete the exit operation.
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Each controller has a synchronization view of the lower nodes of other controllers in
addition to the lower nodes in its own area. If any controller fails, the node in its managed
area will (pseudo-randomly) select one from other controllers as a replacement. If there
is a large-scale access of the lower nodes, only the corresponding controller can be added
to complete the expansion.

3.3 Lower Layer-Blockchain Layer

Our blockchain layer consensus protocol uses the Gossip protocol [17]. Gossip protocol,
also known as epidemic protocol, is a protocol for information exchange between nodes
or processes based on epidemic transmission. The working principle of the Gossip pro-
tocol can be understood as a node can randomly select several neighbors with him to
synchronize information, and his neighbors will repeat this work until all nodes know the
information. Therefore, the Gossip protocol has final consistency. The Gossip protocol
has the characteristics of scalability, natural distributed fault tolerance, decentralization,
and fast uniform convergence, and has been applied in many public chains and projects.
But it also has its disadvantages. For example, because the coverage of themessage needs
to be spread gradually, the real-time performance is poor, which will lead to a certain
message delay. There are also random selection characteristics of adjacent nodes, which
will cause some nodes to receive the same message multiple times, resulting in certain
communication redundancy.

In TBGP [10] proposed by Li et al., the random Gossip protocol is optimized. Using
the federal learning, a tree-like blockchain network is constructed for the Gossip proto-
col, which structures the originally disordered network and reduces certain communica-
tion redundancy. However, in their work, there are great requirements for the computing
power of power IoT nodes, and it is difficult to achieve large-scale popularization. There-
fore, we consider that in the lower layer-blockchain layer using the Gossip protocol, only
basic operations such as transaction dispersion, virtual voting, consensus synchroniza-
tion, and block ordering of the blockchain network are performed. The part that needs to
be calculated is transferred to the upper-controller layer, and the SDN controller is used
to achieve more flexible and real-time topology control. In this way, it not only reduces
the computing power demand for power IoT nodes, but also reduces the communication
redundancy of the random Gossip protocol.

3.4 The Consumption Caused by Topology Control

In our architecture, although the redundancy caused by the Gossip protocol in the
blockchain layer is reduced, a certain amount of redundant storage is required in the con-
troller layer. Redundant storage in the controller is necessary to provide resilience and
recoverability for the network and avoid network crashes caused by attacks or controller
outages.

For the redundant storage part, there are many solutions, such as local / manual
backup storage, cloud backup storage, etc. However, in our architecture, the controller
layer mainly stores data related to the lower-blockchain, such as the list of nodes and
their status, and the outbound / inbound connection of each node. These data are mainly
composed of text arranged in simple tables, so the demand level is still low. If you need to
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further strengthen the stability of the network, you can choose to add redundant servers
in the controller layer, but the cost is relatively high, and the more redundant servers,
the higher the cost.

4 Simulation Evaluation

This section introduces the performance of the Gossip protocol under the proposed
SDBN architecture and compares it with the performance of the Gossip protocol in the
ordinary network environment. To facilitate the evaluation, we fixed the lower layer
of the SDBN architecture as a triple tree topology. We use the multi-thread method
to simulate the ordinary network environment composed of multiple nodes and the
network environment of the triple tree topology. Intel (R) Core (TM) i7-10870H CPU@
2.20GHx10 virtual host, 16GBDDR4memory,Ubuntu20.04LTSoperating system. The
software uses Golang 1.19.3 Linux/amd64 development environment. The experimental
parameters are set as shown in Table 1.

Table 1. Experimental parameters.

Experimental parameter Value

Node id 0,1,2, n-1

Number of nodes [500, 1000]

Min delay 10 ms

Max delay 20 ms

Crash rate of node [0, 0.01]

Sampling frequency [10 ms, 20 ms]

Communication delay is generally between the lowest delay and the highest delay.
The node crash rate reflects the probability that the node is subjected to a DDoS attack,
and this node refuses to respond to any message. Sampling frequency refers to the
acquisition frequency of system performance characteristics, such as communication
number, coverage, submission rate, time consumption, etc. Coverage refers to the ratio
of the number of nodes receivingmessages to the total number of nodes during sampling.
The submission rate refers to the ratio of the number of synchronized nodes to the total
number of nodes when the Gossip protocol submits the synchronization phase sampling.

As shown in Fig. 2, we compare the number of communications required by the
Gossip protocol to cover the same proportion of nodes in the SDBNand ordinary network
environments when the number of nodes is 500 and the number of nodes is 1000. It can
be seen that when the number of nodes is 500, the number of communications required
for Gossip protocol to cover all nodes in SDBN environment is only 59.4% of that in
ordinary environment. When the number of nodes is extended to 1000, the value is only
58.3%. This shows that only fixing the communication topology of SDBN to a triple
tree can effectively reduce the total communication overhead of the system and greatly
reduce the communication redundancy generated by the Gossip protocol.
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Fig.2. Comparing the number of communications required to cover the same proportion of nodes
in SDBN and ordinary network environments.

Fig. 3. The proportion and total time of consensus confirmation nodes.

Figure 3 shows the total time required for the Gossip protocol to reach a consensus
in the SDBN environment and the ordinary network environment. It can be seen that
whether the number of nodes is 500 or 1000, or other cases of the same number of
nodes, in the ordinary network environment, the Gossip protocol takes longer to reach a
consensus. When the number of nodes increases from 500 to 1000, the consensus time
also increases. The consensus time in the ordinary network environment increases by
46 ms, and the consensus time in the SDBN environment increases by 10 ms, which
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is much lower than that in the ordinary network environment. Therefore, compared
with the ordinary network environment, the environment provided by SDBN has lower
communication redundancy, higher consensus efficiency and scalability.

5 Conclusion

This paper proposes a new architecture that uses SDN to provide topology control
and optimize broadcast paths in consortium blockchain networks for grid information
authentication. It solves the problem of communication redundancy and delay generated
by Gossip protocol as a consensus mechanism in an consortium network environment.
At the same time, the introduction of SDN not only solves the problem of insufficient
node computing power caused by federated learning in DABG [10], but also strengthens
the flexibility, stability and scalability of the network, which is more suitable for the use
of the power IoT with insufficient resources. The simulation results show that compared
with the ordinary environment, the communication redundancy and delay generated by
the Gossip protocol is greatly reduced in the SDBN environment, which improves the
transaction efficiency of the blockchain system.

6 Future Work

In future work, we will focus on the control and combination of SDN and blockchain
networks for grid information authentication, not limited to fixed topologies. We will
consider itsmodeling analysis, find themost suitable topology, study the dynamic control
of SDN on the consortium blockchain network topology, and further improve the per-
formance of the consortium blockchain. In addition, we will try to enhance the response
speed of SDN for consortium blockchain faulty nodes and enhance the stability of the
network.
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Abstract. Tor, as a widely used anonymous communication system, is frequently
employed by some users for illegal activities. Snowflake server as a plugin that
enables users to connecting to the Tor network, allowing users to evade surveil-
lance by connecting to the Tor network through it. Since Snowflake hides user
traffic within regular WebRTC, it becomes challenging for authorities to differen-
tiate and regulate, posing significant difficulties in monitoring efforts. To address
these issues, this paper proposes a feature extraction method based on traffic
statistical characteristics and a Snowflake traffic identification model based on
MLP. We collected traffic datasets in Docker environment, extracted variable-
length DTLS handshake sequences, and employed the feature extraction method
to extract their statistical characteristics, including packet length, session dura-
tion, and average time between sending two packets, among other features. The
MLP-based Snowflake traffic identification model can determine whether the traf-
fic belongs to the target traffic based on these features. Moreover, this method
can accurately identify traffic even when the traffic fields change. Experimental
results demonstrate that this method achieves a 99.83% accuracy rate in identify-
ing Snowflake traffic. Additionally, even when the data distribution in the dataset
is altered, although the method requires more training iterations, it still achieves
a 99.67% accuracy rate.

Keywords: Anonymous communication · Tor network · Traffic identification ·
MLP · Deep learning

1 Background

With the rapid development of the Internet, people’s awareness of privacy protection
has grown stronger. Various anonymous communication systems have become increas-
ingly popular. According to the CNNIC report on March 2, 2023, as of December 2022,
China’s online population reached 1.067 billion, with an Internet penetration rate of
75.6%, surpassing over half of the country’s population. With such a large user base,
anonymous communication systems are often abused by some malicious users, leading
to serious cybersecurity incidents [1]. As the most widely anonymous communication
system, the Tor system allows users to anonymously access various websites through
three-hop relays, without being detected by service providers or intermediaries. The
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Tor network has millions of users, and some individuals exploit its anonymity for illicit
activities such as drug and firearm trafficking. Researchers have employed traffic identi-
fication techniques to identify Tor traffic and block it. In response, the Tor development
team introduced Pluggable Transport (PT) [2] technology, which utilizes clients with
special protocols as the first hop in the relay chain. These protocols can hide special
traffic within normal traffic, making it difficult for censors to discern. Among the most
widely used are Obfs4, Meek, and Snowflake. Snowflake primarily evades censorship
by concealing traffic within the data channel of WebRTC [3]. WebRTC utilizes DTLS
[4] as the underlying protocol for data transmission. Being a widely adopted audio and
video technology,WebRTCposes significant challenges to censorship efforts. This paper
focuses on identifying the DTLS handshake process within WebRTC. It collects target
traffic within Docker environment and employs a feature extraction method based on
traffic statistical characteristics to extract features. Finally, a Snowflake traffic identifi-
cation model based on Multi-Layer Perceptron (MLP) is utilized to determine whether
the traffic belongs to the target traffic. If it does, the censoring authority can choose to
block the traffic; if not, the traffic is allowed to pass through.

2 Related Research

Snowflake [5] is currently one of the most widely used PTs. David et al. [6] conducted
a study by collecting a significant amount of application traffic that utilizes WebRTC
communication. They manually analyzed the differences between these traffic samples
and identified the potential to recognize Snowflake based on certain fields. Additionally,
they highlighted the use of WebRTC as a means to evade censorship. Kyle MacMillan
et al. [7] conducted a study to evaluate the recognizability of Snowflake. By collecting
multiple application traffic samples that utilize WebRTC technology at the underlying
level, they analyzed the interaction packets and protocol fields during the DTLS hand-
shake phase. The researchers proposed a method to identify Snowflake traffic based on
the DTLS handshake fields. Building upon the research conducted by MacMillan et al.,
Chen et al. [8] expanded their dataset and proposed a framework for Snowflake traffic
identification. This framework utilizes rule matching and DTLS fingerprinting to deter-
mine whether user traffic is accessing the Tor network and further classify whether the
user is accessing hidden services within the Tor network.

The earlier research primarily focused on the data transmission phase of Snowflake,
where WebRTC utilizes the DTLS protocol for initial connection establishment. By
extracting specific fields from the protocol and transforming them into features,
machine learning algorithms were employed to identify and differentiate between nor-
mal WebRTC traffic and abnormal traffic. They primarily focused on the fixed data
packets in the DTLS handshake, specifically the Client Hello and Server Hello. How-
ever, this approach faces a significant challenge when Snowflake modifies these fields
to make them identical to normal WebRTC fields. In such cases, it becomes difficult to
distinguish between the two using this method.
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3 The Fundamental Principles of Snowflake

As a pluggable transport plugin in Tor, Snowflake operates differently from the original
Tor network. In the Tor-Meek plugin, the client primarily utilizes a technique called
domain fronting [9]. It involves initially connecting to a Content Delivery Network
(CDN) provider that supports this technique. The CDN provider then forwards all of
the client’s traffic to the next hop node. In this scenario, all client traffic accessing the
anonymous systemneeds to be relayed through theCDNprovider, resulting in significant
bandwidth overhead.

Snowflake as a new PT consists of the following components, as illustrated in Fig. 1
of the system architecture. The client will first send a proxy request to the broker, and
then the broker will create an SDP answer containing information about the proxy and
respond to the client. At this point, the client will directly connect to the proxy. When
the proxy receives a connection from the client, it first checks if the received request is
legitimate, meaning it matches the information it previously sent to the broker. If the
information matches, the proxy accepts the client’s connection. The client initiates the
DTLS handshake by sending the necessary information to generate a session key. Once
the key is generated, both the client and the proxy use it to exchange messages over the
WebRTC data channel.

Fig. 1. Snowflake system architecture diagram.

4 MLP-Based Snowflake Traffic Identification

4.1 Feature Extraction

This paper proposes amethod of feature extraction fromvariable-length traffic sequences
using traffic statistical features, primarily based on session-level traffic. Each session-
level traffic can be represented as:

Xn = {x1, x2, x3, . . . , xk} (1)
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here, xk represents a UDP packet, and Xn represents all communication traffic between
a server and a client, with bidirectional direction.

Since this study focuses on identifying target traffic based on the handshake traf-
fic features between the client and the proxy in WebRTC, the first step is to ensure
the complete collection of all handshake traffic. The underlying protocol used for data
transmission in WebRTC is DTLS. In a normal DTLS handshake protocol, the client
first sends a Client Hello request to the proxy. The proxy then responds with a Server
Hello, including its authentication information, such as its public key. After receiving
the authentication information from the proxy, the client uses the received public key
to encrypt the subsequent information and sends a request. Upon receiving the request,
the proxy responds with another data packet. From there, the client can engage in regu-
lar encrypted communication with the proxy. This communication process is similar to
the communication process in TLS. Under normal circumstances, the handshake traffic
between the client and the proxy can be completed with only four data packets. How-
ever, due to the diversity of network environments and the use of UDP protocol at the
underlying level, which does not guarantee transmission quality, in practical network
scenarios, multiple retransmissions are often required. Therefore, capturing only the first
four packets of the transmission phase is far from sufficient. It is necessary to capture
variable-length traffic sequences from the transmission flow, which can be represented
as follows:

Sk = {x1, x2, x3, . . . , xi} (2)

xi represents a DTLS handshake data packet, and Sk represents all the DTLS handshake
data packets.

After technical analysis and comparing a large number of data packets, it was deter-
mined that when the payload data of the first packet in UDP is 22, the current traffic
corresponds to handshake traffic. The traffic that matches this feature is extracted and
merged for further feature extraction.

In the traffic feature extraction section, this study primarily analyzes the target traf-
fic using statistical methods. In this regard, we utilized the CICFlowMeter, a feature
extraction software, and made certain modifications to it. This software is capable of
extracting features from both TCP and UDP traffic. However, in our study, WebRTC uti-
lizes only UDP packets. Therefore, we removed the TCP functionality from the software
and incorporated the standard deviation of packet lengths, denoted as:

PLS =
√∑n

i=0(Li−
∑n

i=0Li/n)
2

N
(3)

where Li represents the length of an individual packet and N represents the number
of packets, this feature represents the magnitude of variations in packet sizes during a
session. The average length feature of the packets is represented as:

PLM =
∑n

i=0Li
N

(4)

The average time feature between the forward transmission of two packets is
represented as:

FIM =
∑n

i=0(Ti+1−Ti)
N

(5)
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where Ti represents the time at which the current packet is sent, and N represents the
number of packets. This feature represents the speed of information exchange between
the two parties in the session. Additionally, there are other less important features such
as data statistics in the reverse flow and session duration, which are not listed here in
detail.

Due to the issue of packet retransmission caused by network conditions, we have
added the feature of the number of retransmitted packets. This feature can be used to
indicate the quality of the network link. If the value is high, it suggests the presence of
blocking nodes in the link. The feature extraction algorithm is shown in Table 1. After
extracting features from DTLS session traffic, focusing on aspects such as packet size
and average transmission rate, a total of 48 flow statistical features are obtained, which
can be used for subsequent model training.

Table 1. Retransmission packet calculation.

Algorithm 1: Number characteristic of retransmitted packets

Input: Session sequence

Output: Number of retransmission packets

number = 0

packets = []

for packet in sessions:

if packet in packets:

number += 1

else:

packets.append(packet)

4.2 Model Introduction

Firstly, we need to preprocess the data by normalizing the data. The overall architecture
of the model is illustrated in Fig. 2. The first layer is the input layer, which consists
of 48 neurons. After preprocessing the data, the dimensionality of the feature vector is
48. The second layer consists of 512 neurons. The input vector dimension is 48, and
the output vector dimension is 512. The third layer consists of 64 neurons. The input
vector dimension is 512, and the output vector dimension is 64. The fourth layer consists
of a single neuron. It is followed by a Sigmoid function. After applying the Sigmoid
function, the final output is mapped to the range [0, 1], representing the probability of
the input being the target traffic. When the output probability is greater than 0.5, the
model classifies the traffic as Snowflake traffic. If the probability is less than 0.5, the
traffic is classified as normal WebRTC traffic.

The loss function used in this case is BCELoss, which stands for Binary Cross
Entropy Loss. It is a commonly used loss function for binary classification tasks. It
measures the difference between the model’s output and the true labels. There are many
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Fig. 2. Model architecture diagram.

optimization functions available, we have opted to use the Adam algorithm. Adam is
an adaptive optimization algorithm that adjusts the learning rate for each parameter. It
allows parameters with smaller gradients to have larger learning rates, while parameters
with larger gradients have smaller learning rates. This helps improve training efficiency
and speed.

5 Experiment

5.1 Collection and Processing of Traffic

Since Docker provides a closed environment and allows images to be saved in the cloud
for easy distribution, the experiments in this study were primarily conducted using
Docker. The base image used for the experiments was Ubuntu 20.

The first step is to download the base image and instantiate a container from it. Inside
the container, you will install the Python environment, Scapy, and Selenium libraries.
Then, you’ll install a headless browser that does not require a graphical interface. Next,
you’ll install the Tor software and Snowflake. Since Snowflake is written in Go, you’ll
need to install the Go compiler first in order to run the client. Write a script that first uses
the Scapy library to listen to the network traffic on a specific network interface. Then,
use the Selenium library to write an automation script that allows the browser to visit
certain websites automatically. Specify that the traffic should pass through a designated
Snowflake proxy port. Finally, when the client enters the anonymous communication
network through the proxy, establish a three-hop circuit to access random websites and
generate traffic. After the visit, automatically save the traffic data based on the date. To
streamline the process and reducemanual efforts,weutilize theCron software to schedule
the program for daily execution. The image can be found at xinbigworld/ubuntu:1.2.
Once the image is downloaded, it can be directly run to obtain the aforementioned
container environment.

After running the program on two servers for a certain period of time, we consolidate
all the Pcap files and merge them into a single file. We then utilize a feature extraction
methodbasedon traffic statistics to extract features from the traffic.The extracted features
are directly saved to a text file for easy access during the subsequent model training.

By leveraging data from previous papers and combining it with the traffic collected in
our Docker environment, we obtained a dataset of size 6477. In this dataset, Snowflake
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represents the target traffic, while the traffic collected from the other three software
represents normal traffic. Our goal is to achieve high accuracy in identifying the target
trafficwithin this dataset. The distribution of the collected traffic data is shown in Table 2.

Table 2. Dataset distribution.

Snowflake Facebook messenger Google hangouts Discord

Sessions 1386 1584 1539 1968

The term Sessions represents a complete conversation between the client and the
server, encompassing bidirectional traffic. It includes the traffic sent from the client to
the server as well as the traffic sent back from the server to the client. For example, 1386
indicates that the traffic collection program was executed 1386 times, resulting in the
collection of 1386 instances of DTLS handshake information.

The proposed method was utilized to extract DTLS handshake data from a large
volume of traffic. The experiments were conducted on a personal computer with an Intel
i5-12500H 3.1GHz CPU and 16GB of RAM. Experimental results show that extracting
handshake data from a session of length 1383 takes approximately 11ms, with complete
packet content including all DTLS handshake information. This demonstrates the fea-
sibility of the proposed method in terms of both efficiency and accuracy. In terms of
feature extraction, experiments conducted on a session sequence of length 192 took a
total of 381ms for feature extraction.

5.2 MLP Model Training

The dataset is divided into training and testing sets in a 7:3 ratio. The training set is used to
train the model by updating its parameters to establish a classification model. The testing
set is used to evaluate the performance of the model and assess its discriminatory power.
In this section, we will use accuracy as a metric to measure the model performance.

As shown in Fig. 3a, the loss value of the model keeps decreasing as the number of
training iterations increases. After 40 training iterations, the loss value reaches a plateau
and shows little further improvement. From Fig. 3b, it can be observed that the accuracy
of the model on the training set reaches its highest value after 25 training iterations,
which is 99.72% for the subsequent iterations. From Fig. 3c, it can be observed that the
training performance on the testing set is similar to that on the training set. Both achieve
the highest accuracy of 99.83% after 25 training iterations and show little improvement
thereafter. This experiment confirms that the proposed method of feature extraction
based on flow statistics and the MLP-based Snowflake traffic identification model can
effectively recognize the target traffic.

5.3 Model Comparison

We trained four different models using the same dataset, which was divided into training
and testing sets in a 7:3 ratio. We also introduced three additional performance metrics
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(a) The loss value of the model (b) The accuracy of the model on the training set

(c) The accuracy of the model on the test set

Fig. 3. Training and evaluation of models.

to evaluate the models. Among them, precision represents the proportion of correct
predictions among all positive predictions. Recall represents the proportion of correct
predictions among all positive instances. F-score primarily balances precision and recall.
The final results are shown in Table 3. From the table, we can see that, in terms of
Accuracy, all models except RF achieve relatively high values. However, in terms of
precision, MLP significantly outperforms the other models, indicating that the predicted
target traffic consists mostly of true target traffic. SVM is able to recall all positive
samples in terms of recall, but due to its lower precision, it indicates that there will be
a certain number of negative samples predicted as positive, resulting in a higher rate
of false positives. In summary, the MLP model demonstrates excellent performance in
all aspects of Snowflake traffic identification. Therefore, choosing the MLP model for
identifying target traffic is more suitable.

Table 3. Model performance comparison

Classifier Accuracy Precision Recall F1

SVM 0.9855 0.9115 1.0 0.9537

Random Forest 0.9586 0.7892 0.9640 0.8679

MLP 0.9983 0.9916 0.9972 0.9944

Naive Bayes 0.9838 0.9078 0.9925 0.9483
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5.4 Comparison of the Importance of Traffic Statistical Features

In the experiment, we can use Random Forest (RF) to rank the importance of features
and obtain their weights, as shown in Fig. 4. We can observe that the most important
feature accounts for 27% of the weight, representing the total time between two forward
packets. The second feature occupies 22% of the weight, representing the average length
of packets throughout the entire conversation. The third feature represents the duration
of the session, i.e., the total time spent by the client and server on DTLS. The cumulative
importance of the top three features reaches around 50%.Thismethod involves collecting
session packets during the DTLS handshake and extracting statistical features from these
packets. Compared to the research presented in the second section, where they directly
compare specific fields of the protocol, our method exhibits better robustness. When the
protocol fields of the traffic are altered, their method may not achieve the same high
accuracy. However, since our method does not rely on using protocol fields as features,
it can still effectively identify the target traffic even if the protocol fields are changed.

Fig. 4. Feature importance.

5.5 The Impact of Data Distribution on Model Performance

As shown in Fig. 5, by varying the proportion of target traffic in the dataset, we simulate
the data distribution in real-world scenarios. For example, a ratio of 5:1 represents the
size comparison between normal traffic and target traffic datasets.We can observe that the
proposed feature extraction method and model still have a high probability of feasibility
in real scenarios, achieving an accuracy of 99.67%.

From the figure, we can observe that when the proportion of target traffic in the
dataset is higher, the model does not initially achieve a high accuracy. This is because
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the dataset is larger, and the model needs multiple iterations to learn the characteristics
of the traffic. On the other hand, when the proportion of target traffic decreases in the
dataset, although the model initially achieves a high accuracy, it requires more training
iterations to reach an accuracy of 99.67%.

Fig. 5. Target traffic identification with different proportions.

6 Conclusion

Many users employ the Tor anonymous communication system to conceal their online
activities for the purpose of engaging in illegal activities. While there are numerous
methods to identify raw Tor traffic, the difficulty of traffic identification has increased
significantly with the use of Tor PT technology, particularly the adoption of Snowflake.
In this study, we extract 48 statistical features from DTLS traffic using a flow-based
statistical feature extraction method. These features are preprocessed to obtain properly
formatted input features in accordance with established standards. The extracted feature
data is fed into an MLP model, which can ultimately determine whether the traffic
belongs to the target flow. Even if certain fields in the traffic change, this method can
still function properly because it primarily relies on the statistical features of the traffic
for classification, and changes in protocol fields do not affect its recognition accuracy.
Traffic identification is a dynamic process, and as we identify traffic features, Snowflake
developers may modify these features to render our model ineffective. This could lead
to an ongoing cat-and-mouse situation. It is necessary to continually collect traffic data
to maintain a high level of accuracy. In the future, we hope to automate this process to
adapt to updates and changes in Snowflake versions.
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Abstract. As machine learning has gradually become an important
technology in the field of artificial intelligence, its development is also
facing challenges in terms of privacy. This article aims to summa-
rize the attack methods and defense strategies for machine learning
models in recent years. Attack methods include embedding inversion
attack, attribute inference attack, membership inference attack and
model extraction attack, etc. Defense measures include but are not lim-
ited to homomorphic encryption, adversarial training, differential pri-
vacy, secure multi-party computation, etc., focusing on the analysis of
privacy protection issues in machine learning, and providing certain ref-
erences and references for related research.

Keywords: Machine learning model · Means of attack · Defense
strategy

1 Introduction

This chapter will briefly sort out the background knowledge of machine learning
and privacy leakage, and explain the research significance of this paper, as well
as the difficulties and challenges in this research direction

1.1 Related Work

In the era of big data, massive amounts of information have promoted the devel-
opment of machine learning, and now it has been widely used in malicious detec-
tion (see [33,37]), computer vision (see [32,49]), voice command recognition (see
[46,48]), driving system (see [10,47]), recommendation system (see [36,56]), med-
ical diagnosis (see [3,13]) and many other fields. Machine learning can discover
patterns and laws from massive data, and apply this knowledge to different
tasks, bringing great convenience and benefits to humans. Especially after the
c© The Author(s), under exclusive license to Springer Nature Singapore Pte Ltd. 2024
Y. Zhang et al. (Eds.): CENet 2023, LNEE 1127, pp. 413–422, 2024.
https://doi.org/10.1007/978-981-99-9247-8_41
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breakthrough development of technologies such as deep learning in [41] and rein-
forcement learning in [31] , it has provided strong support for the application
of machine learning in the above fields, and even some performances have been
better than humans. In the past, there has been a lot of research work on pri-
vacy protection measures in machine learning. Many workers have evaluated
and summarized the existing attack and defense work. Reference [5] studies the
attack model of machine learning, and uses a Statistical spam classification is
taken as an example, and an in-depth analysis is carried out. Reference [2] took
cleaning robots as an example to summarize and analyze the problems that may
exist in the real work and life of human beings. Reference [4] use a black-box
model and a white-box model to conduct targeted research on machine learning
adversarial attacks and poisoning attacks. Although Ref. [34] is an article on
computer security A comprehensive overview of threats, but it also summarizes
some of the content related to machine learning. Reference [35] focuses on the
training and prediction phases of the machine learning life cycle. Reference [1]
focuses on It is a security issue in the field of computer vision. Reference [18] is
based on the machine learning CIA model to investigate and summarize.

This article first explains the development of machine learning and privacy
leakage, and then from privacy leakage, attack methods. The three angles of
model security systematically and scientifically summarize the existing machine
learning attack methods and defense methods, and discuss the limitations of
related research. Finally, discuss the challenges faced by machine learning model
security and privacy research and Feasible research directions in the future,
mainly including contributions

1. Conduct a comprehensive and systematic analysis and summary of attack
methods and defense technologies in recent years

2. Present the possible attacks and defense measures of machine learning
through the combination of charts, and introduce typical attacks and defense
methods

3. According to the characteristics and current situation of machine learning,
this paper proposes a multi-faceted summary and outlook.

2 Machine Learning Model

The machine learning model in Ref. [30] is a data-driven predictive model, which
discovers the relationship and regularity between variables by training the model
on a large amount of data, and realizes the prediction or classification of future
data.

2.1 Model Introduction

This paper uses the Amazon Machine Learning (Amazon ML) model in Ref. [45].
Amazon Machine Learning is a machine learning service provided by Amazon,
which aims to help users quickly build and deploy high-quality machine learning
models. It provides a series of easy-to-use APIs and tools that enable users to
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quickly build, train and test models without requiring extensive machine learn-
ing expertise. And it supports a variety of machine learning models, including
linear regression, logistic regression, decision trees, support vector machines, and
random forests.

Fig. 1. Machine learning model

3 Privacy Leakage

This chapter will briefly explain the background knowledge about privacy leak-
age. Privacy leakage has always been an important field of machine learning
research.

3.1 Background Knowledge on Privacy Leakage

In machine learning, due to specific scenario requirements, its model design is
biased towards efficient and accurate prediction output, rather than the ability
of the model to resist attacks. Therefore, in the actual application of the model,
there will be malicious users attacking various stages of the life cycle of the
machine learning model. During the attack process, the risk caused by privacy
leakage is particularly prominent.

This paper mainly focuses on attack vectors for data privacy. Most attackers
are more inclined to obtain private data of unspecified people, and have devel-
oped more attack methods. Therefore, this paper introduces three data-targeted
attack methods, involving multiple aspects such as data training, input, and pre-
diction. At the same time, the attack on model privacy is also mainly reflected in
the extraction of the model. Regardless of the purpose of the attacker, the leak-
age of these data will cause considerable damage to the data owner. Therefore,
both providers and users of machine learning models should pay more attention
to privacy protection and continuously improve their ability to resist attacks.
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4 Attack Methods That Cause Privacy Leakage

Vulnerabilities in machine learning model algorithms and implementations lead
to security risks such as data leakage and loss of model structural parameters.
This chapter will introduce three attack methods targeting model data and one
attack method targeting the model itself.

4.1 Attack Methods Targeting Model Data

Model data is the basis of machine learning models. Model data includes training
data, model input and output, etc. Some training data sets that involve privacy,
such as shopping records, hospital records, etc., are also related to the issue
of personal privacy protection. The following describes three attack methods
against machine learning model data.

4.1.1 Embedding Inversion Attack Embedding Inversion Attack, also
known as embedded inversion attack [14], is an attack method for deep learning
semantic embedding models. This attack is often used to infer input text from
pre-trained neural language models. In natural language processing, embedding
refers to embedding words or phrases into a real vector space using a small fixed-
length representation. In text classification tasks, the input text sequence needs
to be converted into a sequence of numbers. To do this, word embedding methods
can be used to map each word into a vector space of low-dimensional vectors.
In this way, a sentence or paragraph can be represented as a matrix of word
vectors. This matrix will be fed into a neural network for text classification. At
the same time, this matrix can be used as one of the inputs of the deep learning
model, and the embedding vector can be used as the context and passed to the
neural network for classification, regression and other tasks.

4.1.2 Attribute Inference Attack Attribute Inference Attack (see [19,55])
aims to infer private attributes in training data from machine learning models.
Attackers do not need to directly access protected personal data, but instead
gain private information about personal data by analyzing deployed machine
learning models.

4.1.3 Membership Inference Attack Member Inference Attack is a privacy
attack in machine learning [15,28,38,44,51], which aims to determine whether a
given input belongs to the data set by accessing the protected training data set,
that is, whether there are members in the data set identity. Membership infer-
ence attacks are based on two assumptions, one is that the model is knowable,
and the other is that the attacker has access to some sample labels (that is, hav-
ing membership and corresponding labels in the data set). Then, the attacker
specifies some input data and guesses whether it belongs to a specific member
in the dataset by tracking the model output.



Privacy Attacks and Defenses in Machine Learning: A Survey 417

4.2 The Target Is the Attack Method of the Model Itself

There are also attack methods for machine learning models. Attackers can obtain
information related to the model by calling APIs related to the machine learning
model, and can even disguise or embezzle the model to achieve the purpose of
stealing private data.

4.2.1 Attack Overview Among them, Model Extraction Attack, [12,39,52]
has been studied for simple classification tasks, vision tasks, NLP tasks, etc.
Typically, model extraction attacks aim to reconstruct a local copy or steal the
functionality of a black-box API. If the extraction is successful, the attacker
has effectively stolen the intellectual property, i.e. the full details of the model.
The work of this attack method mainly focuses on how to imitate a model with
performance close to the victim API in the source domain, and a more powerful
attacker may even extract a better model than the target victim API [16].

Attackers use this technique to steal model knowledge by accessing the model
and its output to deduce sensitive information of the target model. The rea-
son why this attack technique is called model extraction attack is because the
attacker can replace the attacked model with a model constructed by himself,
and can output the corresponding label in a way consistent with the original
model [50].

5 Defense Measures Against Privacy Leakage

This chapter will introduce four commonly used schemes in privacy protection,
namely homomorphic encryption, secure multi-party computation, confrontation
training, and differential privacy.

5.1 Homomorphic Encryption

Homomorphic Encryption (HE) refers to satisfying the original file through a
specific homomorphic encryption algorithm, the encrypted ciphertext can sat-
isfy the property of homomorphic operation, and the final ciphertext operation
result is equivalent to the corresponding homomorphic decryption The result of
performing the same operation directly on the subsequent plaintext can real-
ize the “countable and invisible” data. In the cryptographic system, homomor-
phic encryption is usually based on computational problems in mathematics,
including but not limited to integer decomposition problems, discrete logarithm
problems, Determining the remainder of composite numbers, the approximate
greatest common factor problem [7,17,40], etc.

5.2 Secure Multi-party Computation

Secure Multi-Party Computation [6,11] was proposed by Professor Yao Qizhi, an
academician of the Chinese Academy of Sciences, in 1982. For model training,
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secure multi-party computation requires the use of cryptographic tools, such
as secret sharing [20,21], zero-knowledge proof [26,27], oblivious transmission
[8,54], obfuscation circuits [42,53], and in centralized machine learning, secure
multi-party The calculation is performed on two non-collusive servers through
secret sharing, and the scheme can be extended to the scene of hundreds of users,
followed by a large amount of communication overhead . The difference is that
the secure multi-party computing scheme based on obfuscated circuit technology
can generally only be applied to two to three parties to complete model training.
In the joint machine learning model, homomorphic encryption or zero-knowledge
proof is more commonly used.

5.3 Adversarial Training

Adversarial training [24,25,29] is a defense method in machine learning that
aims to improve the resistance of deep neural networks to adversarial attacks. By
injecting some perturbations into the original data, the machine learning model
is made more robust, thereby reducing the impact of attacks on model data and
structural parameters. The method mainly includes the following steps: First,
generate adversarial samples. First, some attack algorithm needs to be used to
generate adversarial samples and added to the normal training data set to form a
new training set. The second is to train the model. The model is retrained using
a new training set with adversarial samples in order to enhance the tolerance of
the model against noise and improve the robustness of the model. And finally
the test model. After the training is completed, the test set is evaluated. If the
model shows better robustness, it will have a better ability to deal with raw
data and adversarial input than the normal model. If expectations are not met,
repeat the first two steps until you are satisfied.

5.4 Differential Privacy

Differential privacy is a data protection algorithm with strict mathematical def-
inition and privacy quantification. By perturbing the data, such as adding noise,
the attacker cannot deduce the original data, thereby achieving data privacy
protection and avoiding the complete destruction of the original data. To ensure
the availability of perturbed data . Nowadays, differential privacy technology
can be divided into centralized differential privacy [9,23] and localized differen-
tial privacy [22,43] according to the processing subject. Among them, centralized
differential privacy processes data by a trusted third party, while localized differ-
ential privacy The data is privately processed locally by the user, and the more
mainstream method is localized differential privacy.
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6 Summary and Outlook

This article introduces the leakage risks and defenses of machine learning models,
describes four attack methods and introduces four defense measures. It can be
seen that whether it is aimed at the model training data or the attack method
against the model itself, it is applicable to most of today’s machine learning
models. It can be seen that these models have a certain risk of leakage. With
the deepening of machine learning and artificial intelligence research, the appli-
cation of machine learning models has become more and more extensive, and
it has become more and more deeply involved in all aspects of people’s lives. A
large amount of personal privacy data is applied to the training of the model
to improve the humanity and intelligence of the model. However, this trend
increases the danger caused by privacy leaks. After mastering relevant data,
attackers can rely on the performance of private data to profile people, and may
target potential advertisements, data collection, and even targeted telecommu-
nications. Provide convenience for online fraud and theft of private property.
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Abstract. Metaverse is the advanced form of Internet technology development
and the expansion and extension of cyberspace in the era of digital economy. In
themeta-universe, data, computing power, algorithms and other elements integrate
and promote each other, giving birth to new business models and application sce-
narios, changing people’s production and life style and social governance model.
In this paper, the concept, characteristics and development history of the meta-
universe security and forensics are described, and the application scenarios and
technical framework of the meta-universe are introduced. At the same time, this
paper takes the forensics of meta-universe devices smart bracelet and smart TV as
an example, analyzes the current problems of meta-universe security and foren-
sics, and puts forward corresponding countermeasures for the current security
problems of meta-universe forensics.

Keywords: Metaverse · Smart wearable device · Electronic data forensics

1 Introduction

Metaverse technology is committed to creating a virtual world that is parallel to the
real world and interactively integrated. It is an advanced form of Internet technology
development and has broad application prospects. It will definitely lead tomajor changes
in social and cultural life [1, 2].MetaverseTechnologywill develop and comprehensively
integrate VR, AR, XR, AI, game engine, blockchain, cloud computing and many other
high-tech achievements, and rapidly iteratively upgrade, thereby giving birth to and
driving the rapid development of related technical science fields, and the two interact
and advance side by side. At present, the metaverse has become a new highland for
strategic layout of countries all over theworld, and related technologies and industries are
developing rapidly. However, theMetaverse is still in its infancy, and its development and
application are immature. Due to its more complex information technology integration,
its security issues are more diverse, and it faces risks and challenges. The construction of
the metaverse may also produce a large number of spillover effects and induce a series
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of severe social and cultural problems. Scholars conduct related research on metaverse
security and forensics in response to existing problems, which can support and guide the
steady and long-term development of metaverse technology research and development
and industrialization, and continue to make new achievements and new progress.

In 2020, human society will reach the critical point of virtualization. The COVID-19
pandemic has swept across most of the world, forcing people to change their traditional
contact-based social activities to non-contact ones. 2021 is known as the “first year of
the metaverse”. Various Internet industry giants have aimed at the bright prospects of
their development and announced their company’s future transformation plans. In order
to catch the “high-speed train” of the metaverse, the famous social network company
Facebook has announced to the society that it will complete the transformation into
a metaverse company within the next five years. At the same time, “ByteDance” spent
more than 9 billion yuan to acquire aVRhardwaremanufacturer.Once the gameplatform
“roblox” was launched, its market value skyrocketed, showing infinite possible future
prospects. On different tracks, different types of industries are taking steps to explore
the Metaverse industry together and growing rapidly [3].

In terms of work and social interaction, Nvidia has established an industrial-grade
metaverse, and employees’ production and social interactions are all carried out in a
virtual space using network avatars. In the field of entertainment, virtual idols take
advantage of the development of the metaverse to take advantage of the momentum.
DOTA2 official virtual idol dodo, Tsinghua University virtual student Hua Zhibing,
iQiyi virtual idol program “Interdimensional Rising Star” and so on have entered the
public eye. In the cultural tourism industry, a new model of online activities integrating
culture, scenes, and consumption has entered the construction stage [4]. While ensuring
the effect of epidemic prevention and anti-epidemic, it can effectively promote the digital
and intelligent development of the cultural tourism industry. The future of metaverse
forensics is endowed with more possibilities. This new form of digital media integrates
a variety of materials, which not only relies on thematerial world, but also transcends the
material world. This kind of decentralized dissemination accelerates the dissemination
process of cultural globalization and contributes to the collaborative innovation and
development of multiple industries.

2 The Concept and Research Progress of the Metaverse

2.1 The Concept of the Metaverse

In the science fiction novel “Avalanche” published by American writer Neil Stephenson
in 1992, the concept of metaverse first appeared in people’s field of vision. The novel
builds a virtual digital world called “Metaverse” that is completely parallel to the real
world. In the virtual world, people use virtual identities to socialize, work, compete and
realize their own value.

What exactly is the metaverse? The connotation of the “Metaverse” concept, which
was born in science fiction literature, seems to have an explanation of “thousands of
people and thousands of faces”. The word “meta” often has two translations, namely
“meta” and “super”. When translated as “meta”, it is a description of the essence of
things, such as the familiar “meta-data”, which exists as a simplification of the entire
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web page data. When translated into “chao”, it is the knowledge of transcendence.
However, the author believes thatwhenunderstanding the “meta-verse”, both translations
are acceptable. Because it is not only a parallel universe related to the essence of the
universe, but also a universe beyond the real world. It is not only a new starting point
for research, but also a kind of transcendence [5, 6].

2.2 Research Progress of Metaverse

It is often said that the publication of the science fiction novel “Avalanche” in 1992
ushered in a new era for the development of foreign metaverses. In fact, “Avalanche”
describes an advanced future world. The origin of the idea of the metaverse is generally
considered to be in the novel “True Names and Surnames” written by the American
professor Vernovitch published in 1981. This book creatively conceives a virtual world
that can be entered and obtained sensory experience through a brain-computer interface.
Since then,Metaverse has started its rapid development abroad.According to the analysis
of the time zone map of foreign metaverse research (as shown in Fig. 1) and the number
of foreignmetaverse research publications, it can be seen that foreignmetaverse research
includes four stages, namely the initial exploration stage, rapid development stage, heat
fading stage, and explosive development stage.

Fig. 1. Time zone map of foreign metaverse research from 2000 to 2022

The first stage is the initial exploration stage from 2000 to 2007. During this period,
although many foreign scholars conducted related research on “Metaverse”, “Meta-
verse” did not appear in the keywords. However, keywords such as “immersive”, “Vir-
tual Reality”, and “entertainment” gradually emerged. At this time, most metaverses
studied abroad are supported by virtual reality technology to study the environmental
characteristics and realization of the metaverse. The metaverse at this time is actually
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synonymous with various games, such as World of Warcraft, Second Life, etc., which
has great limitations and is somewhat different from the current metaverse.

The second stage is the rapid development stage from 2008 to 2014. As the game
“Second Life” that was born in the first stage became popular abroad, foreign metaverse
research also ushered in a small peak. The research is not limited to the ontology of
the metaverse, but extends to the application of the metaverse, including education,
consumption, cultural tourism and other industries. Among them, the research in the
field of education is more abundant. Metaverse can create a virtual learning environment
at this stage, and make learning courses and conduct virtual experiments in this learning
environment. In the consumer sector, sales venues have shifted fromoffline supermarkets
to online. In the cultural tourism industry, such as the museum field, Metaverse can
infer the exhibits that users have viewed from the museum’s access logs, and generate
adjustment plans based on the user’s experience to bring a better tour experience.

The third stage is the heat subside stage from 2015 to 2020. Compared with the
previous stage, at this stage, the research began to focus on the privacy issues within
the metaverse, and gradually discovered problems with the universe. Foreign scholars
such as Ben believe that user privacy includes three types: personal information privacy,
behavioral privacy, and communication privacy. In the metaverse space, users are easily
tracked and cause privacy leaks. At the same time, scholars have also proposed that user
privacy can be protected by creating a “private copy”.

The last stage is the explosive development stage from 2021 to today. With the rapid
development of information technology, the commercial field has also begun to intervene,
and the Metaverse has quickly attracted the attention of economic, social, educational,
medical and other fields, and research has entered a peak period of explosion. At this
time, metaverse research presents a diverse situation. Correspondingly, the research
content of the first three stages, such as the application, security, ethics, and technical
support of the metaverse, is still the focus, but it is more specific and in-depth than the
previous research. For example, the birth of the SimuMan framework can express the
facial expressions and body language of virtual avatars. The framework that can support
the six expressions of sadness, surprise, happiness, anger, enjoyment and neutral and can
follow the user’s natural and smooth changes has greatly stimulated the enthusiasm of
foreignmetaverse research. In addition, foreign researchers have also conducted research
on how to enhance the sense of belonging of vulnerable groups and help them socialize
[7, 8].

3 Cyberspace Security and the Police Metaverse

The core connotation of cyberspace security is information security, without information
security, there will be no cyberspace security. Cyberspace security includes information
security, network security, and data security. Metaverse is a typical digital information
system and the future of cyberspace digitization. The police metaverse is supported by
technologies such as blockchain, interaction, videogames, artificial intelligence, network
and computing, and the Internet of Things. Integrate and connect the virtual and real
policingworlds to promote a new ecology and new style of global police interconnection,
comprehensive interweaving, and collaborative operation.
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In essence, the “Police Metaverse” is not a policing application scenario, nor is it a
policing technical means, but a complete policing ecosystem. Cloud computing, digital
twins, etc.) as the carrier, can realize the seamless connection among police officers,
police machines, police environment, and police systems. The Police Metaverse aims to
break the limitations of time, space, and resources in police governance, and realize the
“presence” of police officers’ multi-sensory senses such as hearing, sight, taste, touch,
and smell, so as to realize the “presence” of police services and crime governance.
The goal of diachronic integration, synchronous sharing, and real-time interaction”. Its
appearance marks that the digitalization of police affairs is moving towards a meta-
cosmos that interweaves virtual and real collaboration, highly interactive structures, and
comprehensive human-machine connections. Its system architecture diagram is shown
in Fig. 2.

Fig. 2. Schematic diagram of the police metaverse system architecture

4 Smart Bracelet Forensic Example

4.1 Smart Bracelet Data Acquisition

As a metaverse device, the smart bracelet is also one of the important components of the
Internet of Things. Therefore, for the forensics of smart bracelet data, we need to use
the software “Internet of Things Forensic Analysis”. First, create a case. This case will
be the carrier of the data extracted in the future. After creating the case, select the model
of the smart bracelet and add it to the inspection materials. And follow the prompts to
extract the data in the smart bracelet. After opening the official website ofMi Band, enter
and click Export Data, a risk warning will pop up on the web page, warning users who
extract the data that there is a risk of leakage. According to the data classification given
by the official website, this forensics can extract personal data, activity data, sleep, heart
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rate, body fat, exercise data and other private information of bracelet users, and can even
be specific to detailed information such as rapid eye movement time during sleep and
calorie consumption during exercise. After selecting the desired data, the official website
will automatically package the data and send the compressed package to the mailbox
specified by the user. The user only needs to log in to the mailbox to easily download
the compressed package containing the bracelet data. Through the steps given by the
software, we can find that for the smart bracelet branded as Xiaomi, its official website
provides the function of exporting all the data of the bracelet, and it will be encrypted
and compressed and sent to the designated mailbox. To complete the whole process, the
user only needs to provide an account number and password, and there is no second
layer of barriers. Although there will be a warning that there is a risk of leakage in the
middle of the evidence collection, it is not enough to send a strong enough reminder
to the user, and the identity information of the person who extracted the data will not
be further confirmed. After downloading and opening the compressed package, it is
found that the data has been divided into different categories, such as user information,
sleep information, heart rate detection information, exercise information, etc., which are
placed in different folders, and finally presented in the form of a table, which is simple
and clear, and easy for users to understand and use. The final data presentation form is
shown in Fig. 3.

Fig. 3. The final presentation form of the data

Through the acquisition and analysis of these data, using visualization and corre-
sponding algorithms, we can obtain the personality tags of each user who usesMetaverse
smart wearable devices, and adjust real-world behaviors through tags to obtain better
physical conditions. However, there are pros and cons. The easy and successful extrac-
tion of data can not help but cause reasonable concerns. Metaverse wearable devices
contain a lot of useful information, many of which are relatively private secrets, and
their leakage may have a very large impact on users, and even affect the behavior of
the real world. Leakage of trajectory information may lead to tracking violations, sleep
information leakage may cause health care product companies to take advantage of it,
and WeChat message information connected to mobile phones is a great challenge to
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personal privacy violations, and so on. The one-level checkpoint that only needs to enter
the account password undoubtedly poses a greater risk of leakage.

4.2 Data Analysis of Smart Bracelets

4.2.1 Daily Steps Analysis

Studies have shown that when the number of daily steps is 8300–11200 steps, as the
number of daily steps increases, the improvement effect of body fat mass and body fat
percentage also increases. For every 1,000 steps per day, the body fat loss increased
by 1.09 kg. However, when the daily step count is greater than 11400–14700 steps, the
improvement effect will decrease with the increase of the step count. Therefore, only
when the number of daily steps is increased or decreased within an appropriate range
can effective fat loss be achieved.

Fig. 4. Changes in daily steps and walking distance

The daily steps and walking distance extracted from the bracelet are made into a
line graph (as shown in Fig. 4), and the following analysis can be performed. Among
them, the gray and yellow lines represent the number of steps that can achieve the best
fat-reducing effect. It can be seen from the figure that in the 153 days recorded by the
bracelet, the user’s step changes are quite extreme. The general rule is that the number
of steps exceeds 15,000 or even 20,000 on weekdays, while it is less than 8,000 steps
on weekends. It can be inferred that most of the user’s commuting on weekdays is by
walking, or he pays more attention to exercise, while on weekends he will choose to
“walk or not walk if he can”, staying at home, and the number of steps will be reduced
accordingly. Data that deviates from the standard number of steps can also be analyzed
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to show that the user has not carried out scientific and effective fat loss activities. In
order to achieve better results, manual intervention can be used to adjust the number
of daily steps, such as changing the travel mode when necessary on weekdays, using
battery cars, cars and other means of transportation, and participating in outdoor sports
on weekends.

If the security of this information cannot be guaranteed, it will be stolen and used by
people with intentions, and sold to unscrupulous merchants, and the user’s mobile phone
will not be safe. Numerous sales calls of “fat loss training camp” and “recommendation
of transportation tools” aimed at business opportunities, pervasive, and targeted the pain
points of users, so as to earn more benefits. Merchants have obtained high profits, but
the lives of users of Metaverse devices have been disturbed, and they may even consume
impulsively, causing their own economic losses.

4.2.2 Heart Rate Analysis

Medical personnel can better grasp the patient’s daily life activities and health status
based on the mobility, behavior and functional ability recorded on the patient’s bracelet.
Therefore, the heart rate monitoring of the bracelet can effectively improve the compli-
ance of aerobic activities in patients with chronic heart failure, allowing patients to obtain
greater benefits. With the increasing incidence of stroke year by year, more and more
attention has been paid to blood pressure management in clinical practice. Heart rate is
an important factor in the prognosis evaluation of hypertensive stroke patients, and it is
very easy to monitor at the same time. Smart bracelets play a vital role in hypertensive
stroke.

Slow heart rate is a positive factor for the improvement of high blood pressure. The
improvement of high blood pressure is more obvious in patients with a resting heart rate
of less than 70 beats. According to the heart rate results monitored by this bracelet, the
probability of the user suffering from hypertensive stroke can be predicted. (as shown
in Fig. 5).

The international verapamil sustained-release trandolapril study showed that the
relationship between heart rate and mortality was a U-shaped curve, and the mortality
rate was the lowest in patients with a heart rate of 55–75 beats/min. It can be seen from
the figure that the user’s heart rate is basically in the range of 70–80, and there are also
relatively unstable situations. It can be deduced that the possibility of the user suffering
from high blood pressure still cannot reach the minimum. At the same time, the user’s
heart rate fluctuates greatly, and the possibility that the heart rate and blood pressure
may be easily affected by the surrounding environment cannot be ruled out.

According to the results of the analysis, it is necessary to take measures to reduce
the user’s heart rate and take targeted heart rate management to reduce the risk of hyper-
tensive stroke. Based on the data analysis of the smart bracelet, suggestions can be made
for the user to increase the amount of exercise appropriately, and if necessary, use drug
intervention to reduce the oxygen consumption of the heart and weaken the stress of the
heart.

Of course, heart ratemonitoring can timely feed back the abnormal information of the
user’s heart to the user of the bracelet, so that he can adjust his living habits and make
necessary countermeasures. However, under Xiaomi’s incomplete security protection
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Fig. 5. User’s heart rate

measures, heart rate and movement trajectory, once leaked, criminals will regard it as a
“secret recipe” for tracking users. They can easily infer the user’s physical condition and
use it as a blackmail method to blackmail the user. They can also obtain the user’s daily
habits and route trajectory, which can easily cause damage to the user’s property and
personal life. And so on, people can’t help but put a big question mark on the forensics
security of metaverse equipment.

4.2.3 Sleep Monitoring

With the rapid aging of my country’s population, cognitive dysfunction in the elderly
is increasingly becoming a prominent public health problem. Given that there is no
effective treatment, identifying risk factors to prevent or delay their occurrence is the
main strategy and initiative. There is a statistical relationship between nighttime sleep
duration and cognitive impairment in the elderly (Fig. 6). The probability of cognitive
impairment in the elderly who sleep less than 6 h andmore than 8 h is 1.24 times and 1.33
times that of the elderly who sleep more than 6–8 h. Both short sleep duration and long
sleep duration increase the risk of cognitive impairment in the elderly. Insufficient sleep
will increase inflammatory response factors, and longer sleep will accelerate the atrophy
of frontotemporal gray matter in the elderly, damage memory, and lead to cognitive
dysfunction. Referring to the model in Fig. 5, the sleep time of the user of the wristband
can be analyzed. The sleep time of the bracelet user is visualized as follows (as shown
in Fig. 7).

The smart bracelet can not only record the total time of the user’s sleep, but can even
distinguish between the user’s deep and light sleep, and record the corresponding time.
It can be found that the user’s sleep time is generally within the “golden sleep time” of 6
to 8 h, and there is no big problem. But the duration of deep sleep is shorter. In response
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Fig. 6. The relationship model between nighttime sleep time and cognitive impairment in the
elderly in a community

Fig. 7. Changes in sleep time

to this situation, the user can change his diet structure and consume more high-protein
foods, such as milk, wild jujube seed soup, and the like. You can also create a very quiet
environment before going to bed to increase the duration of deep sleep.

Similarly, the sleep time recorded by the bracelet can certainly help users understand
their sleep status and adjust their work and rest, but if it is used by someone with a heart,
it will also become a sharp knife in the hands of criminals. After knowing the user’s
sleep time and duration, it is more convenient to commit criminal acts when no one is
paying attention, such as burglary, etc., which greatly threatens the safety of Metaverse
device users.
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5 The Risk Challenge of Metaverse Security

5.1 Cyber Attack Threat

Among the main threats to the digital ecosystem, cyber attacks account for the main
part. Obviously, the metaverse cannot be the “exception” that escapes the sword of cyber
attack.Moreover, “the height of theTao is one foot, and the height of the devil is one foot.”
With the continuous development of metaverse technology, the types and forms of cyber
attacks are also constantly updated. New cyber attacks are likely to target equipment
terminals and end users in the metaverse, and operators and key service providers may
also become their criminal targets. The advantage of the metaverse itself—the fusion of
virtual and real worlds will also raise the danger of cyber attacks to a new level. The
cyber attack at this timewill not only attack the property and data in the virtual world, but
may also affect the lives and health of citizens in the real world. Cyber security policing
also needs to target more targets in the preventive link. It is necessary to continuously
update the attack methods and increase the attack surface, which makes the precious
police force more dispersed, and the concentrated attack is not as effective as before.

To address the threat of cyber attacks, we need to make full use of the significant
advantages of new technologies, such as big data, cloud computing, and the Internet of
Things. Even if the data is large, complex, and dynamic, it can be processed quickly and
effectively, and a real-time updated intelligent processing system can be built. Network
security knowledge system can improve the defense ability of network attack threats.

5.2 Technical Security Flaws

There may be more design flaws in the metaverse’s integration model of technology that
are not even realized. These design loopholes are like time bombs, which are likely to be
targeted by cunning cyber attackers, and are likely to explode suddenly when the system
itself is running, affecting the operation of the system. Moreover, the Metaverse tries to
permanently preserve online information and also hopes to ensure the integrity of the
system. Therefore, the cost of system upgrades and repairs is extremely high, and some
hidden loopholes are difficult to discover in time. This gives criminals an opportunity
to take advantage of the loopholes to invade the system and seek illegitimate benefits
without anyone noticing. Once the criminal system matures, it will be more difficult for
the cyber security department to crack down on it, and it will take more time and effort.

To solve the technical security flaws of Metaverse technology, it is necessary to
train a large number of professional and technical personnel. To have a more specific
understanding of Metaverse technology from a theoretical perspective, we can not only
avoid possible problemswhen designingMetaverse equipment, but also provide practical
solutions for future problems. Pave the way for possible network security issues.

5.3 Critical Infrastructure

The Metaverse relies on the normal operation of critical infrastructure, and once it is
attacked or fails, its negative impact is likely to be beyond the control of capabilities. For
example, if the information storage system in the Metaverse is attacked, the value of the



434 M. Wang et al.

Metaverse will be severely reduced, and the resulting economic losses will be huge. The
protection of critical infrastructure will also present additional challenges for forensics.

Complementary devices must follow suit, keeping pace with software development.
Metaverse technology is not just a technology. When problems arise, all levels need
to cooperate with each other to solve the problem. Perfect supporting facilities are the
key to dealing with security issues. Without supporting infrastructure, security issues
will break out sooner or later. Therefore, strengthening the construction of supporting
facilities is also a top priority.

5.4 Data Breach

The designers of the Metaverse hope to use the blockchain technology to put a layer
of protection on the information security of users in the Metaverse, but the blockchain
technology may still be attacked by cyber attackers. If the assets and information of
virtual identities in the Metaverse are stolen, their user value will instantly return to
zero. The huge profits made hackers all over the world aim at the “meat and potatoes” of
the Metaverse. The next big target for cybercriminals will also be the Metaverse. How to
avoid the leakage of information and property, how to obtain evidence, track and protect
after leakage has also become an important topic.

The victims of these information leaks have a wide range of subjects, various types
of information, and negative impacts. Therefore, we need to improve the laws and reg-
ulations on the large-scale leakage of Metaverse information and property as soon as
possible, and build a comprehensive Metaverse information protection legal system
to prevent criminals from taking advantage of legal loopholes and causing avoidable
losses. Secondly, strengthen the main responsibility of operators, increase the cost of
crime, restrain the behavior of operators from the inside, and prevent them from actively
leaking information.

5.5 Digital Data Forensic Difficulties

Themetaversewill lead to differences in the extraction andfixation of electronic evidence
from the present, and the types of electronic data will be more extensive. U disk, cloud
disk, and hard disk are no longer the only types of storage devices; in order to keep
up with the development of the metaverse, the database will increase accordingly; the
display of data is no longer limited to APPs, browsers, etc.; Not only based on the
existing operating system to run. These new possibilities have also brought new and
huge challenges to police forensics personnel.

The actual work of electronic forensics requires not only important legal support,
but also the formulation of comprehensive electronic forensics management measures
in combination with existing online fraud cases. Only in this way can the security of the
network environment be maintained to the greatest extent.

6 Conclusion

Metaverse is an advanced form of Internet technology development, and it is the expan-
sion and extension of cyberspace in the era of digital economy. By studying the security
of metaverse forensics, it is expected to improve the efficiency of metaverse equipment
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forensics and improve the security of metaverse equipment. The metaverse equipment is
widely used, and the technology is constantly advancing, but there are still some prob-
lems that need to be solved urgently. The actual work of electronic forensics requires
not only important legal support, but also the formulation of comprehensive electronic
forensics management measures in combination with existing online fraud cases. Only
in this way can the security of the network environment be maintained to the greatest
extent.
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Abstract. At present, smart contracts cannot guarantee absolute secu-
rity, and they have exposed many security issues and caused incalculable
losses. Due to the existence of these security vulnerabilities, researchers
have designed many detection and classification tools to identify and
discover them. In this article, we present a classification of smart con-
tract security vulnerabilities based on a large number of detailed arti-
cles. Then, we introduce the latest smart contract vulnerability detection
methods, summarize the process model of detection tools based on arti-
ficial intelligence methods, and compare and analyze various detection
tools. Finally, we provide an outlook on future research directions based
on the current status of smart contract security.

Keywords: Blockchain · Smart contracts · Detection methods ·
Security vulnerabilities

1 Introduction

Smart contracts are a special protocol used in the development of contracts
within the blockchain. It allows for trusted transactions without a third party
and ensures that these transactions are traceable and irreversible. The idea of
Smart Contracts were introduced and defined by Szabo [1] . Although smart con-
tracts have a high level of security, there are still unscrupulous individuals who
exploit the vulnerabilities of smart contracts to gain illegal benefits. For exam-
ple,there is a case of an attack in 2021, Hackers have stolen some $600 million
in cryptocurrency from the decentralized finance platform Poly Network1. This
study explores the latest methods and tools for blockchain-based smart contract
vulnerability detection. In addition, we analyze the features of these detection
tools and compare them. Finally, based on the analysis, we discuss the research
directions about the future security of smart contracts.
1 Poly Network: https://edition.cnn.com/2021/08/11/tech/crypto-hack/index.html.
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2 Security Issues

2.1 Smart Contract Platform Vulnerability

Oracle Oracle’s security problem lies in the fact that its nodes are responsible
for critical data stored securely on the blockchain. However, Oracle nodes are
the only source of real data and are susceptible to attacks, manipulation, and
compromise, so it is also a security issue for smart contracts [2].
IOTA (Internet of Things Application) is a distributed ledger technology (DLT)
specifically designed for the Internet of Things (IoT). But it still carries the risk of
being attacked, as well as its custom hashing algorithms. Some researchers found
that there were collision issues with it. Bitcoin has Transaction malleability, and
other popular platforms will be attacked as they get more activity [3].

2.2 Smart Contract Code Vulnerability

Unchecked Return Value In solidity language, some functions will generate
unreasonable return values when executed or called, and these wrong return
values will lead to logical errors in the operation of smart contracts.
tx.origin It is a solidity global variable that contains the address of the origina-
tor of the current transaction. However, using tx.origin may pose security issues.
One potential security threat is spoofing smart contracts by spoofing the sender
address of a transaction. If the smart contract relies on tx.origin to determine the
sender of the transaction, this vulnerability can be exploited by the attacker [4].
Integer Overflow and Underflow Integer overflows are relatively common
security vulnerability. If the integer variable exceeds the valid range during oper-
ation, an integer overflow error will occur. Among them, arithmetic, truncation,
and signed overflow are the main problems of smart contracts [5].

2.3 Blockchain Vulnerability

Reentrancy Vulnerability It is a type of security vulnerability that can occur
in smart contracts. It happens when an attacker exploits a contract’s method
that calls another contract without completing its own internal processing [6].
Timestamp Dependency Miners can manipulate the timestamps of trans-
actions to exploit vulnerabilities. In order to benefit from transactions, miners
can change the timestamps that are most favorable to their operations, so the
different benefits for miners can lead to security issues [7].
Time Constraints In general, time constraints are implemented through times-
tamps, which require the consent of all miners. At the same time, all transactions
within a block share the same timestamp. This mechanism enables all contracts
to maintain a consistent state, but it also risks being attacked. Because the
miner creating a new block can choose either timestamp, when the miner holds
shares [8].
Generating Randomness Generating random numbers are intended to
increase the security of smart contracts, but even then, there are still some
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problems of security vulnerabilities. The security issue of generating random
numbers in smart contracts is of great importance, because the predictability of
random numbers may leave vulnerabilities for hacking attacks [9].

3 Security Vulnerability Analysis Tools in Smart
Contracts

The tamper-evident nature of smart contracts has both advantages and disad-
vantages. We analyze the security vulnerability analysis tools of smart contracts
into two categories, static analysis methods [10–20] and dynamic analysis meth-
ods [21–29]. In addition, this paper also analyzes the dynamic static combined
detection tool [30] was analyzed in this paper. The latest detection results are
also summarized and analyzed according to this classification.

3.1 Static Analysis

Traditional smart contract vulnerability detection tools are basically based on
fixed inspection rules [12], at the same time, traditional detection tools also have
numerous problems. Therefore, in following search, a large proportion of tools
using deep learning methods for vulnerability detection which can avoid this
problem.

Xuesen Zhang et al. proposed a Bi-LSTM (Bi-directional Long Short-Term
Memory) neural network based approach [10]. This method vectorizes the code
of the smart contract and uses it as input for vulnerability detection. As LSTM
is a forward network, the authors add backpropagation operators to obtain Bi-
LSTM neural network operators. However, for new types of defects, the neural
network needs to be retrained. On the other hand, Huiwen Yang et al. proposed a
detection method [11] which is based on abstract syntax trees (AST). It extracts
the features of smart contracts from AST, divides an AST into multiple ASTs
based on the types of functions, state variables, and function modifiers, and then
trains the model to detect vulnerabilities in smart contracts.

An approach to use graph neural networks (GNN) for smart contract vulner-
ability detection is suggested by Zhuang et al. [12], they proposed a degree-free
graph convolutional neural network (DR-GCN) and a new temporal message
propagation function (TMP) that learns from the normalized graph to vulnera-
bility detection.

In contrast, Ziling Wang et al. proposed the GVD-net (Graph embedding-
based Machine Learning Model for Smart Contract Vulnerability Detection)
model [13] to detect vulnerabilities in smart contracts. The whole GVD-net is
divided into a preprocessing part, a backbone network and a detection part. But
it can only detect three types of vulnerabilities, namely arithmetic problems,
access control and asset freezing.

There are still some methods proposed by researchers. Ran Guo et al. pro-
posed a model based on twin networks (SCVSN) [14] for smart contract vul-
nerability detection. SCVSN combines twin networks with deep learning models
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and has a high level of accuracy for reentrant vulnerabilities. But it only uses
reentrant vulnerabilities as case study, and it does not have the ability to detect
integer overflow vulnerabilities and timestamp vulnerabilities.

Lejun Zhang et al. proposed a serial-parallel convolutional bidirectional
gated recurrent network model (SPCBIG-EC) fusion integrated classifier [15]
that can show excellent performance advantages in multi-task vulnerability
detection. Meanwhile, the authors propose a CNN structure, string-parallel
CNN (SPCNN), applicable to the above serial hybrid model. However, when
the vulnerabilities are mixed, the accuracy is lower and the sensitivity is bad.
They also proposed a hybrid model-based model called CBGRU [16], which com-
bines different word embeddings and different deep learning methods to detect
smart contract vulnerabilities. In the experiments, CBGRU performed excellent
in detecting infinite loop vulnerabilities and so on. But the accuracy of the model
in detecting smart contract vulnerabilities with obvious features is significantly
higher than that of vulnerabilities with less obvious features.

Zhipeng Gao proposed a deep learning method called SmartEmbed [17] for
detecting vulnerabilities in smart contracts, which detects code clones and prob-
lem points in smart contracts. In SmartEmbed, the information retrieval pro-
cess has been accelerated in matrix computation, code embedding, and database
access.

In Ethereum and some blockchain networks, the gas in smart contracts acts
as an indicator to measure the computational effort and resource consumption.
It ensures fair compensation for miners and helps maintain network security
and efficiency. Asem Ghaleb et al. proposed a bytecode-based taint tracking
detection tool, eTainter [18], which is a static analyzer that specifically targets
gas-related vulnerabilities in smart contracts. But this tool has some limitations,
as it cannot detect unbounded loop vulnerabilities that depend on data items,
and some contracts have timeout issues.

Clara Schneidewind et al. proposed a tool called eThor [19], the first
well-established automated static analyzer based on EVM (Ethereum Vir-
tual Machine) bytecode. eThor takes as input the bytecode and contract-
parameterized HoRSt specification, which is a framework for the specification
and implementation of static analyses based on Horn clause resolution. And later
goes through several stages of analysis to measure vulnerabilities.

Weimin Chen proposed a semantic-awareness-based tool, SADPonzi [20], to
identify Ponzi schemes in Ether smart contracts. It uses a heuristic-guided sym-
bolic execution technique. Experimental tests show that SADPonzi outperforms
the current so method with 100% accuracy and recall, but it also has the limita-
tion that it cannot be used to detect new Ponzi smart contracts or less popular
Ponzi schemes.

3.2 Dynamic Analysis

Dynamic analysis is used to detect, track, and analyze the running kind of smart
contracts to understand their behavior, performance, and security. Common
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dynamic vulnerability detection methods are mainly dynamic symbolic execu-
tion, fuzzy testing, dynamic taint, etc. In recent years, with the development of
deep learning, tools for detecting smart contract vulnerabilities using machine
learning have also gradually emerged. In the following research, we will ana-
lyze and introduce several common dynamic detection tools as well as the latest
detection tools.

A tool called Oyente is proposed by Luuet al. [21], which uses symbolic
execution for the detection of smart contract security vulnerabilities. This tool
follows a modular design, which consists of four main components, CFGbuilder
(Control Flow Graph), Explorer, CoreAnalysis, and Validator. It does not fully
mimic the execution environment of Ether, so it does not yet reach the expected
level.

Bo Jiang et al. proposed a tool called ContractFuzzer [22], which is the tool
that first uses fuzzy testing to test the security vulnerabilities of Ethernet smart
contracts. Compared with the Oyente, this tool can detect 7 types of vulnera-
bilities and its leakage rate is relatively reduced.

Another tool called EasyFlow [23] is a smart contract vulnerability detection
tool based on taint analysis proposed by Jianbo Gao et al. It focuses on such
vulnerabilities as integer overflows. It can not only classify smart contracts into
secure contracts and contracts with overflows, but also automatically generate
transactions that trigger overflows.

Besides, Yuhe Huang et al. proposed a tool called EOSFuzzer [24], a generic
black-box fuzz testing framework, which is the first fuzzing framework for detect-
ing vulnerabilities in EOSIO (Enterprise Operation System Input Output) smart
contracts.

Mojtaba Eshghie et al. proposed a monitoring framework Dynamit, which is
a tool that first uses machine learning to analyze the dynamic execution of smart
contracts [25]. The tool consists of a monitor and a detector, where the monitor
is used to collect information about the transaction and to discern whether the
transaction is harmful or not. As the same time, Mengjie Ding et al. proposed
HFContractFuzzer [26], a tool based on fuzzy technique for testing Hyperledger
Fabric smart contracts. HFContractFuzzer is effective, but it still has drawbacks
and limitations, such as performance degradation problems, inability to verify
its superiority, etc.

Except for all the tools mentioned above, a novel reinforcement learning-
based vulnerability guided fuzzifier RLF [27] was proposed by Jianzhong Su
et al. , which is used to motivate vulnerable transaction sequences to detect
vulnerabilities in smart contracts. Meanwhile, the Park [28], a tool first using
general framework for parallel forked symbolic execution of smart contracts, was
proposed by Peilin Zheng et al. It proposes the use of multiple CPU cores to
improve symbol execution efficiency based on symbol tools. And WASAI [29],
a new concolic fuzzer for discovering vulnerabilities in Wasm (WebAssembly)
smart contracts proposed by Weimin Chen et al. has been tested as a state-of-
the-art tool, but it still has some shortcomings, such as the trade-off between
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scalability and efficiency, the seeds chosen by WASAI are not the most suitable,
the benchmarks need to be improved, etc.

3.3 Dynamic and Static Combined Analysis

Currently, there are few tools that can combine static analysis with dynamic
analysis, but HFCCT (Hyperledger Fabric Chaincodes Test) [30] is one of them.
Peiru Li et al. proposed HFCCT, a vulnerability detection tool that combines
dynamic symbolic execution and static abstract syntax trees for detecting Golang
chain code vulnerabilities. After testing, HFCCT is significantly more efficient
than HFContractFuzzer. HFCCT can detect more vulnerabilities compared to
HFContractFuzzer, but it still has two kinds of vulnerabilities that cannot be
detected, they are Reified Object Addresses and Cross Channel Chaincode Invo-
cation. Besides, further optimization is needed to be improved.

3.4 Comprehensive Comparison

We conducted a comparative analysis of the detection tools mentioned above
and found that the use of deep learning methods for smart contract security
vulnerability detection has been increasing in recent years, and we summarized
all the tools.

Table 1. Experimental data based on artificial intelligence detectors

Tool Analysis method Accuracy (%) Precision (%) Recall (%) F1 (%)

Detection based on Bi-LSTM Neural Network [10] Machine learning 81.4 100 41. 58.3

Detection based on abstract syntax tree [11] Abstract syntax tree (AST) 99.6 98.8 90.4 94.4

Detection using graph neural networks [12] Machine learning 84.4 74.1 82.6 78.1

SCVSN [14] Deep learning 96.0 94.2 96.0 94.8

SPCBIG-EC [15] Deep learning 96.7 94.6 – 96.74

CBGRU [16] Deep learning 93.3 96.3 86.0 90.9

Dynamit [25] Machine learning 94.0 – 94.0 93.0

About 70% of the static analysis tools in our survey are based on machine
learning or deep learning. We summarize the model of smart contract vulnerabil-
ity detection tools using artificial intelligence technology, as shown in Fig. 1. And
we summarize the data of AI-based detection tools. All data are compared with
the reentrancy vulnerability as the detection object, and the detection indicators
include: Accuracy, Precision, Recall, and F1 as shown in Table 1.

First, these methods using artificial intelligence technology clean the source
code of smart contracts, segment words, and convert the code into vectors to
build a dataset. Then, the dataset is divided into training set and test set by
labeling. Finally, the training set was used to train the constructed model, and
the test set was used to obtain the analysis report.

References [11,13] improved the part of converting the code into vectors.
Detection based on AST [11] improved the word embedding. The AST is divided
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into state variables, function modifiers, and functions, and all of them are con-
verted into vectors for model training to obtain better training results. GVD-
net [13] is an improvement on word embedding. The authors treat the vari-
ables and relationships of solidity code as a non-Euclidean graph, and use the
Node2Vec [31] algorithm to construct vectors.

References [10,14,15,17] improved the detection part. The Detection based
on Bi-LSTM Neural Network [10] built their model based on Bi-LSTM net-
work. SCVSN [14] improves the network structure and combines two networks
to train the model. The SCVSN Siamese network structure is the combination
of Siamese network and LSTM neural network. SPCBIG-EC [15] improves the
network structure, combines the serial hybrid model of CNN and RNN, and
combines the feature extraction advantages of CNN and the characteristics of
RNN emphasizing the time dimension. In the detection part of the network,
SmartEmbed [17] uses deep learning and similarity checking technology to unify
clone detection and bug detection efficiently and accurately, so as to improve the
efficiency and accuracy.

References [12,16] have improved the overall model. Detection Using Graph
Neural Networks [12] made changes to word embeddings, The authors use a
graph generation phase, which extracts the control flow and data flow semantics
from the source code and explicitly models the fallback mechanism. Besides, they
use a graph normalization phase inspired by k-partite graph. At the same time,
they use graph neural networks for vulnerability detection to replace traditional
neural networks such as CNNs. CBGRU [16] improves both the word embedding
model and the detection model. The word embedding model uses Word2Vec and
FastText, and the detection model combines five deep models CNN, LSTM,
GRU, BiGRU and BiLSTM for detection, making full use of the advantages of
five networks to improve its vulnerability detection ability.

In terms of dynamic analysis tools [21–23,25,27,28], there is no unified pro-
cess. The dynamic analysis method detects the contract in the execution process,
so some dynamic analysis methods do not require source code [25]. EOSIO is
a typical public blockchain platform. WASAI [29] and EOSFuzzer [24] analyzed
EOSIO.

HFContractFuzzer [26] HFCCT [30] is aimed at Hyperledger Fabric platform
for vulnerability detection, and HFCCT adopts the way of dynamic and static
collection. In HFCCT, the authors used 15 chain codes to compare with HFCon-
tractFuzzer. The test results show that the vulnerability detection efficiency of
HFCCT is higher than that of HFContractFuzzer, and the display of errors is
clearer. We can see that the dynamic and static analysis method is more efficient
than the single analysis method.
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Fig. 1. Model of smart contract vulnerability detection tools using artificial intelligence

4 Development Direction

From the perspective of whether to run the contract, we divide all smart con-
tract vulnerability detection tools into three categories. Through analysis and
comparison, we draw the following conclusions:

4.1 Deep Learning

At present, machine learning and deep learning are increasingly used in vul-
nerability detection. In the future, Chat-GPT may be a powerful assistant for
future smart contract vulnerability detection. However, a common drawback of
these detection tools [13–15,17] is that they detect fewer kinds of vulnerabilities,
which may be related to the small number of existing large standard datasets.

4.2 Combination of Static and Dynamic Analysis

When the contract is complex, dynamic analysis has more advantages than static
analysis, because the relationship between many vulnerabilities is complex, which
can not be easily analyzed by simply inspecting the code files. Moreover, the
coverage of dynamic analysis tools is not high. Therefore, how to improve the
coverage of dynamic analysis tools is a big problem.

4.3 Platform and Language

Most of the current detection tools are aimed at the Ethereum platform and
Solidity language. The running platform such as EOS, Hyperledger Fabric, etc.,
and the programming language such as Vyper language, etc. The smart contract
security vulnerability of these platforms and languages are less studied, so it is
also the direction of future research.
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5 Conclusion

In the era when blockchain is more popular, smart contracts provide security for
blockchain, but security of vulnerabilities in smart contracts cannot be ignored.
We hope that the re-classification and summary of security vulnerabilities can
also make people have a better understanding of the security issues in smart
contracts. Through the analysis and comparison of detection tools, we believe
that the security detection technology of smart contracts will become more and
more mature, and they can also have higher efficiency and better vulnerability
detection ability. Therefore, with the update and progress of technology, the
security problem of blockchain will be more and more guaranteed.
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Abstract. With the booming development of blockchain technology, blockchain-
based data transactions have been applied in many fields such as finance, health-
care and logistics. It can help users to realize data transactions and management
more conveniently, securely, transparently and efficiently. However, there is a cer-
tain problem of identity privacy leakage when data transactions are conducted on
blockchain. Therefore, the issue of user identity privacy protection has become
the core issue of data transactions on the blockchain, which is crucial to the sus-
tainable development and wide application of the blockchain. This paper dis-
cusses the privacy protection in the process of data transactions on blockchain
in terms of user identity anonymity, introduces and analyzes in detail the current
research status and implementation technologies for realizing identity anonymity
on blockchain, explains the threats and challenges for realizing identity anonymity,
analyzes the existing problems, and gives an outlook and summary of the future
research directions for realizing identity anonymity on blockchain.

Keywords: Blockchain · Identity anonymous · Data transaction

1 Introduction

A key feature of blockchain technology is decentralization, which allows participants
to conduct transactions without a central control authority and also means that transac-
tions and data records are open and transparent to all node chains, participants’ iden-
tity data may be exposed to others. However, since some private information may be
involved, such as transaction amounts, medical consultation records, and trade secrets,
such users want to protect their identity information from disclosure. However, when
using blockchain addresses to participate in blockchain business, users need to frequently
perform input and output operations. Analyzing this information can indirectly associate
the true user identity of the account address, which poses a threat to privacy leakage for
blockchain participants’ accounts. Therefore, there is still a risk of leaking sensitive user
identity information in blockchain transactions, such as the propagation trajectory of the
transaction at the network layer, this information may be used to infer the true identity
of the blockchain address. Therefore, how to protect user identity privacy data, prevent
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user identity information from being identified and leaked, and achieve identity privacy
to protect users’ real identity and private information is crucial for the sustainability and
wide application of the blockchain.

2 Blockchain Technology

2.1 Blockchain

User identity privacy refers to mapping the real-world user’s real identity to his or her
address information on the blockchain [1], which contains personal information such
as the user’s identity and address that are recorded in detail and not publicly available.
Among them, the user identity information refers to the basic personal information
entered by the user when applying for access to the blockchain [2], while the user
address information refers to the place where the individual belongs when participating
in the blockchain data storage and transmission, and usually contains two accounts used
for input and output in transactions. To protect identity anonymity, users usually use
random addresses or pseudonyms for transactions in the blockchain [3]. A blockchain
address is a pseudonym used by users in the blockchain system and is usually used as
an account number for input and output during transactions. Compared to traditional
account numbers, blockchain addresses are superior in concealing the user’s identity
[4].

2.2 Smart Contracts

Smart contracts are automated contracts that enable the signing and executionof contracts
on the blockchain, a concept first introduced by Nick Szabo in 1996 in his paper “Smart
Contracts: Building Blocks for Digital Markets”. In Szabo’s definition, a smart contract
is an automatically executed contract based on a computer protocol that represents and
enforces the terms of the contract in digital code. These codes allow for automated and
decentralized execution of the contract and protect the security and privacy of the contract
through encryption. However, in the late 1990s, computer technology was not mature
enough to implement the concept of smart contracts. It was not until 2009 that the advent
of Bitcoinmade smart contracts possible. Born in 2013, Ether has revolutionized the face
of smart contracts. Ether introduced a high-level programming language called Solidity,
making it easier for developers to write more complex smart contracts and implement
more features on the Ether blockchain. Since the birth of Ether, the applications of
smart contracts have been expanding. Smart contracts have also become one of the most
representative blockchain technologies.

3 Research and Analysis of Identity Anonymization Techniques

Currently, the main technologies applied in blockchain to achieve identity anonymity
include blind signature, group signature, and aggregate signature technologies. In this
section, we will comprehensively analyze the advantages and disadvantages of the main
signature technologies in the blockchain.
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3.1 Blind Signature Technology

Blind signature is a digital signature technique that allows a signer to sign a message
without knowing its content [5]. It has a wide range of applications in privacy protection
and authentication authorization, especially in electronic cash, digital certificates, and
anonymity networks. Rivest, R. L proposed the RSA blind signature scheme in 1978
[6], which is an implementation of blind signatures based on the RSA cryptographic
algorithm with better security and efficiency. This is another important contribution of
the blind signature technique. Chaum, D proposed the original blind signature scheme
[7] in 1983, i.e., using a randomization technique so that the signer cannot know the
content of the signature, thus enabling untraceable payments. This is one of the seminal
works in blind signature techniques.

The basic principle of blind signature is that first, the signer Bob generates a pair of
public and private keys [8] and publishes the public keys. Then, user Alice generates a
random number as a “blind factor”, and the message M to be signed is blinded using the
blind factor, the message M is multiplied by the blind factor to obtain a blind message
M’. The signer Bob signs the blind message M’ with his private key to get a blind
signature Sig(M’), and sends the blind signature Sig(M’) to Alice. to obtain the signer’s
signature Sig(M) for the original message [9]. Since the blind signature process does
not require the original message to be revealed to the signer, the privacy of the message
can be guaranteed. The flowchart of the blind signature is shown in Fig. 1.

First, blind signatures have strong privacy; during the blind signature process, the
signer does not know the specific content of the message, and thus the privacy of the
message can be guaranteed [10]. Second, blind signatures have strong anonymity, and
users can obtain the signer’s signature without revealing their identity, thus achieving
anonymous authentication authorization. Finally, blind signatures also have high secu-
rity; blind signatures have the same security as ordinary digital signatures [11], i.e.,
they prevent forgery and tampering. However, in addition to this, blind signatures also
have some disadvantages, such as slow processing speed, blind signature processing
requires blind and anti-blind operations, and thus is slower compared to ordinary digital
signatures. Secondly, the complexity of the blind signature operation is high, and blind
signature technology is more complex than other digital signature technologies, requir-
ing more calculations and communications. Finally, blind signatures are irrevocable,
i.e., once the signer signs, the signature cannot be revoked. If the identity of the user is
exposed, the reputation of the signer may be damaged.

3.2 Group Signature Technology

A group signature is a digital signature mechanism used to verify the integrity and origin
of a message and to prove that a particular signer belongs to a specific group. Unlike
ordinary digital signatures, group signatures allow any member of a group to sign a
message [12] while maintaining individual privacy. In simple terms, a group signature
is a digital signature scheme that decouples the signature of a group from the identity
information of a single individual.

David Cham first introduced the concept of group signatures in 1991 [13] and intro-
duced a cryptography-based group signature scheme that allows a group of members
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Fig. 1. Schematic diagram of the blind signature process

to publish a message using a group signature without revealing the identity of the indi-
vidual. The scheme also has a revocation function, i.e., the signer’s signature can be
revoked when necessary. Ronald Cramer proposed a multi-authority election scheme
based on group signatures in 1997 [14], which employs multiple authorities to enhance
the security and reliability of the scheme. Jan Camenisch proposed an efficient group
signature scheme based on cryptography in 2004 [15], where the signature length of the
scheme is independent of the swarm size and is only related to the security parameters.
The scheme is efficient and secure and supports the revocation of the signature function.

A group contains multiple members, who together form the group. A member of the
group signs the message, and members outside the group can verify that the message
has been signed by the group, but they do not know exactly which member has signed it.
This approach conceals the true signature identity and achieves the unity of anonymity
and super visibility. The signature process of the group signature is shown in Fig. 2.

Group signature techniques have strong anonymity and do not require the identity of
the signer to be revealed, so the signer can remain anonymous,which is important in cases
where privacy needs to be protected. Group signature techniques have verifiability, i.e.,
the recipient can verify that the signature belongs to the group and verify the integrity and
origin of themessage, which ensures the authenticity and trustworthiness of themessage.
And finally, group signature techniques have non-repudiation i.e., signers cannot deny
themessages they sign [16]. This is because the signaturemechanismmakes the signature
unforgeable and the signers cannot claim that they did not sign the message. In addition
to this, group signature techniques have some disadvantages, such as the possibility of
abuse, as group signatures can be used for criminal activities or other unethical practices
due to the anonymity of the signers. The signers need to be trusted, and the validity of
group signatures depends on the trust of the signers. If one or more of the signers behave
maliciously, it may negatively affect the validity of the signature. It is difficult to revoke.
Unlike ordinary digital signatures, group signature technology is difficult to be revoked
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Fig. 2. Schematic diagram of the group signature process

because the identity of the signer is anonymous, and if malicious behavior occurs among
the signers, it is difficult to find the responsible person and revoke the signature.

3.3 Aggregate Signature Technology

Aggregate signature is a digital signature mechanism that can significantly reduce trans-
action storage space and transmission costs, and improve verification efficiency. Careful
consideration needs to be given to usage scenarios and signer trust when using this
technology. It allows multiple signers to sign the same message and aggregates these
signatures into a single signature. In simple terms, aggregated signatures are digital sig-
nature schemes that aggregate multiple signatures into a single signature [17] and are
mainly used to achieve bulk verification of transactions. Dan Boneh et al. proposed a
bilinear mapping-based aggregated signature scheme [18] in 2003, which is not only
efficient but also verifies the signer identity and signature integrity.

Signer A first hashes the message M to get the message digest M’, and then signs
the message digest M’ with his private key to get the signature σA, other signers also
hash and sign their respective messages in this way to get the signature σB, signature
σC, etc. All signers send their signatures to a centralized aggregator. The Aggregator
combines all signatures into one signature andmakes the signature public. The flowchart
of aggregated signatures is shown in Fig. 3.

The aggregated signatures have some advantages. Firstly, it can reduce transaction
storage space and transmission costs. Aggregated signatures allow multiple signers to
aggregate their signatures into a single signature, which greatly reduces the storage
space and transmission costs of the transaction. Secondly, aggregated signature technol-
ogy also improves verification efficiency. A single signature of an aggregated signature
can reduce the verification workload because the verifier only needs to verify one signa-
ture instead of verifying multiple. Finally, the aggregated signature technique increases
privacy protection, as aggregated signatures can add anonymity and privacy protection
to the signer since they can aggregate multiple signatures into a single signature. In
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Fig. 3. Schematic diagram of the aggregated signature process

addition, aggregated signatures rely on the trust of all signers, and their validity depends
on the integrity and security of all signers. If one of the signers acts maliciously, it may
negatively affect the validity of the entire signature. Unlike traditional digital signa-
tures, aggregated signatures are difficult to be revoked, because signers cannot revoke
their signatures individually, if one of the signers behaves maliciously, revoking the
entire signature may be very difficult. Finally, aggregated signatures may require more
complex implementations and higher computational costs, and therefore may not be
suitable for use in certain scenarios. According to the above analysis, the advantages
and disadvantages of the three signature technologies are summarized in Table 1.

Table 1. Comparison of advantages and disadvantages of three technologies.

Advantages Deficiencies

Blind signature High privacy
Strong anonymity
High security

Slow speed
High complexity
Irrevocable

Group signature Strong anonymity
Verifiability
Non-deniability

Slow speed
Unprecedented overheads
Large signature length

Aggregate signature Reduce transaction storage space and
transmission costs
Improve validation efficiency
Increase privacy protection

Potential for abuse
Signers need to be trusted
Difficult to revoke

4 Future Research Directions

Through the comparative analysis of different blockchain identity anonymity technolo-
gies, we can see that many researchers have proposed various identity anonymity tech-
nologies on the blockchain to guarantee the privacy and security of users, but there are
still several aspects that need further research.
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(A) Performance problem: Since all data on the blockchain is public, achieving
anonymity requires broadcasting encrypted transactions in the network and wait-
ing for some time for each identity verification, which can increase the burden of
network transmission and computation and lead to performance degradation. As
proposed in the literature [19] based on homomorphic encryption, each participant
in this scheme needs to perform a large number of encryption and decryption oper-
ations, which also affects the performance of the system due to the slow encryption
and decryption speed of homomorphic encryption. Then there is a scheme based
on the obfuscation technique proposed in the literature [20], in this scheme, all
participants need to perform obfuscation operations, and the obfuscation operations
consume a large amount of computational resources, which also affects the perfor-
mance of the system. Therefore future research work needs to seek more efficient
anonymity guarantee schemes and explore more efficient consensus algorithms to
improve transaction processing speed. For example, using zero-knowledge proofs
to protect privacy [21] without using homomorphic encryption or obfuscation tech-
niques can achieve efficient privacy protection with high performance, and using
cryptographic multi-party computation to protect privacy [22] can compute the cor-
responding results without exposing the original data, and the performance can be
improved by parallel computation. More research is still needed on performance
optimization and evaluation methods.

(B) Implementing identity anonymity may involve legal compliance issues and anony-
mous identities may be used for illegal activities. Therefore, to achieve sustainable
development of blockchain, future research efforts need to target technical means
and solutions to achieve privacy protectionwhile achieving technical controllability,
such as using identity to authenticate and authorize participants, using traceability to
track participants’ behavior, and helping regulators identify illegal activities through
ways and means such as government certification and blockchain identity certifi-
cation agencies. Thus, how to develop regulatory standards to further ensure the
legitimacy and transparency of data usage to avoid data misuse and mishandling is
an important research issue.

(C) Compatibility issues: Implementing anonymity protection in current blockchain
technologies may encounter compatibility issues. Public data on the blockchain can
improve transparency and trust, but some sensitive data, just like the privacy of
users need to be protected. This requires appropriate encryption measures to ensure
data security and privacy protection while keeping the data open. Therefore, future
research work needs to develop more compatible blockchain technologies to solve
this problem, such as promoting trusted blockchain technologies, such as federated
chains and side chains, to meet the demand for identity anonymity in different
scenarios.

5 Summary

This paper compares and contrasts different technologies of protecting identity
anonymity for data transactions on the blockchain, analyzes the advantages and dis-
advantages of each technology and the applicable environment, and provides an outlook
on the future direction of implementing identity anonymity for data transactions on
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the blockchain, to help researchers quickly and comprehensively understand the basic
content and development trend of blockchain identity anonymity technology and future
research directions. With the maturity of blockchain technology and its wide application
in various industries, the realization of identity anonymity is of great research signifi-
cance for the sustainable development of blockchain, and we still need to continue to
study this area and create a more perfect and practical identity anonymity solution.
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Abstract. In this information age, real currency is transitioning to digital cur-
rency. Blockchain technology has introduced smart contracts and distributed
ledger technology, leading to new research directions in various fields including
finance, the Internet of Things, and energy.CentralBankDigital Currency (CBDC)
based on blockchain has been incorporated into the technical choices of central
banks in various countries. This paper examines the current research and imple-
mentation of central bank digital currency by various central banks worldwide.
It provides an overview of CBDC’s definition, operational status, and technical
characteristics. Additionally, this paper highlights the challenges and issues asso-
ciated with CBDC systems in the current environment. These problems include
security issues, performance issues, privacy protection issues, and legal issues.
In this regard, some literature has proposed solutions, which are analyzed and
summarized in this paper. We classify and summarize the existing problems and
propose effective solutions, including using fragmentation technology to increase
transaction throughput and implementing corresponding regulatory measures to
strengthen supervision.

Keywords: Central bank digital currency · Blockchain · Smart contract ·
Distributed ledge technology

1 Introduction

Today, in the era of electronic currency innovation, the modern monetary economy has
gradually entered the era of digital currencies. The decreasing use of physical cash
around the world and the development of private digital currencies such as Bitcoin have
sparked interest among central banks in Central Bank Digital Currency (CBDC), and
banks such as the Bank of Canada, Deutsche Bank, Banque de France, and the Bank
of Japan (BOJ) have launched digital currency-related projects [1]. The research focus
in the field of digital currency is gradually shifting from decentralized encrypted digital
currency to legal digital currency based on the central bank of the country.
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The Bank for International Settlements (BIS) and the central banks of China, the
European Union, the United States, and other countries put forward the definition of
CBDC based on research and practice. (Table 1) [2, 3].

According to survey data from the BIS, central banks around the world generally
hold an optimistic outlook on the prospects of CBDC. The main goals of CBDC are
to improve delivery security, robustness, and transaction efficiency, reduce issuance
costs, and increase transaction convenience. Many central banks worldwide are actively
exploring CBDC issuance and implementation to adapt to the digital age’s economic
advancements [4].

The classification of currency is based on the following attributes: (1) issuing subject
(central bank currency or commercial bank currency); (2) form (digital or physical); (3)
value attribute (standard currency or credit currency); (4) circulation method (cash or
non-cash currency). By definition, CBDC is a digital currency issued by a central bank.
According to its scope and purpose of use, CBDCcan be divided into retail andwholesale
types.

Retail CBDC. Retail CBDC refers to the digital currency issued directly to the
public by the central bank, similar to the current paper money and coins, which can be
used to purchase goods and services. Retail CBDC is issued to the general public, so the
technical design and distribution methods need to take into account the extensive use
and safety [5].

Wholesale CBDC. Wholesale CBDC refers to the digital currency issued by the
central bank to financial institutions and large enterprises, which is mainly used for
settlement and clearing transactions between institutions. Thewholesale CBDC is issued
to financial institutions, so the technical design and distribution methods must consider
efficiency and security [6].

The main difference between retail and wholesale distribution is the object and the
purpose of distribution. The main difference between retail distribution and wholesale
distribution is the object and purpose of distribution. Thewholesale type is mainly issued
for financial institutions, and the main purpose is to carry out large-scale transactions
between institutions, while the retail type is for the public, and the main purpose is daily
consumption and wage payment.

In 2018, the BIS and the Committee on Payment and Market Infrastructure (CPMI)
released a report [2] that highlighted the varyingmotivations and priorities ofmajor coun-
tries or economieswhen it comes to developingCBDC.Table 1 summarizes the definition
ofCBDCbymainstreameconomies. The report showed that emergingmarket economies
are more inclined to promote retail CBDC compared to developed economies [7]. Retail
CBDC has a stronger research motivation than wholesale CBDC, and emerging market
economies have a stronger research motivation for CBDC than developed economies.
For emergingmarket economies, improving domestic payment efficiency, payment secu-
rity, and financial stability is crucial, as many smaller economies do not have a real-time
full settlement system for their currencies. In contrast, improving cross-border payment
efficiency is one of the most important motives for developed economies.

CBDC can use blockchain technology to achieve transaction security and trans-
parency. By writing transaction records into the blockchain, the security and non-
tamperability of transactions can be guaranteed.At the same time, blockchain technology
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Table 1. Comparison of CBDC definitions by major financial institutions worldwide.

Institution Definition

BIS BIS believes that the central bank digital currency is a digital form of
cash issued by the central bank, which can be used for payment and
settlement on different technology platforms, and needs to take into
account its impact on financial stability and privacy protection

European Central Bank The ECB believes that CBDC should be a tool to supplement existing
payment methods, rather than an alternative, and its impact on
financial stability and monetary policy needs to be taken into account

Federal Reserve System The Fed believes that the issuance of CBDC needs to consider its
impact on financial stability, monetary policy, and privacy
protection. The Fed also points out that the design of CBDC should
fully consider interoperability with existing payment systems

People’s Bank of China The PBOC has initiated testing of the digital Renminbi, which is the
central bank digital currency of China. The PBOC believes that the
digital renminbi will enhance payment efficiency, foster financial
innovation, and uphold national monetary sovereignty

Bank of Japan BOJ believes that the issuance of CBDC needs to take into account
its impact on financial stability and payment systems. It is also
necessary to fully consider its interoperability with existing payment
systems and user privacy protection

can also reduce the cost of CBDC issuance, improve the efficiency of transactions, [8,
9] and gain incomparable advantages over traditional currencies.

Centralized CBDC uses decentralized blockchain technology to improve security
and reliability. Blockchain technology solves the problem of single point of failure
and central server risk that is easy to occur in centralized systems and improves the
robustness of CBDC. However, the use of decentralized technology does not mean that
CBDC is completely decentralized. For Internet products with financial attributes, strict
supervision and review by government agencies are needed to prevent the emergence
and proliferation of criminal acts.

The rest of this paper is organized as follows. The second section introduces the
related concepts of blockchain and CBDC. The third section summarizes the current
academic research and ideas. The fourth section summarizes the existing problems and
challenges of CBDC and puts forward some suggestions for these problems. The fifth
section summarizes the paper.
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2 Background

2.1 Blockchain Technology

The blockchain is a special data structure composed of a series of blocks, each of which
can store some information. The information that needs to be stored on the chain is
packaged into blocks, and the blocks are linked to each other to form an orderly, non-
tamperable chain event, which is stored on each node. This information is permanently
stored in a peer-to-peer (P2P) network composed of independent participant nodes [10].
Blockchain is a decentralized, secure, reliable, transparent technology that can be used
in various application scenarios, including digital currency, the Internet of Things, and
supply chain management.

Account Balance Model and Unspent Transaction Output Model (UTXO). The
balance model is a simple payment system where user accounts store identifiers for
authorization management, while the UTXOmodel tracks unpaid funds with a ledger of
accounting entries [11]. Users must authenticate themselves to access their accounts and
authorize transactions in the balance model, while the UTXO model involves creating
and authorizing transactions that balance input values with output values. Ethereum and
some digital currencies use the balance model, while the UTXOmodel is used in Bitcoin
and other cryptocurrencies.

Smart Contract. Ethereum is an open blockchain platform that allows anyone to
establish and use decentralized applications through blockchain technology. It is con-
trolled and owned by no one, and its design is flexible and adaptable. Ethereum has
Turing completeness, allowing it to implement smart contracts which are not possible in
Bitcoin. Smart contracts are programs stored on the blockchain that can automate pro-
tocols and trigger the next operations when conditions are met, without any mediation
involvement or time loss.

Access Mechanism. Blockchain can be divided into three categories: Consortium
Chain, Public Chain, and Private Chain from the access mechanism. The public chain
refers to an open network inwhich anyone can participate, create blocks, and verify trans-
actions in the network at any time. The public chain is characterized by decentralization,
and high safety performance, but weak performance. The Consortium chain refers to
a blockchain network formed by an alliance of multiple organizations or enterprises.
Only verified members can join the network. The characteristics of the alliance chain
are high efficiency and good privacy. A private chain is a blockchain network controlled
by a single subject, which is extremely centralized and more often used within a single
enterprise. Different forms of blockchain technology, each with its characteristics, have
different applications in different scenarios.

The data on the blockchain is transparent, tamper-proof, and can be permanently
saved. Smart contracts provide transparency and efficiency to transactions, as encrypted
records of transactions are shared among participants without third-party involvement.

2.2 Cbdc

Distribution and Operation Structure. CBDC represents the central bank’s digital
currency, and its issuance and operation structure is completely managed by the central



460 S. Chen et al.

bank. This process usually includes the following aspects [12]: the issuance of CBDC,
storage of CBDC, CBDC transaction, risk management of CBDC, and regulation of
CBDC.

The distribution and structure of CBDC depend on the objectives and capabilities
of the central bank and need to be considered comprehensively [13]. Cooperation with
other institutions can also play a role in promoting the development of CBDC.

CBDC Design Features. In the design of CBDC, several aspects need to pay atten-
tion to. (1) How to calculate interest, different central banks have different approaches
to designing interest rates for their CBDC [14]. (2) Off-line function, offline function-
ality has been challenging to implement in practice, with varying definitions of what
constitutes an offline transaction. While offline typically means disconnected from the
internet but still relying on local networks like Bluetooth, events like power outages or
electromagnetic interference can also disrupt local networks. (3) In terms of technology
selection, a centralized network or distributed network has its advantages and disad-
vantages. The centralized network has better risk control and management efficiency,
but the problems of private security and single point of failure are more serious. Which
technology to use needs to be carefully selected [15]. (4) Anonymity, the degree of
anonymity relates to the difficulty of promotion. (5) In cross-border payments, central
bank e-money has natural advantages in cross-border transactions. For example, com-
pared with traditional currency systems, central bank digital currency is faster and more
efficient in completing cross-border payments, and the whole process is traceable. This
can be promoted as an advantage of CBDC [16].

2.3 Summary of the Current Status of CBDC Operations

Table 2 shows the summary information of CBDC that has been released so far by major
economies around the world [17–25]. This table shows that governments led by China
are actively promoting thework ofCBDC. Some countries such asRussia, and theUnited
Kingdom have been promoting CBDC for several years, and China has carried out pilot
testing work many times, from which we can see that the international community has
a high degree of recognition of CBDC.

In addition, the United States and the European Union are paying more and more
attention to the central bank’s digital currency in related fields, and relevant departments
are also actively preparing for the issuance of CBDC.

3 Existing Literature Review

The emergence of blockchain technology has brought distributed ledger technology
and smart contract technology, which provides a new solution to solve the problems
of CBDC supervision, risk control, and operational efficiency. At present, many central
banks are exploring the application of blockchain technology inCBDC, and the academic
community has conducted a lot of research and ideas on CBDC based on blockchain.

About the confusion of CBDC types between different organizations, Hyunjun Jung
proposed a method to realize the interoperability between different CBDCs by using
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Table 2. CBDC project information summary.

Name Technical feature Operation situation

Digital currency electronic
payment

Double-Layer structure The promotion will start in
2021 and is being promoted in
pilot cities

Digital cash Know Your Customer and
Anti-Money Laundering,
Multifactor Authentication

In the pilot use, it is constantly
improving

Petro Linked to oil, using POS
incentives and a certain
amount of money

Affected by the government,
the acceptance is limited

Dinero electrónico New coins are obtained by
algorithm mining, completely
decentralized

Stopped running

E-krona Asset Guarantee, centralized
management, and Supervision

It is still in the development
stage

Restricted access coin Centralized ledger, highly
scalable, consensus algorithm
without workload proof

Market acceptance is not clear,
still need to observe

Digital ruble Anti-counterfeiting technology
to protect monetary
sovereignty and data privacy

Has not yet begun to promote

blockchain and cross-chain technology. This method uses the existing cross-chain pro-
tocol to realize the interoperability between different CBDCs and improve the circulation
of CBDCs [26]. Sushil Kumar proposed a CBDC architecture based on a consortium
blockchain. The system is divided into the distribution layer and the user layer. The
wholesale CBDC and retail CBDC are implemented in different layers, which provides
an idea for the implementation of CBDC [27].

According to Reference [28], this paper proposes a CBDC framework based on
blockchain, including three layers: regulatory layer, network layer, and user layer, which
consists of a core module, transaction module, and identity authentication module. The
alliance chain technology is used to realize the comprehensive management of CBDC,
and the privacy and security of CBDC are guaranteed by zero-knowledge proof and
smart contract technology. The framework provides a safe, efficient, and comprehensive
digital currencymanagement platform, improves the efficiency of payment, and provides
regulatory and compliance review tools. According to Reference [29], a CBDC design
and implementation scheme based on the ConsortiumChain and Proof of Authority con-
sensus mechanism is proposed, which is divided into three modules: account module,
transaction module, and supervision module. The payment function of the transaction
module is based on the smart contract of theCosmos blockchain,which can automatically
execute, settle and verify the transaction’s legitimacy and effectiveness, and avoid mali-
cious operations. The supervision module consists of smart contracts and supervision
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nodes. Through the cooperation of smart contracts and regulatory nodes, CBDCaccounts
and transaction information are automatically audited and supervised. The supervision
module can use smart contracts and algorithms to automatically identify and process
risk events, statistically analyze transaction data, conduct data audits, etc., to achieve
efficient and accurate supervision. The adjustment of authentication and authorization
and regulatory strategies, require the personnel of the regulatory agency to operate and
make decisions to ensure the effective and compliant operation of the regulatory module.

J. Zhang proposes a new operation mode is proposed, which uses KYC/AML ver-
ification, transaction restrictions, transaction records, and risk management to control
risks. The account module of CBDC adopts the KYC/AMLmechanism, and the transac-
tion module uses smart contract technology [30]. The transaction records are traceable
and transparent. The design also includes risk management and emergency response
mechanisms to achieve comprehensive supervision of CBDC. The use of smart con-
tract technology and blockchain technology has improved the efficiency of supervision.
Regarding privacy issues, according to a survey by Abdul Jabbar, consumers have a
negative attitude toward the privacy leaks that CBDC may cause. However, if the use of
CBDC can bring obvious benefits, most people are willing to accept these risks [31].

Finally, aiming at the problem of insufficient performance, J. Xu proposed a series of
optimization methods for CBDC [32], including the use of parallel distributed architec-
ture, fast and efficient POS consensus mechanism [33], and hash-based data compres-
sion technology [34]. These methods can improve the processing speed and throughput
of CBDC while ensuring its security and reducing the demand for storage space and
bandwidth.

4 Challenge and Future Directions

CBDC, like traditional currency, is an officially recognized legal currency and an upgrade
of traditional currency in the digital age. However, as a new technology, although all
sectors of society are optimistic about it, there are still many challenges to be solved
to truly apply it on a large scale. This part summarizes the challenges and problems
encountered by CBDC and looks forward to the future research direction.

4.1 Challenge

The current challenges of CBDC are mainly focused on the following aspects.
Technology Selection Issues. Due to financial supervision and expansion require-

ments, CBDCmostly adopts the alliance chain rather than the fully decentralized public
chain. Although a few organizations have developed CBDC based on bitcoin networks,
such as Wrapped Bitcoin, and Liquid Network. Most countries have chosen an alliance
chain. Choosing the appropriate underlying network is of great significance to the promo-
tion of CBDC. Central banks need to choose the appropriate network structure according
to their situation.

Scalability. The financial system needs the ability to have high concurrency and
secure transactions. Compared with the existing financial system, the TPS of the
blockchain network is far from enough. Although some scholars have proposed some
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optimization schemes to increase the TPS of the blockchain to thousands, there are
many limitations of these schemes and further experiments are needed [35]. The existing
financial system usually requires thousands of TPS to meet demand [36].

Working Environment. The use of CBDC also needs to be discussed. The payment
method using the Internet is not as easy to be accepted as paper money. For example,
there is a conflict between electronic payment and cash payment on the Internet in China,
electronic payment has a technical threshold for some elderly people. As an official
currency, CBDC should be free for all people to use, but there is no difference between
the current CBDC payment and electronic payment, so we need a more understandable
and acceptable means of payment.

Privacy and Regulation. Legal and regulatory issues for digital currency need to be
unified. Electronic money has anonymity, but too much anonymity can make it difficult
to supervise. Legislation on the legal status of digital currency issuance is important.
Privacy and data issues for users of digital currency must also be considered, with a need
to balance regulatory and privacy concerns while paying attention to security issues
[37–40].

Integration with Existing Systems. The integration of CBDC and the existing
financial system needs more consideration. At present, the world financial system tends
to be stable, and the addition of CBDC may have some impact on the current situation
[41]. Although the central bank’s digital currency has a positive effect on the financial
system, there will be many problems in the process of integration [42]. For example,
how to guide users to start using the central bank digital currency, who will supervise
the central bank digital currency, and how to define the power of the currency-issuing
department. Although these problems will not hinder the final realization of CBDC, they
will have an impact on the speed of CBDC.

4.2 Future Directions

Although many scholars have improved and optimized the blockchain technology and
CBDC scheme, more efforts are still needed to promote CBDC on a global scale. Future
research should deepen the application of blockchain technology in CBDC, closely
link the non-tampering, traceability, transparent process, and other characteristics of
blockchain with CBDC, improve the privacy security and system stability of CBDC,
improve the scalability of the system, improve theuser’s acceptanceofCBDC, and reduce
the risk challenges that CBDC may face. The central bank needs to carefully choose the
technology suitable for the development of CBDC according to its specific situation.
The public blockchain provides higher decentralization and transparency, but requires
higher security and scalability, while the consortium blockchain provides better security
and transaction speed. To improve the performance of CBDC, blockchain fragmentation
technology [43] and side chain technology [44] can be applied to the blockchain. The
central bank’s testing and review process of CBDC should be thorough to identify and
reduce CBDC-related risks. CBDC should be easy to use and interoperable with existing
payment systems. The government should introduce laws and regulations to protect users
and strengthen supervision.
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5 Conclusion

Since the advent of blockchain technology in 2008, its distribution, security, trans-
parency, and non-tampering technical characteristics have attracted wide attention. Due
to the shortcomings of Bitcoin, such as high volatility, high energy consumption, and
difficulty in supervision, governments tend to use blockchain technology to issue their
CBDC. This paper first summarizes the current definition of CBDC by mainstream
organizations and countries, introduces the views of central banks on CBDC, and then
analyzes some improvement schemes of CBDC and blockchain technology in academia.
At present, CBDC is still in the testing stage on the whole, and the CBDC of major cen-
tral banks has not yet been formally promoted on a large scale. The reason is that CBDC
has many problems and challenges to be solved, such as insufficient scalability, unclear
technical options, and insufficient system ease of use. Finally, this paper proposes effec-
tive solutions to these problems and provides direction and guidance for subsequent
research.
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Abstract. Smart contract is an automated contract system based on blockchain
technology, which is self-executing, tamper-evident and decentralized. The writ-
ing and analysis of smart contracts still face several challenges, including complex
programming languages and potential security vulnerabilities. Natural Language
Processing (NLP) as a discipline that studies the interaction between natural lan-
guage and computers, can provide strong support for the development and analysis
of smart contracts. This paper explores the cross-application of blockchain, smart
contracts and NLP. First, this paper introduces the basic principles of blockchain
technology and the concept of smart contracts. Then it points out the problems
in the development process of smart contracts, and focuses on the analysis and
summary of the relevant research results of NLP technology in the generation of
smart contract code and annotation generation, and summarizes and analyzes the
important role of NLP technology on the efficiency of smart contract development,
the correctness, reliability, readability, and maintainability of the code. Secondly,
for the security of smart contracts, the research related to smart contract vulner-
ability detection using NLP technology is summarized. Finally, the advantages,
challenges and future development directions of combining natural language pro-
cessing with blockchain smart contracts are pointed out to provide reference and
inspiration for research and application in related fields.

Keywords: Blockchain · Smart contract · Natural language processing

1 Introduction

With the rapid development of blockchain technology, smart contracts, as an important
part of blockchain, have attracted wide attention. Blockchain technology provides rev-
olutionary solutions for many fields, including finance, supply chain management, and
digital assets [1], through decentralized, tamper-resistant, and verifiable features [2].
As an automatically executed computer program, smart contract realizes trust mecha-
nism and business logic by writing contract code, which provides programmability and
scalability for blockchain applications [3].
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With the rapid growth of blockchain applications, the development and deployment
of smart contracts face some challenges and problems [4]. First, writing and debug-
ging smart contracts requires familiarity with blockchain development frameworks and
programming languages, and there is a certain threshold for non-technical profession-
als. There is a problem of low development efficiency in the development of smart
contracts. Secondly, smart contracts are prone to vulnerabilities and security problems
during development, such as reentrant attacks, overflow errors, etc. [5], which may lead
to financial losses and user privacy disclosure [6].

In order to solve the problems faced by the above smart contracts in development
and deployment, the method based on natural language processing provides us with
some promising solutions. NLP can be used to write and verify smart contracts. By
using natural language processing technology, contract requirements and specifications
can be transformed into executable smart contract code, thereby reducing the threshold
and difficulty of writing contracts. In addition, NLP can also be used to verify the
correctness and security of contracts, and detect potential vulnerabilities and security
risks by analyzing contract code and semantics.

This paper aims to explore the integration of blockchain and natural language pro-
cessing, aswell as its application andpotential advantages in smart contract development.
We will discuss the basic concepts and characteristics of blockchain technology, as well
as the problems and challenges in the development of smart contracts. Subsequently,
we will introduce the overview and characteristics of large language models and their
potential applications in smart contract development.

2 Overview of Blockchain Smart Contracts and Natural Language
Processing

2.1 Blockchain and Smart Contracts

Blockchain technology is a decentralized e-cash system, which was first known in
Nakamoto’s ‘Bitcoin: a peer-to-peer e-cash system’ [7]. In the traditional electronic
cash system, in order to ensure the security and reliability of transactions, it is necessary
to rely on trusted third-party financial institutions for verification. However, there are
some problems in this way, such as the risk of double payment. In order to solve these
problems, blockchain came into being.

Blockchains form a tamper-evident chain of transaction records by tying them to
timestamps and linking them together using a random hashing algorithm. The longest
branch of such a chain is considered as proof of the order of transactions, and since
most honest nodes will have longer chains than malicious nodes, transactions become
tamper-proof in the blockchain.

Smart contracts were first introduced in the 1990s by Nick Szabo, who defined them
as a computer program that executes automatically between contract participants. 2014
saw the emergence of theEthereumblockchain,which has led to thewidespread adoption
of smart contracts. A smart contract is a program that contains both data (such as account
balances) and executable code that executes automatically when certain prerequisites
are met [8]. The Ethereum blockchain has Turing ’s complete programming capabilities
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and supports contract programming, enabling blockchain technology to provide more
applications in commercial and non-commercial fields, such as online auctions. The life
cycle of smart contract includes four main stages: creation, deployment, execution and
completion [9]. The following is the step-by-step process of the smart contract life cycle:
The developer writes the logic of the contract using the smart contract programming
language supported by the blockchain platform. Then, the source code representing
their smart contract is compiled using a specific compiler and bytecode is obtained [4].
After the smart contract source code is compiled into bytecode, it will be deployed
to the blockchain platform and stored on the blockchain. Depending on the blockchain
platform, smart contracts are read-only ormodifiable after they are released. For example,
Ethernet does not allow modifying smart contracts [5], while EOSIO allows overwriting
by uploading newbytecode [6]. If it is read-only, to provide updates, developerswill need
to release a new version of the smart contract and redirect users to it. The contract terms
are monitored and evaluated after the smart contract is deployed. When a smart contract
condition is triggered, the corresponding statement will be executed automatically, the
transaction will be executed and verified by miners in the blockchain, and the submitted
transaction and updated status will be stored on the blockchain. The status of the parties
associated with the smart contract will be updated after its execution. The transactions
that occur during the execution of a smart contract and the updated status are permanently
recorded in the blockchain, and subsequently, the smart contract completes its complete
life cycle.

2.2 Natural Language Processing

Natural language processing (NLP) is a subject in the field of artificial intelligence that
involves processing and understanding human language. The goal of NLP is to enable
computers to understand, parse, generate, and process natural language text or speech
data. The application of NLP is very extensive, including text classification, sentiment
analysis, machine translation, question answering system, information retrieval, named
entity recognition, language model and so on [7]. These tasks aim to process and analyze
text data so that the computer can extractmeaningful information from the text for further
reasoning and application.

One of the key challenges of NLP is the complexity and ambiguity of natural
language. The language has rich grammatical structure, semantic differences, context
dependence and ambiguity, which increases the difficulty of accurate understanding and
processing of computers. Therefore, the research focus of NLP includes semantic under-
standing, grammatical analysis, word sense disambiguation, language generation and so
on.

In order to achieve these tasks, NLP uses a variety of techniques and methods. It
includes statistical methods, machine learning methods and deep learning methods [8].
Statistical methods mainly use statistical rules and probability models in large-scale
corpora to solve language problems. Machine learning methods learn patterns and rules
from labeled training data and apply them to the classification, analysis and generation
of unknown data. The deep learning method uses a neural network model for end-to-
end language processing [9], such as using a Recurrent Neural Network (RNN) and
Transformer for semantic understanding and language generation.
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3 Application of NLP in Smart Contracts

3.1 Automated Generation of Smart Contracts

The programmability of smart contracts makes it flexible and adaptable, which can be
applied to different fields and scenarios, and promotes the development of innovation
and new business models. However, there may be some challenges and problems in the
development of smart contracts. According to the research [10], there are three prob-
lems in the development of smart contracts: (1) The preparation and debugging of smart
contracts require professional knowledge of blockchain platforms and programming lan-
guages, and the technical threshold is high. At the same time, the preparation of smart
contracts requires programmers with development experience, and there are commu-
nication problems between domain experts and developers. (2) The lack of sufficient
development tools makes the development of smart contracts inefficient. (3) Smart con-
tracts are prone to vulnerabilities and security problems in the development process, and
the correctness, reliability and security of the contract code must be ensured.

Therefore, before deploying smart contracts, ensuring the correctness of smart con-
tracts and non-functional requirements is crucial in smart contracts. In order to solve the
above problems, researchers have proposed different methods for automatically gener-
ating smart contracts. In this section, we will discuss the application of NLP in smart
contracts from the perspective of automatically generating smart contracts, and compare
it with the Domain-Specific-Languages -Based smart contract code generation method.

Smart Contract Code Generation Based on Domain-Specific Languages. DSL
can generate smart contracts through three perspectives: formalmodel, contract template
and code transformation. DSL framework based on formal model is generally easy to use
[29], but can give developers the most intuitive feeling, but the completeness of contract
transactions is lower and flexibility is higher. The DSL framework based on contract
templates is the most user-friendly for non-experts and has higher completeness of
contract transactions, but less flexibility. The code-transformation basedDSL framework
can reduce the extra learning cost for code developers to focus on what they are good at,
however, there is more learning cost for non-professionals [30]. As shown in Table 1,
common DSL frameworks are Mavridou [31], iContractML [32], Rahman [33], CML
[34], SLCML [35], etc.

Smart Contract Code Generation Based on Natural Language Processing. The
result of smart contract generation based on DSL is usually a smart contract skeleton
that still relies on the manual implementation of the core logic. Therefore, scholars have
proposed some smart contract code generation methods based on NLP.

Olivia Choudhury et al. proposed a framework that aims to automatically generate
domain-specific smart contracts [10]. The business rules are first extracted from regula-
tory documents using machine learning and NLP techniques, and then domain knowl-
edge is applied to transform the extracted rules into smart contract functions, where
the formal representation is ontology and semantic rules. A case study was conducted
with a clinical trial to demonstrate the feasibility and effectiveness of a framework for
automatic smart contract generation based on regulatory documents.

Gao [11] et al. proposed a method for automatic generation of ethereum-oriented
smart contracts, which generates codes of basic functions of transaction class smart
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contracts by clustering analysis, and uses BLEU and SmartCheck for code detection,
and achieves good detection results.

Yu et al. proposed an Artificial Intelligence-Assisted Smart Contract Generation
(AIASCG) framework to provide generalization of smart contracts through Machine
Natural Language (MNL) [12]. It is indicated that an AI-based automatic word splitting
technique is proposed to achieve automatic splitting of sentences. The word splitting
technique, as a core component of AIASCG, accurately recommends the intermediate
MNLoutput of natural language sentences, significantly reducing themanualwork in the
contract generation process. In the manual evaluation, participants believed that 88.67%
of sentences could be saved 80–100% of the time by automatic word splitting.

Hao et al. proposed a new approach to generate smart contract code templates
using LSTM-RNN to improve usability [13], using an Abstract Syntax Tree (AST)
and word2vec to extract lexical unit sequence features to obtain word vectors to ana-
lyze the semantics of the code. The generated sequence vector features were then fed
into LSTM-RNN for template generation, and the efficiency of the four vectorization
methods models was tested.

The significance of large language models has been increasingly recognized, and
ChatGPT based on GPT-3.5 and GPT-4 has been widely used in various natural lan-
guage processing domains, including dialogue systems, question and answer systems,
machine translation, and natural language generation. In these domains, automatic gen-
eration of smart contracts using ChatGPT is an effective approach. According to the
experiment of Liu et al. [14] authors compare ChatGPT-generated SQL statements with
several current language models for improving large-scale text-to-SQL languages, such
as T5-3B, RASAT, and RESDSQL-3B. Combining ChatGPT with several public bench-
mark datasets for experimental tests, it is concluded that ChatGPT performs similarly to
comparablemethods/models {(T5-3B+ PICARD), (RASAT+ PICARD), (RESDSQL-
3B + NatSQL)} in terms of fulfilling large-scale text-to-SQL conversion tasks across
multiple diverse datasets (SPIDER,SPIDERSYN,SPIDER-REALISTIC, SPIDER-DK,
ADVETA (RPL), ADVETA (ADD), SPIDER-CG (SUB), SPIDER CG (APP)), and the
fraction that satisfies the generation of SQL statements that satisfy the conditions is about
65%. This study provides useful exploration and empirical evidence for using ChatGPT
to generate smart contracts.

As shown in Table 2, this paper analyzes and summarizes the related research on
NLP-based code generation from two perspectives, methodology and application areas.

Smart Contract Code Annotation Generation. Accurate and high-quality code
annotations play an important role in the readability and understandability of smart
contract code and are crucial in the development and maintenance of smart contracts.
However, in actual smart contract development, code comments are often missing or
inconsistent with the actual code semantics due to project budget constraints, lack of
programming experience, or failure to update comments in a timely manner when the
code is modified. In addition, researchers have found that about 10% of security vulnera-
bilities in smart contracts are due to code cloning [31], where misuse of under-annotated
code is one of the main causes. Therefore, there is an urgent need to design an effective
automatic code annotation generation method for developers for smart contracts.
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Table 1. Common DSL frameworks.

Generation method Type Platform Smart contract
language

Functional integrity

Mavridou [31] Formal model Ethereum Solidity Low

iContractML [32] Formal model Multi Multi Low

Rahman [33] Contract template Ethereum Solidity Medium

CML [34] Code conversion Ethereum Solidity High

SLCML [35] Code conversion Ethereum Solidity High

Table 2. NLP-based code generation summary.

Literature Methodology/techniques Application areas

Choudhury et al. [10] NLP, AST Domain-specific smart contracts

Gao et al. [11] Char-RNN Ether-directed smart contract generation

Yu et al. [12] AIASCG Smart contract generation

Hao et al. [13] LSTM-RNN Smart contract code template generation

Liu et al. [14] ChatGPT SQL statement generation

Yang et al. proposed a multimodal Transformer (MMTrans) based method for smart
contract code summarization [16]. The method represents the source code by learning
two heterogeneous modalities (structural traversal sequences and graphs) of the abstract
syntax tree. In particular, the structure traversal sequence provides the overall semantic
information of the abstract syntax tree, while the graph convolution focuses on local
details. MMTrans uses two encoders to extract global and local semantic information
from these two modalities, respectively, and a joint decoder to generate code annota-
tions. Both encoders and decoders employ Transformer’s multi-headed attention struc-
ture to enhance the ability to capture long-range dependencies between code tokens.
The researchers constructed a dataset containing over 300K smart contract < method,
annotation > pairs and evaluated the performance of MMTrans on this dataset. The
experimental results show that MMTrans achieves significant advantages over state-of-
the-art baseline methods in all four evaluation metrics and is able to generate higher
quality annotations.

Shi et al. proposed a fine-grained annotation generation based onmachine translation
for so-lidity smart contracts [15]. TheASTparsing path and core attributes used for trans-
lation were identified, and corresponding translation templates were proposed for spe-
cial utterances. Then a grammar synthesizer based on probabilistic context-independent
grammar was trained using reinforcement learning for generating easy-to-understand
English sentences as annotations.
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These innovative methods contributes to the advancement of automatic code annota-
tion generation in smart contract development.Their research provides valuable insights
into improving the quality and consistency of code annotations, thereby enhancing the
understandability and maintainability of smart contracts.

3.2 Natural Language Processing and Smart Contract Security

Smart contract security refers to the potential risks and vulnerabilities that may exist
during the design, development, deployment, and execution of smart contracts [17].
Since smart contracts are publicly executed and immutable on the blockchain [18], the
presence of security vulnerabilities may lead to serious consequences, including loss
of funds, data leakage, and inconsistency in contract execution, etc. In 2016, the DAO
project on the ethereum blockchain was hacked, and the attackers exploited a re-entry
vulnerability in the project to steal 3.6 million ethereum worth $50 million [14]. In
June 2017, attackers exploited a vulnerability in the library contract used by the Parity
signature wallet and stole $30 million worth of Ether [19]. In November of the same
year, a vulnerability in a new version of the Parity wallet caused $150 million worth
of Ether to be permanently frozen [20]. And in August 2021, hackers stole $60 million
worth of cryptocurrency through a vulnerability [21]. Therefore, the security of smart
contracts cannot be ignored. NLP technology can identify possible vulnerability patterns
and common problems in smart contracts. It is also widely used in the field of smart
contract vulnerability detection.

Yang et al. proposed a smart contract vulnerability auditing method with multiple
semantics [22] which uses three different tokenization criteria to generate sequences of
smart contracts and capture the semantic contexts using n-gram language model respec-
tively, and finally integrates the audit results from multiple semantic contexts using an
effective intersection or concatenation combination strategy. The problem that previous
data-driven approaches usually label smart contracts as a series of sequences accord-
ing to the purpose of vulnerability detection and process them according to only one
tokenization criterion is solved, resulting in some semantic contexts not being reflected
within the restricted sequence length.

Wu et al. proposed a Peculiar [23] for smart contract vulnerability detection based on
key data flow graphs and pre-training techniques, which uses key data flow graphs based
on pre-training techniques to detect smart contract vulnerabilities. Compared with the
traditional data flow graphs already used in existing methods, the key data flow graph
is simpler and does not have an overly deep hierarchy, making it easier for the model to
focus on key features. In addition, a pre-training technique is introduced into the model
as it achieves significant improvements in various natural language processing tasks.
Empirical results show that Peculiar achieves 91.80% precision and 92.40% recall for
one of the most serious and common smart contract vulnerabilities detected on 40,932
smart contract files, the re-entry vulnerability, outperforming existing approaches (e.g.,
Smartcheck achieves 79.37% precision and 70.50% recall).

Qian et al. proposed a BiLSTM attention model for detecting smart contract defects
[24]. Themodel treats the operation code of a smart contract as a sequential sentence and
uses an attention-based bi-directional long and short-termmemory (BiLSTM-Attention)
model to discover defects in smart contracts. The performance of the model and other
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models are evaluated for 45,622 real-world smart contracts. The experimental results
show that our model can achieve higher accuracy (95.40%) and F1 score (95.38%).

Huang et al. proposed a multi-task learning-based vulnerability detection model for
smart contracts [25]. By setting auxiliary tasks to learn more directional vulnerability
features, the detection capability of the model is improved, and vulnerability detection
and identification is achieved. Themodel is based on a hard-shared design and consists of
two parts. The underlying shared layer is mainly used to learn the semantic information
of the input contract. The text representation is first converted into new vectors by word
and location embedding, and then a neural network based on the attention mechanism
is used to learn and extract the feature vectors of the contract. Task-specific layers are
mainly used to implement the functionality of each task. A classical convolutional neural
network is used to construct a classification model for each task, and features are learned
and extracted from the shared layers to achieve the respective task goals.

Zhu et al. proposed a triple network-based optimization option and compiler ver-
sion smart contract bytecode similarity detection [26]. Analysis for contract bytecode
addresses the situation that contracts cannot be analyzed for security due to the fact that
most smart contracts only release bytecode without disclosing the source code. Hengyan
Zhang et al. proposed detecting smart contract vulnerabilities by deep semantic extrac-
tion [27], and Wanqing Jie et al. proposed a novel extended multimodal AI for smart
contract vulnerability detection framework [28].

Compared with traditional smart contract vulnerability detection methods, the intro-
duction of NLP techniques can provide a more comprehensive analysis of smart contract
vulnerabilities through semantic understanding and feature extraction of smart contract
code. Although these methods have achieved significant results in smart contract vul-
nerability detection, there are still some shortcomings. One of these shortcomings is
the ability to detect new types of vulnerabilities, which are constantly emerging due to
the complexity of smart contracts and evolving threat patterns. As a result, researchers
need to continuously update their models and algorithms to address new vulnerability
types. In addition, the process of vulnerability detection is a black-box model, and the
working state and processing of its internal detection vulnerabilities are not transparent,
resulting in a lack of reasonable interpretation of the detection results. In response to
the shortcomings of the current NLP-based smart contract vulnerability detection, this
paper summarizes the following future research directions: (1) Continue to improve the
accuracy and robustness of the model to reduce the false alarm rate and leakage rate
of vulnerabilities (2) Combine the vulnerability-related rules and semantic information
from traditional smart contract vulnerability detection methods with NLP models to
improve the interpretability of vulnerability detection results.

4 Summary and Outlook

This paper discusses the integration of blockchain technology and NLP in smart contract
development. Smart contracts, as automatically executed computer programs, provide
programmability and scalability for blockchain applications. To address the problems
of inefficient development, personnel communication barriers, reliability of code, and
difficulty in guaranteeing security during the writing, debugging, and maintenance of
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smart contracts, NLP technology provides promising solutions for this purpose by using
natural language to automate the generation and verification of smart contracts. The
article explores some of the applications of NLP in automated smart contract generation,
comparing it with DSL. Various approaches, such as cluster analysis, Char-RNN and
LSTM-RNN, are discussed for automatic smart contract code generation. The article
explores the significance of large language models like ChatGPT in code generation and
presents empirical evidence of domain-specific code generation using ChatGPT as away
to support the feasibility of generating highly usable smart contracts using ChatGPT.
In addition, the article highlights the importance of accurate code annotation in smart
contract development and summarizes research related to the use of NLP techniques to
improve the readability and comprehensibility of code.

In terms of security issues in smart contracts, the use of NLP techniques can iden-
tify possible security vulnerabilities in smart contracts and achieve a more desirable
identification accuracy rate. In practical applications, it can be used as a supplement
to traditional security verification techniques such as SmartCheck [36], Zeus [37], and
ContractFuzzer [38] to discover potential security vulnerabilities and errors in time to
improve the security of smart contracts.

Despite the great potential of NLP in the application of smart contracts, it still faces
some challenges and limitations. One of them is the ambiguity and inaccuracy of nat-
ural language, which may lead to misunderstandings or errors in the generated smart
contracts. Therefore, in future research efforts to integrate NLP with the smart contract
domain, there are the following research directions: (1) Enhancing the accuracy of smart
contract code generation. Improving the natural language understanding capability of
NLP models enables contract requirements and specifications to be more accurately
and efficiently translated into executable smart contract code. Large language models
like ChatGPT can be further refined and trained specifically for generating smart con-
tract code. By leveraging large-scale text-to-code conversion datasets and incorporating
domain-specific knowledge, these models can generate high-quality, reliable and secure
smart contract templates. (2) Optimization of smart contract code, such as Ethereum’s
contracts, where smart contract code generated via NLP may be redundant and can be
optimized to reduce Gas consumption as well as improve performance. (3) Improving
the portability of automatically generated smart contract code, using NLP techniques to
form common contract logic expressions to generate smart contracts written in different
languages. (4) The combination of NLP-generated smart contract code and regulatory
compliance techniques. NLP can help ensure compliance with regulatory requirements
and standards in smart contract development. By analyzing regulatory documents and
extracting relevant rules and conditions, NLP models can assist in automatically gener-
ating smart contracts that comply with legal and regulatory frameworks. This integration
can ensure the legality and validity of smart contracts.

The integration of blockchain technology and NLP has the potential to revolutionize
smart contract development and deployment. By addressing challenges such as develop-
ment efficiency, security vulnerabilities, the further development in this field can open
up new possibilities for blockchain applications in areas such as digital identity, supply
chain management, and the Internet of Things (IoT).
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