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Abstract. Traditional Chinese Medicine (TCM) is an important con-
stituent of medical treatment. During the development history of TCM,
there have been a large number of medical records accumulated, which
embody the experiential judgement of the TCM practitioners. There are
usually the symptoms observed by the practitioner and the according
treatment methods within the records. In the treatment procedure, TCM
practitioners often refer to the classical records and the prescriptions
within them, which makes recommending prescriptions from the records
based on the observation of the symptoms valuable in practice. Based
on these observations, we propose to model this problem as a matching
based recommendation task. To precisely model the relation between
symptoms and prescriptions, inspired by the success of pre-trained lan-
guage models, we propose a TCM domain specific hybrid input construc-
tion method and multi-grained negative sampling methods and training
objectives. To verify the effectiveness of the proposed method, we con-
duct extensive experiments on the symptom-prescription dataset. The
experiment results show that our proposed method can accurately rec-
ommend suitable prescriptions with more abundant candidates for the
reference of TCM practitioners, making it more valuable in practice.

Keywords: Prescription Recommendation · Traditional Chinese
Medicine · Pre-trained Language Model

1 Introduction

In recent years, with the development of deep learning and natural language
processing, artificial intelligence (AI) has been applied in numerous domains.
Among them, the integration of AI and healthcare is considered one of the most
promising directions. Current research on AI and healthcare primarily focuses on
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modern medical fields, while lacking attention to traditional Chinese medicine
(TCM). Leveraging deep learning and natural language processing techniques to
explore and utilize the rich knowledge inherited from the historical practices of
TCM has significant theoretical and practical implications. Particularly, recom-
mending suitable herbal formulas based on the diagnosis and symptom descrip-
tions provided by TCM practitioners is an important application scenario with
practical and theoretical significance.

Previous studies have explored the use of machine learning and deep learning
methods for recommending herbal prescriptions based on diagnostic information.
[4] initially proposed the use of a sequence-to-sequence model with an improved
objective function to generate the herbal components of prescriptions based on
textual symptom descriptions. [6,7], and [3] respectively suggested leveraging
expert knowledge, attention models to learn the associations between symptoms
and herbs, as well as associations between different herbs, and incorporating
external herbal knowledge to assist in prescription generation. [8] applied trans-
fer learning using a pre-trained bidirectional encoder, known as BERT (Bidirec-
tional Encoder Representations from Transformers), to the task of generating
traditional Chinese medicine prescriptions. These works primarily focus on rec-
ommendation through a generative approach. However, generative methods pos-
sess certain inherent limitations that are challenging to overcome, such as limited
interpretability, difficulty in providing recommendation justifications, and rela-
tively fixed patterns. In actual clinical practice, high reliability is crucial, and
these limitations restrict the practical utility of generative methods in assisting
traditional Chinese medicine practitioners during the diagnosis and treatment
process.

Inspired by the application of next sentence prediction in prompt tuning
[2,5] based on pre-trained language models [9], we propose using the next sen-
tence classification objective to match diagnostic texts with herbal prescrip-
tion components. To effectively leverage the information in herb names, we sug-
gest incorporating both the textual representation and the ID identifier of the
herbs as inputs to the model. This approach not only allows the model to cap-
ture the intrinsic characteristics of the herbs but also facilitates modeling of
herbs that are difficult to automatically identify by considering their textual
descriptions. Furthermore, for the constructed diagnostic-prescription inputs, we
propose adapting the model through masked language modeling, enabling the
establishment of associations at a finer-grained level, including the relationships
between diagnosis-herb, herb-herb, and herb name-herb.

Considering the characteristics of traditional Chinese medicine record stud-
ies, in order to better train the matching between symptom descriptions and
prescription compositions, we introduce two granularity levels of negative sam-
ple construction. This involves randomly replacing the original prescription at
the prescription level and herb level, respectively, and requires the model to
detect the substitutions at different granularity levels, enabling it to differenti-
ate between differences in granularity among prescriptions.
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We conducted extensive experiments on a dataset specifically transformed for
recommendation scenarios. The results demonstrate that our proposed method
achieves more accurate herbal prescription recommendations compared to gen-
erative methods. Additionally, the recommended prescriptions exhibit better
diversity, thereby providing better assistance to traditional Chinese medicine
practitioners in practical diagnosis and treatment processes. Furthermore, the
experimental results indicate that directly utilizing the next sentence prediction
objective from pre-trained language models for training and prediction does
not yield satisfactory matching performance. However, by incorporating model
designs that consider the characteristics of traditional Chinese medicine record
studies, we achieve significant improvements in matching effectiveness.

The main contributions of this paper can be summarized as follows:

– We propose modeling the objective of recommending herbal prescriptions
based on diagnosis as a retrieval-based recommendation task. We introduce
the utilization of the next sentence prediction method, based on pre-trained
language models, to match symptom descriptions with herbal prescriptions.

– Addressing the characteristics of traditional Chinese medicine prescription
recommendation, we propose a hybrid model input construction pattern and
a multi-granularity negative sampling method, as well as matching training
objectives that align with tasks in the field of traditional Chinese medicine.

– We conducted extensive experiments and analysis on a diagnostic-prescription
dataset to validate the effectiveness of the proposed approach.

2 Approach

In this section, we describe how we construct the inputs for the model based
on the symptom-formula pairs, as well as how we create training examples and
training objectives for matching training.

2.1 Input Construction for Pre-trained Language Model

Based on observations on the characteristics of traditional Chinese medicine
(TCM) record data, we propose modeling the correspondence between symptom
descriptions and herbal formulations as a next sentence prediction relationship.
In other words, if there is a correspondence between the symptom description
and the herbal formulation, they form a sentence pair relationship; otherwise,
they do not form a sentence pair relationship.

Since the composition of a prescription consists of herbal medicine, we ini-
tially consider using the entire herb entity as the input unit. However, due to the
nature of Chinese herbal medicine, which is derived from various natural sources,
and taking into account the presence of non-standardized herb descriptions in
ancient medical texts, directly using the entire herb entity as input would ren-
der these herbs out of vocabulary (OOV), thereby reducing the availability of
effective context. Additionally, many herb names exhibit certain similarities with
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their corresponding standardized herb names, with the only difference being the
use of different names or the inclusion of preparation methods, places of origin,
and other information. For example, “生地” actually refers to the same medicinal
substance as “生地黄”. In such cases, the textual descriptions of herbs them-
selves provide valuable information. Based on these observations, we propose
combining the entire herb entity with the textual herb name as the input for the
composition of a prescription.

Taking into account the considerations mentioned above and drawing inspi-
ration from the input format of the next sentence prediction task in pre-trained
language models, we propose constructing the symptom description-prescription
pairs that require judgment in the following form:

[CLS]X[SEP ]YsYm[SEP ]

Here, Ys and Ym respectively refer to the textual representation of the herb
name and the ID identifier of the herb as a whole. The special symbol [CLS]
is used to learn the representation at the sample level for the pair, while [SEP]
is used to separate the symptom description and the prescription composition
and marks the end of the input. Additionally, to differentiate the roles of the
symptom description and the prescription, we follow the approach of BERT and
incorporate token types in the model input. The symptom description is marked
with 0, while the herb portion of the prescription is marked with 1.

2.2 Training Data Sampling

Fig. 1. Example of negative sample construction strategies.

The symptom-prescription pairs in the data naturally form positive exam-
ples for training the matching relationship. To train the model’s ability to judge
whether there is a match, we also need to construct negative examples. Drawing
inspiration from the method of constructing negative examples for next sen-
tence prediction and considering the characteristics of TCM medical records, we
propose two granularities of random replacement schemes (as shown in Fig. 1).
The first scheme is to randomly replace the entire prescription with another pre-
scription from the training set, which is a prescription-level random replacement.
The second scheme is to randomly replace certain herbs in the corresponding
prescription with another herb, which is a herb-level random replacement.
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The first scheme replaces the prescription with a valid prescription, but it
may differ significantly from the original paired prescription, resulting in insuffi-
cient discriminative ability learned by the model, especially at a finer granularity
level such as the herb level. The second scheme constructs prescriptions that are
closer to the original paired prescription, allowing the model to learn the distinc-
tion and grasp the local herb information within the prescription. However, the
constructed prescriptions may not be feasible in practice, meaning that the com-
patibility of the herbs in the prescription may be compromised. In the actual
construction of negative examples, we choose to replace less than half of the
herbs in the prescription to maintain the original framework of the prescription
as much as possible, and the number of replacements itself is determined by
random sampling.

For prescriptions with a small number of herbs (less than 3 ingredients), we
adopt the first scheme of replacing the entire prescription because replacing indi-
vidual herbs in this case wouldn’t have much significance. For other prescriptions,
we randomly choose one of the two schemes with an equal probability, meaning
there’s a 50% chance of using the first scheme (replacing the entire prescription)
and a 50% chance of using the second scheme (replacing individual herbs).

2.3 Training Objective

To enable the model to learn both coarse-grained and fine-grained alignment
information, we propose training the model using Masked Language Modeling
(MLM) objective, the Symptom-Prescription Matching (SPM) objective, and the
Herb Replacement Detection (HRD) objective to train the model from different
perspectives.

Masked Language Modeling Objective. Due to the lack of ID represen-
tations for the complete herb names in the pre-trained word vector parameters
of the pre-trained models, and considering that the training corpus of the pre-
trained language models consists of general domain data, it is necessary to adapt
the training set data using the input construction method described in Sect. 2.1.
This adaptation involves employing a masked language model to learn herb
word vector representations and the associations between herb textual descrip-
tions and herb whole IDs proposed in this paper. When randomly replacing input
tokens, we drew inspiration from BERT’s approach, but with a modification. We
only replace non-special characters with the “[MASK]” token with a probability
of 15%, allowing the model to learn associations between the masked words or
herbs and their contexts. To better capture the associations between symptoms
and herbs, we slightly deviate from the original BERT model’s masking strategy.
Specifically, in some instances, we mask only the symptoms or the formulations
separately, while in other instances, we perform completely random masking.

Symptom-Prescription Matching Objective. To directly model the overall
matching relationship between symptoms and the composition of the formula, we
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employ a training objective similar to that of the next sentence prediction task.
We utilize the hidden vector representation of the special token [CLS], which is
encoded by the BERT encoder, to predict whether the input pair is a match.
If there is a match, a label of 1 is assigned; otherwise, a label of 0 is assigned.
The loss function for the matching relationship is the cross-entropy between the
predicted match and the ground truth label.

Lmatch = −
1∑

i=0

yilogpi (1)

where p represents the predicted probability for the overall matching, y denotes
the actual label indicating whether there is a match or not, and i takes the value
of 0 or 1, indicating the match or non-match scenario, respectively.

Herb Replacement Detection Objective. In order to enable the model
to differentiate more fine-grained matching information between the symptoms
and individual herbs in the prescriptions (i.e., which parts of the herbs match
the symptoms and which parts do not), we draw inspiration from the work
of [1] and propose a method to train the model to detect specific mismatched
herb information in non-matching prescriptions while simultaneously learning
the overall matching relationship between symptoms and prescriptions. Specif-
ically, for the negative examples constructed through the method of replacing
local herbs mentioned in Sect. 2.2, we train the model to predict which herbs
in the prescriptions are original (matching the symptoms) and which herbs are
replaced (not matching the symptoms). We assign a label of 1 to the originally
correctly matched herbs and a label of 0 to the replaced herbs. The logic behind
label assignment is consistent with the coarse-grained labels, aiming to help the
model learn the finer-grained reasons for mismatches. For the negative examples
constructed through the method of randomly replacing prescriptions at the pre-
scription level, we do not train the model to detect whether herbs are replaced,
as the majority of herbs are replaced in this case. The loss function used in this
context is similar to the cross-entropy used for coarse-grained labels but applied
to each herb in the negative examples (for the method of replacing herbs):

Ltoken = − 1
L

∑

j

1∑

i=0

yji logp
j
i (2)

The overall training loss is the sum of three components: the loss of the
fine-grained masked language model, the loss of the coarse-grained symptom-
prescription matching, and the loss of the replaced herb detection. For the fine-
grained masked language model, the loss is calculated based on the predicted
probability p of whether a herb is replaced, the actual label y indicating whether
it is a replaced herb, the matching label i (0 or 1) indicating whether the symp-
tom and prescription match, the position j in the sample, and the input sequence
length L. The final training loss can be expressed as follows:

Loss = Lmlm + Lmatch + Ltoken (3)
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During the inference testing phase, we directly use the probability pi of the
coarse-grained matching judgment from Eq. 1 as the prediction probability. We
then sort the probabilities in descending order and obtain the actual order of
recommended prescriptions.

3 Experiment

In this chapter, we introduce the experimental setup, the data used in the exper-
iments, the evaluation metrics employed, as well as the experimental results and
analysis.

3.1 Setting

The BERT model used in this study is Guwen-bert (base)1, which is pretrained
on classical Chinese language corpus. The hidden layer size of the model is 768,
with 12 layers and 12 heads in the multi-head attention mechanism. The masked
language model was trained for 10 epochs on the symptom-prescription pairs
data. The symptom-prescription matching objective was trained for 5 epochs.
The model with the highest Macro-F1 score on the development set during train-
ing was selected as the test model. Regarding the size of the herb vocabulary,
we selected the top 3000 herbs with the highest frequency of occurrence as the
vocabulary for whole herbs when represented as characters. The remaining herbs
(including noise that has not been cleaned) were represented in textual form. For
each positive sample in the matching training, two negative samples were sam-
pled. The batch size during training was set to 24 (limited by GPU memory).
For the symptom description, the first 150 characters were extracted, and for the
prescription, the first 50 herbs were extracted. The selection of hyper-parameters
was based on the highest Macro F1 score obtained on the development set.

3.2 Data

Based on the Chinese medical record data used by [4], we transformed the data
into a format suitable for the recommendation task. Using the Jaccard matching
method, we first found the top 20 symptom-prescription pairs in the prescription
database that were closest to the target symptom description (excluding the
symptom-prescription pairs in the test set). These 20 identified prescriptions
were mixed with the target prescription as negative examples, and the model
was required to find the most suitable prescription for the target symptom from
these 21 prescriptions. For the sake of comparison, we used the same test set as
[4]. The test set was divided into two parts.

1 GuwenBERT https://github.com/ethan-yt/guwenbert.

https://github.com/ethan-yt/guwenbert
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Table 1. Overall results on TextBook and Crawl test set. Precision@5, Recall@5 and
F1@5 are provided after “/” for our proposed method. seq2seq and multi-label are the
baselines applied in [4].

TextBook MRR MAP MacroPrecision MacroRecall MacroF1

proposal 28.68 28.68 40.42/79.52 47.38/84.64 42.07/80.44

seq2seq - - 30.97/- 23.70/- 26.85/-

multi-label - - 13.51/- 40.49/- 20.26/-

Li and Yang [4] - - 38.22/- 30.18/- 33.73/-

Crawl

proposal 21.17 21.17 24.07/54.53 24.73/55.60 23.21/52.97

seq2seq - - 26.03/- 13.52/- 17.80/-

multi-label - - 10.83/- 29.72/- 15.87/-

Li and Yang [4] - - 29.57/- 17.30/- 21.83/-

3.3 Evaluation Metrics

In this section, we introduce the evaluation metrics used in our experiments. To
assess the performance of the model from different perspectives, we employ two
types of evaluation metrics. The first type is commonly used in recommender
systems, namely MRR (Mean Reciprocal Rank) and MAP (Mean Average Pre-
cision). These metrics focus on the relative ranking of the model’s results, where
higher scores are assigned when the correct answer is ranked higher by the model.
Another type focuses on the degree of overlap between the herb composition of
recommended prescriptions and the herb composition of standard answers, aim-
ing for finer granularity. The higher the degree of overlap, the closer the recom-
mended prescriptions are to the answers. This type of method includes Macro
Precision, Macro Recall, and Macro F1.

3.4 Results

In Table 1, we present the experimental results of our approach in comparison
to the results reported in previous work [4], which used the same dataset as ours.
It can be observed that our proposed method achieved significant improvements
in Macro F1 values compared to the results obtained by the previous generative
models, particularly on the more accurate TextBook test set. The Macro F1@1
reached 42.07, a substantial improvement over the 33.73 achieved by Li and
Yang’s method [4].

Furthermore, our method achieved a Macro F1@5 of 80.44 on the TextBook
test set and 52.97 on the Crawl dataset. A higher Macro F1@5 indicates that, in
the context of prescription recommendation, providing the top 5 prescriptions
that the model considers optimal as candidate recommendations can yield correct
recommendations with a high probability, making our approach more practical
compared to generative methods.
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Fig. 2. Macro-F1 for
different input construc-
tion methods. “Med”
indicates only ID of
herbs are used, “Text”
indicates only textual
names are used.

Fig. 3. Macro-F1 for
different negative sam-
pling methods. “Pre-
scription” indicates pre-
scription level negative
sample, “Med” indicates
herb level negative sam-
pling.

Fig. 4. Macro-F1 for
whether herb replace-
ment detection objec-
tive is applied.

Although our method did not achieve high scores for retrieval-related evalu-
ation metrics such as MRR and MAP, this is due to the characteristic of Tra-
ditional Chinese Medicine records, where similar medical conditions may have
different treatment approaches and, therefore, different prescription solutions.
Additionally, in the context of prescription recommendation, the absence of an
exact match with the prescriptions in textbooks or medical records does not
necessarily mean the answer is incorrect. Some discrepancies may arise from
non-standardized herb terminologies, while others may result from variations
in diagnostic details while still providing prescriptions that are similar to the
answers but with some additions or omissions of herbs. These aspects can be
reflected in the Macro F1 value. We also provide specific examples in Appendix
to further illustrate this.

3.5 Analysis

In this section, we will analyze the effectiveness of our proposed method from
several different aspects.

Input Construction Effect. In Fig. 2, we present the results of Macro F1@1
obtained from different input construction methods mentioned in Sect. 2.1 on two
test sets (other metrics show a similar trend to Macro F1@1). From the results,
we can observe that the performance is weakest when solely using herb text as
input (labeled as “Text” in Fig. 2). We believe this is because the herb-related
text encountered by the pre-trained language model in the pre-training corpus
is sparse, which makes it difficult for the model to accurately differentiate and
recognize different herbs based solely on their textual representations. Although
the training of the masked language model in our proposed method involves
herb-symptom pairs, where herbs are more densely present, the overall quantity
is still insufficient to support the model in learning precise herb recognition and
differentiation abilities. On the other hand, using herb identifiers (IDs) as input
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(labeled as “ID” in Fig. 2) yields better results compared to solely using herb
text. We attribute this improvement to the fact that the model can more easily
learn the associations between herb IDs and the symptom descriptions. IDs have
a smaller semantic space compared to text, making it easier for the model to learn
more accurate representations, especially for frequently used herbs. Compared to
the two aforementioned individual herb input construction methods, the hybrid
input construction method that combines herb text and herb IDs (labeled as
“Both” in Fig. 2) provides richer information. It can capture the information of
herb IDs for common herbs and the information of herb text representations for
less common herbs. Additionally, it allows the model to learn the associations
between herb text and herb IDs, leading to the best performance.

Negative Sampling Effect. In Fig. 3, we present the results of different nega-
tive sampling methods mentioned in Sect. 2.2 on Macro F1 (@1). It is important
to note that the only difference here lies in the sampling methods, while the
number or proportion of negative samples remains the same. From the graph,
we can observe that both combined negative sampling methods proposed in this
paper achieve the best performance on both test sets. On the TextBook test set,
the effect of randomly replacing herbs at a finer-grained herb level is significantly
better than randomly replacing herbs at a coarser-grained prescription level. On
the Crawl test set, the two methods show similar performance. We believe this
is because the TextBook test set has higher data quality, making it more sen-
sitive to differences in the model’s understanding of herb details. By combining
negative samples at two different granularities, the model can better learn how
to match symptom descriptions and prescriptions at different levels, resulting in
the best matching performance.

Herb Replacement Detection Effect. In Fig. 4, we present the results of
whether to use the replacement herb detection objective mentioned in Sect. 2.3
during training. From the results, we can observe that using this training objec-
tive brings some improvement on the TextBook test set, but the difference is
not significant on the Crawl test set. We believe this phenomenon is due to the
higher data quality of the TextBook test set, which better reflects the model’s
ability to grasp herb details. In fact, for the macro F1@5 metric (not shown in
the graph), after adding the replacement herb detection objective, the macro
F1@5 of TextBook improved from 76.89 to 80.44, and the macro F1@5 of Crawl
improved from 52.18 to 52.97. This further confirms the effectiveness of this
training objective from another perspective.

4 Conclusion

This article proposes a symptom-prescription matching method based on pre-
trained language models for the task of recommending prescriptions based on
symptom descriptions. In this method, we model the symptom-prescription
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matching as the next sentence prediction task in pre-trained language models.
Considering the characteristics of TCM medical records, we propose a hybrid
medication input construction method, a multi-granularity negative sampling
method, and training objectives that are adapted to the task, allowing the
model to learn the associations and matching relationships at different levels
between symptom descriptions, prescriptions, and herbs. Extensive experiments
and analysis demonstrate that our proposed method can provide more accurate
prescription recommendations compared to generative methods and offer more
diverse candidate answers, thereby enhancing the practical diagnostic process
for TCM practitioners.
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