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Abstract. With the rise of the information age, digitalization and paperless pro-
cesses have become the norm in managing archive images. However, research on
extracting and managing image content from archives is still in its early stages,
and is primarily focused on recognizing fixed-format archive images. As a result,
there is a lack of technology for extracting key personal information applicable
to all types of archive images. To address this, we have identified two main tasks:
extracting identity photos and key personal information. To ensure confidentiality
of real data, we created a dataset that simulates certificate photo files. We then
used a YOLOvVS5-based object detection network to train a model that can detect
document photos in archive images. We also used a combination of PP-OCR text
recognition and object detection to extract key information from document images.

Keywords: File image processing - Certificate photo extraction - PP-OCR -
YOLOVS - Key information extraction

1 Introduction

In recent years, with the continuous development of digital archiving, many archival
institutions have entered the “post-digitization” stage. A large number of archives are
saved in image or PDF formats, but their content has not been fully explored and devel-
oped. When document images have intelligent analysis and review functions, key content
such as ID photos, names, gender, birthdates, and important dates can be intelligently
extracted from digital files through image analysis, thereby reducing the workload of
inspection personnel. Regarding the face photos, traditional face detection methods are
difficult to extract ID photos: there are various forms of ID photos in archival materials,
many photos are severely worn, or become black and white blocks after multiple copies.
Face recognition cannot identify the range of ID photos containing information such
as hair, shoulders, and background, which does not meet the needs of extracting and
cropping ID photos. As for the OCR model extraction method, traditional OCR methods
are difficult to extract key information from table images: under the influence of table
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horizontal and vertical lines, it is easy to recognize the lines as numbers or text, and the
recognition efficiency and accuracy are poor, especially for archives with handwritten
fonts, the recognition effect is extremely poor. OCR alone cannot realize the need to
centrally extract handwritten information images for handwriting comparison.

To solve the above problems, our main research content is as follows: (1) Con-
struction of archival image dataset: based on real archival datasets, relying on image
processing and other technologies, a dataset containing various personnel ID photos and
a table image dataset containing personnel key information are constructed to meet the
needs of subsequent training and optimizing models. (2) Proposed a method for detect-
ing archival certificate photos: automatically extract portraits from archival materials,
comprehensively consider the detection and segmentation of facial parts and other parts
in certificate photos, recognize and extract certificate photos in the input image, and
batch output/save/display the source images. (3) Proposed a key information extraction
method: intelligently analyze form files and propose a method that combines table recog-
nition, Chinese OCR, and object detection to extract key personnel information from
document images, and output the structured content to CSV for summary storage. This
article consists of four chapters: Section 1 is the introduction, which introduces the main
problem that the experiment is trying to solve. Section 2 details the design and exper-
iment of extracting archival ID photos. Section 3 details the specific implementation
process of extracting key personnel information. Section 4 summarizes the work.

2 Photo Extraction

2.1 Scheme Design

This article proposes a document ID photo extraction technology based on object detec-
tion. The document images containing ID photos are labeled using the Labellmg anno-
tation tool to generate YOLO-format annotation files, which constitute the ID photo
detection dataset. Then, the YOLOVS5 [1, 9] network is used to train the object detection
model. In practical applications, the document images to be processed are placed in a
specified folder, and the inference detection module is run to display all the ID photos
in the document. Finally, based on the detection results, OpenCYV is used to crop the ID
photos from the document and output them to a specified folder for centralized storage.
The design of the document ID photo extraction module is shown in the Fig. 1 below.

)

‘Imge of archlvesJ Data processing —>| Al model

Photo cutting

Output ’

=N

Fig. 1. Extraction technology of certificate photo.
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2.2 Construction of Photo Dataset

To solve the problem of scarce real document data and diverse ID photo types, we
propose a semi-automatic document image generation method with ID photos based
on the real document image effect, which is used to construct a self-made ID photo
document dataset. The document images containing ID photos can be divided into three
categories: yellowed old documents, color documents, and black and white documents
that have been copied. Based on these three categories, ID photos can be divided into five
types: low-quality old photos, color photos, yellowed photos, black and white photos,
and copied photos. In this section, we first use a web crawler to obtain corresponding
color ID photos, and then use OpenCV to process the color space of the ID photos to
obtain the effect of yellowing and black-and-white binarization. We also apply noise
addition and smoothing to simulate the effect of multiple copies. The specific effects are

shown in the Fig. 2 below.
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Fig. 2. All kinds of homemade images.
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2.3 Photo Extraction Model

Data Preparation and Model Training. In this paper, we utilized the open-source
image annotation tool Labellmg to manually label seal images on the archive and obtain
pixel information when synthesizing the homemade ID photo and real archive back-
ground. Then, when generating the composite archive, we directly generated the txt
labels in YOLO [2] format according to the relative position of the ID photo in the
archive and saved them. Automated label generation can greatly improve the efficiency
of data annotation for creating a dataset, and manual review can be done later with the
help of the Labellmg interface. We then chose YOLOVS5s to train the model, trained it
for 300 epochs, and obtained the ID photos [3, 8].

Image Cropping. During network training, YOLOVS sets the initial anchor box size
and outputs the predicted box based on it, and then updates the parameters of the network
structure by propagating the error direction between the predicted box and the real box.
During inference, the location of the ID photo is indicated and the type of the ID photo
is displayed above the anchor box. Finally, the ID photo is clipped along the edge of the
anchor box and the seal image is classified and stored in different folders.
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2.4 Experimental Process and Analysis of Results.

The Verification about Validity of Self-made Data. We trained the model using a
dataset of 698 real documents containing ID photos. The box_loss and obj_loss of the
training set showed a decreasing trend overall, but their performance on the validation
set was not stable and fluctuated greatly. Although the Precision and Recall of the model
were both at a high level, the mAP@0.5:0.95 value was low and varied greatly, which
affected the overall performance of the model. Therefore, the real document model was
able to extract ID photos, but its performance needed improvement. On the other hand,
the model trained using the self-made document dataset achieved good results, with
GIoU and Objectness both at a low level. The Precision and Recall were close to 1,
and the mAP@0.5 reached 0.99, while the MAP@0.5:0.95 reached 0.98. Therefore, the
ID photo model had a high comprehensive recognition accuracy and was suitable for
the document ID photo extraction module. After balancing the number of samples, the
model’s performance was greatly improved.

Validity Verification. We tested the real document model and self-made document
model on real document and self-made document datasets, respectively. The self-made
document model performed well on the self-made dataset, recognizing all ID photos with
a recognition accuracy of 1. However, due to the richer information in real documents,
although the self-made ID photo file model was able to recognize all ID photos during
testing on a real dataset, there were still issues with over-detection and false detection.
Therefore, we added some elements of misidentified images as negative samples in the
self-made dataset to optimize it. By testing, we found that applying object detection to
extract ID photos from documents was feasible. The next step would be to expand the
dataset, optimize its composition, and improve the model’s detection performance.

The Verification about Validity of Fusion Photo. The overall performance of the
model fused with the archive data set is relatively stable, and the loss functions of the
training set and the test set show an overall downward trend. Both Precision (accuracy
rate) and Recall (recall rate) have reached close to 1. And mAP@0.5 reaches 0.99,
and MAP@0.5:0.95 reaches 0.98. In summary, the ID card photo model has a high
comprehensive recognition accuracy and is suitable for the file ID photo extraction
module. The fusion photo model was tested on authentic data and homemade data,
producing the corresponding metrics as presented in Table 1.

Table 1. Testing Results of Fused Identification Photo Model.

Images Labels P R mAP@.5 mAP@.5:.95
Authentic 100 101 0.990 0.986 0.992 0.809
Data
Homemade 100 100 0.997 0.972 0.991 0.964
data
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3 Character Key Information Extraction

For the content of the form filling, there are two types: printed and handwritten. To clarify,
we process the printed and handwritten forms separately to ensure accurate extraction
of key information from both types of content filling.

3.1 Printed Information

When processing forms that contains only printed font, the form regions are first detected,
and then the table structure of the archive image is recognized based on OpenCV. The
image is segmented into sub-images according to the table structure. The outcomes of
segmenting archival sub-images are showcased in Fig. 3.
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Fig. 3. The outcomes of segmenting archival sub-images.

Then the sub-images are input into a Chinese lightweight OCR model trained in
advance to recognize and classify the text in the images using OCR technology [4]. The
PP-OCR [5] technique is used to understand the recognized text content. The predicted
results for each archive are written into a text file, converted, and finally stored as a CSV
file that is easy for statistical analysis, achieving automatic extraction and structured
processing of archive content. The structured extraction process is shown in the Fig. 4
below.
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Fig. 4. The flow chart of structured extraction.
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3.2 Handwritten Information

We propose a method that combines OCR with object detection. Before training the
object detection model, OCR text recognition is used for auxiliary positioning and detec-
tion. The key printed words of the required fields are recognized to locate the range of
the approval form [6, 10]. The entire archive image is then cropped into small images
centered around the key information, reducing the feature extraction range during object
detection. A personnel key information detection model based on the YOLOVS network
structure is then trained [7]. Through model inference prediction and image cropping
functions. The tangible results of extracting pivotal personal information are showcased
in Fig. 5.
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Fig. 5. The results of extracting pivotal personal information

And the name, gender, date of birth, important dates, and work start date in the
archive are classified and output to the designated folder, and the information source is
displayed. The workflow design is shown below Fig. 6.
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Fig. 6. ORC auxiliary detection technique and techniques for extracting key information

3.3 Ablation Experiment

We adopted the extraction strategy from archive ID photos and trained an archive key
information extraction model using a lightweight object detection algorithm YOLOv5
to extract text blocks containing key information. To use it, the archive image to be
processed is placed in a designated folder, and after model inference and cropping, all
key elements in the archive can be obtained. All the key information is marked in the
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tabular archive, and a single archive image usually contains three or more key pieces of
information. The person key information detection and extraction model was trained on
a real dataset of 399 complete archive images.

As shown in figure, the overall performance of the model on the real archive dataset
is poor. Although the loss function of the training set and the test set shows a general
downward trend, the loss function of the test set fluctuates sharply. Precision and recall are
both low, the data is highly disparate, and the accuracy is also low. The mAP@0.5 reaches
0.85, and the MAP@0.5:0.95 is only 0.68. In summary, the person key information
model has low comprehensive recognition accuracy and is not suitable for the person
key information extraction module (Table 2).

Table 2. The detection effect on the real archive images data set.

Images Labels P R mAP@.5 mAP@.5:95
All labels 119 345 0.851 0.802 |0.841 0.728
Name 119 132 0.844 10.822 |0.894 0.765
Gender 119 93 0.923 0903 |0.955 0.814
Date fo birth 119 24 0.834 | 0.667 |0.693 0.614
Employment date 119 12 0.823 0.833 0.814 0.726

4 Conclusion

In this paper, we discuss the technology of extracting key information from archival
images of individuals and its domestic implementation, based on the problem scenarios
of an actual project. We propose a method for extracting key content from archival images
using deep learning. Specifically, we train a YOLOVS object detection model to extract
identity photos. We then use a combination of PP-OCR and YOLOVS to extract key
information such as names, gender, date of birth, and date of employment for content and
handwriting comparison. We also perform structured extraction and recognition of fully
printed personnel appointment and removal approval forms, storing the archival content
as editable and searchable text in a CSV file. The archival image person information
extraction technology can be used to batch identify and extract identity photos and
key information from archival images. This method provides a way to digitize archival
images, not only facilitating centralized comparison of identification photos of the same
person during archival review, but also confirming the three ages and two histories of
the archival review, verifying the key information and handwriting anti-counterfeiting,
reducing the workload of review, and improving the efficiency of review.
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