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Abstract. Aspect Emotion Triplet Extraction (ASTE) is a vital branch
in the field of NLP that strives to identify triads consisting of aspect
words, opinion words, and emotional polarity from sentences. Each triplet
contains three elements, namely, aspect words, opinion words and their
emotional polarity. How to effectively extract attribute and opinion
words and detect the connection between them is extremely important.
Early work often focused on only one of these tasks and could not extract
triples simultaneously in the same framework. Recently, researchers pro-
posed using the bidirectional machine reading comprehension model
(BMRC) to obtain triples of aspects, opinions, and emotions in the same
framework. However, the existing BMRC model ignored professional
domain knowledge, and the equal treatment training ignored the special
contribution of individual instances in sentences to sentences. To this end,
this paper proposes a BMRC with knowledge enhancement, which inte-
grates the knowledge of specialized fields into the model, strengthens the
connection between specific fields and open fields, increases instance reg-
ularization, and pays attention to the contribution of individual instances
to sentences. Our experiments on several benchmark data sets have
shown that our model has reached the most advanced performance.

Keywords: Triplet extraction · Machine Reading Comprehension ·
Emotional analysis

1 Introduction

Fine-grained emotion analysis is an important branch of NLP. According to
the existing fine-grained emotion analysis model, it aims to mine more detailed
opinions and emotions in specific aspects. It includes many tasks: aspect terms
(ATE) [4,10,13], viewpoint identification terms (OTE) [7,14,20], aspect-based
sentiment analysis (ASA) [3,4,23], aspect - opinion extraction (AOE) [1,28], etc.
Nevertheless, the existing research generally deals with these tasks separately. It
is not possible to extract the triple information of sentence, opinion and emotion
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on the same platform. To completely solve this problem, Peng [13] proposed
aspect emotion triple extraction (ATSE), which enables the model to carry out
the triplet extraction of scheme opinions within the same framework.

Although these studies have made substantial headway in the extraction of
emotional triplets, they still face many great challenges. First, in the BMRC
model, we use the training model obtained from the large-scale open domain
corpus, which is the general representation of knowledge, making the extraction
and realization of emotional triplets in the professional field not good. Second,
in the training phase of BMRC model in the past, training examples are often
treated equally, and the special contribution of individual examples to sentences
is rarely noticed. For example, the “not” in “this food is not delicious” is covered
up, and the message of the broken sentence becomes opposite to the original
sentence, resulting in the reduction of the accuracy and robustness of the model.

In response to the former problems, we propose a BMRC method based on
knowledge enhancement and instance regularization. This task is transformed
into a machine reading comprehension model. Through bidirectional complex
queries, we can find the triple information of aspects, opinions and emotions of
sentences. Different from the general BMRC model, in the pretraining stage, we
used data sets that emphasize specific areas and integrated the knowledge map
into the model so that the model can be equipped with some professional domain
knowledge, strengthen the connection between specific areas and open areas, and
diminish the differences between the pretraining model and the downstream task
fine-tuning. In addition, we have added an automatic noise coder to the model to
recover the damaged marks and calculate the difference between the damaged
sentence and the original sentence to provide a clear regular signal to better
focus on the contribution of individual instances to the sentence. The key points
of our contributions are listed below:

• The BMRC model incorporates a knowledge map to equip itself with domain-
specific expertise, thus fortifying the linkage between particular domains and
the broader open domain.

• An automatic denoising encoder is added to the model to improve the model’s
capacity to center on the contribution of individual instances to sentences and
improve the robustness and prediction accuracy of the model.

• Through many experiments on standard data sets, our model has achieved
optimal results.

2 Related Work

2.1 Fine Grained Emotional Analysis

Traditional affective analysis tasks are text-level affective analysis tasks,
sentence-level affective analysis tasks, and aspect-level affective analysis tasks.
Among them, aspect-level affective analysis tasks are aspect-oriented or entity-
oriented more fine-grained affective analysis tasks, mainly including aspect-class
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affective analysis (ACSA), opinion term extraction (AOE), aspect-specific senti-
ment recognition (ASR). These studies are mainly aimed at the fixed level, and
some tasks are extracted separately, ignoring the dependency between different
aspects. In an effort to explore the dependency between different tasks, some
scholars are committed to coupling different subtasks and proposing effective
models. For example, Wang et al. [20] proposed a multilayer attention-based
deep learning model for extracting aspect and opinion terms, and [22] proposed
a grid marking scheme (GTS), which extracts the emotional polarity of terms
through a grid marking task to form opinions. Chen et al. [2] proposed a dual-
channel recursive network to extract aspects and opinions. However, these meth-
ods cannot extract aspects, feelings and opinions within the same framework.
To solve this problem, Peng [13] and others took the lead in transforming ASTE
into a machine reading comprehension problem, using a two-stage framework
to extract aspects, opinions, and emotions. Liu et al. [17] proposed a robust
BMRC method to carry out ASTE tasks. Although these studies have made
substantial progress, these methods do not fully consider prior knowledge and
only obtain the general representation of knowledge, which makes some differ-
ences between the pretraining model and the fine-tuning of downstream tasks,
making the extraction and realization of emotional triplets in professional fields
not good. At the same time, the individual instances’ contribution to sentences
is inadequate during model training.

2.2 Machine Reading Comprehension

Machine reading comprehension (MRC) aims to retrieve the target question in
a designated corpus and find the corresponding answer. Over the last few years,
many scholars have conducted studies on MRC so that it can better capture
the required information from massive information. These MRC models fully
learn the corpus and the semantic information of the problem and learn the
interaction between the problem and the corpus through various models. For
example, viswanatha et al. [18] used LSTM-based memory networks for encoding
queries to solve long-distance dependency problems, while Yu et al. [26] also
employed various self-attention mechanisms to fully obtain semantic associations
between problems and dependencies.The introduction of the pretrained language
model BERT has greatly promoted the development of MRC. By training with
large-scale pretrained samples, it can better capture deeper semantic features
and improve the performance of MRC models.

Over the last few years, MRC has shown a high application trend in many
NLP tasks, such as Li [9] and Zhao [29], utilizing the advantages of MRC in
semantic understanding and context inference for entity extraction and entity
relationship extraction. Similarly, utilizing the advantages of MRC in semantic
understanding and contextual inference, we naturally integrate ABSA tasks with
machine reading comprehension, enabling a more accurate construction of the
relationship between opinions and emotions.
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3 Methodology

Problem Formulation

Given a sentence S = {x1, x2, . . . xn}, where n denotes the word count. In the
ASTE task, its goal is to identify the triad collection of aspects, opinions and
emotions T = {(ai, oi, si)}|T |

i=1, where ai, oi and si represent the ith aspect, opin-
ion and emotion in the sentence,respectively, as shown in Fig. 1.

Fig. 1. The illustration of ASTE task

3.1 BMRC

BMRC performs unrestricted and restrictive queries based on the context and
outputs the answers required by the model. Because each triad of ASTE tasks
is activated by one aspector opinion, we construct a bidirectional reading com-
prehension model, carry out unrestricted queries in one direction, extract the
corresponding aspect or opinion, carry out restricted queries in two directions,
extract the corresponding aspect of each aspect or opinion-opinion pair, and
finally classify the emotion of the corresponding opinion of each aspect through
a separate emotion classifier to obtain the final aspect-opinion-emotion triple
answer. In addition, we improved the model through BERT in the BMRC model.
By integrating the knowledge map into the model, we can equip the model with
some professional domain knowledge, strengthen the connection between specific
domains and open domains, and make the model have richer semantic expres-
sion. In the stage of model building, we can restore the damaged mark by adding
an automatic denoising encoder and evaluate the distinction between the dam-
aged sentence and the original sentence. To provide clear regular signals, we can
model the signals clearly provided by the example contribution and enhance the
confidence of model prediction.

Nonrestrictive Query: We query the collection of aspects or opinions con-
tained in the context in one direction (forward or backwards). We extract
the collection of aspects A = {a1, a2, . . . , an} by designing the query ”What
aspects”; here, n denotes the quantity of aspect words extracted, a represents
the nth aspect word in the sentence, and we extract the collection of opinions
O = {o1, o2, . . . , on} by designing the query “What options”, where n represents
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the number of opinion words extracted, and on represents the nth opinion word
in the sentence.

For Restricted Queries: We extract the corresponding opinions or aspects
according to the aspects or opinions extracted from nonrestricted queries in
one direction (forward or backwards). For example, we extract the corre-
sponding opinions according to the aspects by designing the restricted query
“What opinions give the aspect?” O = {o1, o2, . . . , on}, we design the restricted
query “What aspect gives the opinions” to extract the corresponding opinions
A = {a1, a2, . . . , an} according to the aspects.

Emotion classification: After determining the aspect - opinion contained in
the context through restricted query, we design an emotion classifier to classify
the emotion corresponding to the aspect, and finally construct a triplet based on
the queried aspect, opinion, and emotion. The whole process is shown in Fig. 2.

Fig. 2. The BMRC framework

Coding Layer of Knowledge Map Fusion

Given a sentence S = {x1, x2 . . . xn}, which contains n tokens, add special tags
[CLS: classifier] and [SEP: separator], and give a restrictive query or nonrestric-
tive query Q = {q1, q2 . . . qn}, and combine the specially marked sentences and
query statements to obtain X = {[CLS], q1, q2 . . . qn, [SEP], x1, x2 . . . xn}. The
coding layer uses BERT to input X as the most input to obtain the context
representation of each token. However, the original BERT only obtains general
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language features from the open domain without considering the specific domain
knowledge, which makes the obtained features deviate from the meaning of the
sentence, producing knowledge noise and ultimately affecting the accuracy of
the answer prediction.

To alleviate knowledge noise, we incorporate domain knowledge through a
knowledge map into our model. This helps establish a stronger link between spe-
cific and general domains, significantly reduces knowledge noise, and enhances
the model’s interpretability. Moreover, the use of a knowledge map can reduce
the pretraining cost of the model. As shown in Fig. 3, the coding layer of the
original sentence fusion knowledge map consists of four layers, namely, the sen-
tence layer, subembedding layer, position embedding layer and mark embedding
layer. We first transform the sentence using a knowledge map to make it a sen-
tence tree rich in knowledge. In addition, to preserve the correct word order
of the sentence and contain professional domain information, we use MASK to
shield the branches of the sentence tree when embedding the position so that the
position is consistent with the original sentence position during the computation
of attention weights, but the information of the sentence tree is restored in the
token embedding layer. The advantage of doing so is that the sentence does not
change its original structure while acquiring rich knowledge and reducing the
risk of knowledge. Finally, the generated sentence tree is added with subembed-
ding, position embedding and tag embedding, and finally, each tag is converted
into a vector of size H.

Fig. 3. The coding layer structure of knowledge map

Instance Regularization

Although many discriminative language pretraining models (BERT) have made
remarkable achievements in NLP, these language pretraining models often adopt
the strategy of shielding language (MLM) and achieve noise reduction and
denoising by inserting, deleting, replacing and replacing the tags in sentences
through tags (such as masks) [8,19,24]. However, during the training phase,



A BMRC Algorithm 227

these strategies treat each instance equally. We did not notice the special contri-
bution of some specific examples to sentences. For example, after the “not” in the
sentence “this movie is not good” is shielded, the sentence will have the opposite
meaning. Therefore, we added instance regularization in the pretraining stage of
the BMRC model and computed the discrepancy between the damaged sentence
and the original sentence to obtain a clear regularization signal to improve the
robustness of the model. As shown in Fig. 4, we first input the original sequence
W, the destroyed sentence sequence W2, and the predicted sequence P into the
encoder, and then obtain the corresponding hidden states H, ̂H, ˜H by learn-
ing different weights. Then, we calculate the distribution difference between the
damaged sentence and the original sentence and between the predicted sentence
and the original sentence through formula (1) and formula (2). Generally, l1 and
l2 The larger the size, the higher the mismatch between the damaged sentence
sequence, the predicted sentence sequence and the original sentence sequence,
which makes the model more significantly update those “more difficult” training
examples. KL is the Kullback-Leibler divergence. Finally, we use formula (3) as
the loss function, where l3 is the loss of the MLM model after denoising.

l1 = dKL(h, ĥ) (1)

l2 = dKLh̃, ĥ
)

(2)

ltotal = l1 + l2 + l3 (3)

Fig. 4. The coding layer structure of knowledge map

4 Model Algorithm

First, input the given sentence x, and then input the pretrained knowledge graph-
based model encoder to obtain the word vector {w1,w2 . . .wn}. Then, perform
a non restrictive query to obtain the matching aspect and opinion for the given
problem, and then perform a restrictive query to extract aspect-opinion pairs.
Finally, a sentiment classifier is used to determine the emotional polarity of
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the matching opinion for the aspect. The entire process will be iterated multi-
ple times until the specified number of training rounds is reached. The specific
implementation algorithm is shown in Algorithm1.

Input: Training set
{(

x(n), y(n)
)}N

n=1
maximum number of iterations N2

for each i in 1 to N2 do
Obtain the set of aspects and opinions contained in each sentence
through unrestricted queries T ;
while t in T do

Obtain the aspect of each sentence through unrestricted queries -
opinion pairs; Emotions corresponding to opinions in terms of
calculation; Obtaining ŷz = (a, o, s)

end
end
Output: T=(a, o, s)

Algorithm 1: BMRC algorithms

5 Experiment

Data Sets

To validate the efficacy of the BMRC based on knowledge enhancement and
case regularization, we will conduct experiments on four benchmark data sets
extracted from the SemEval [15] shared task.

Baselines

• TWSP [13] is a model that divides triplet extraction into two stages. The
model first extracts the attributes and views of sentences by constructing
a classifier, then calculates the emotional polarity of the views through a
multilayer perceptron, and pairs them with the results of the first stage to
form a triplet.

• OTE-MTL [27] is an aspect-level emotion analysis model based on a multi-
task learning framework. This model first detects the relationship between
attributes, opinions and emotions in sentences through LSTM in the predic-
tion phase and then performs reverse traversal of tags to finally achieve the
task of triple group extraction.

• DGEIAN [16] is an aspect-based opinion mining model based on graph-
enhanced interactive attention mechanism networks. This model learns more
grammatical and semantic dependencies from sentences by designing an inter-
active attention mechanism and then generates the final triplet through GTS.

Experimental Settings

During the experiment, we used a computer equipped with an Intel(R) Xeon(R)
Platinum 8358P CPU and NVIDIA GeForce RTX 3090 graphics card and devel-
oped the model using the PyTorch framework. Through a copious number of
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experiments, we optimized various hyperparameters of the model to obtain the
best effect. The specific software and hardware environment is shown in Table 1.
See Table 2 for specific hyperparameter settings.

Table 1. Experimental Environment Information

Experimental environment Specific information

operating system Ubuntu 18.04.5
memory 80 GB
CPU Intel(R) Xeon(R) Platinum 8358P CPU
GPU NVIDIA GeForce RTX 3090 (24 GB)
CUDA Version 11.1
development language Python 3.8
deep learning framework Pytorch 1.8.1

Table 2. Parameter Setting

parameter name Value

batch size 8
learning rate 1e−3
epochs 200
regularization coefficient 1e−5
hidden size 769
beta 1
inference beta 0.9
dropout rate 0.5
weight gate 0.3
optimization function Adam

Evaluation Metrics

This article uses accuracy, recall rate, and F1 score as evaluation indicators.
These indicators are mainly based on the mixed calculation of indicators in the
confusion matrix, where TP denotes the count of positive samples successfully
predicted, FP denotes the count of service samples that failed to predict, FN
denotes the count of positive samples that failed to predict, and TN denotes
the count of negative samples successfully predicted. According to the confusion
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matrix, the accuracy rates P, R, and F1 can be calculated. The calculation
formulas are shown in (4)–(6):

P =
TP

TP + FP
(4)

R =
TP

TP + FN
(5)

F1 =
2× P ×R

P +R
(6)

6 Results

The results of our experiments on four benchmark data sets are shown in Table 3.
According to the results, our model achieves optimal results on all four bench-
mark data sets, which indicates that our improvement further improves BMRC’s
performance in processing ASTE tasks. On the four benchmark data sets of
ASTE-Data, the F1 score of our model is 0.85, 2.71, 5.81 and 0.76 higher than
the most advanced BMRC at present. This shows that the effect of our improve-
ment is very significant.

Table 3. Experiments on benchmark data sets

model 14-Res 14-Lap 15-res 16-res
P R F1 P R F1 P R F1 P R F1

TWSP 42.19 51.98 46.57 40.41 47.25 44.13 40.98 54.69 46.85 46.77 62.98 53.67
OTE-MTL 67.97 60.32 63.92 58.47 43.67 50.00 58.35 51.43 54.67 64.77 61.29 62.98
DGEIAN 71.55 69.14 70.32 57.39 53.88 55.58 63.78 51.87 57.21 68.60 66.24 67.40
Ours 74.31 76.95 75.60 68.00 62.24 64.99 70.91 72.73 71.81 74.01 78.27 76.08

7 Ablation Experiments

First, the model is tested without improving the benchmark data set. The model
is based on the representation of BMRC, and then the model introduced into
the knowledge map and the example regularization method are gradually super-
imposed for ablation experiments, and the following questions are answered:

• How much improvement can the introduction of knowledge graphs and instan-
tiation regularization bring?

• After introducing knowledge graph and instantiation regularization, in which
aspect do we mention the effectiveness?
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Table 4. Results of ablation experiment

Evaluation Model 14-Res 14-Lap 15-res 16-res
A O A-O A-0-S A O A-O A-O-S A O A-O A-O-S A O A-O A-O-S

Precision BMRC 81.41 84.35 77.22 73.84 83.65 81.74 76.49 66.66 78.55 80.06 70.81 66.96 81.21 80.35 76.50 71.14
+KG 84.90 86.70 78.11 73.96 86.61 83.70 76.98 67.14 81.44 82.21 71.46 67.53 83.88 84.06 77.14 72.05
+IR 82.13 84.52 78.79 74.19 84.01 82.44 77.61 67.46 79.93 81.52 72.19 68.23 82.11 81.88 77.75 72.41
+KG+IR 85.55 87.21 79.38 74.31 87.90 85.44 78.11 68.00 82.82 83.67 72.63 70.91 85.83 85.82 78.16 74.01

Recall BMRC 82.53 84.41 78.08 75.98 78.71 77.90 68.65 58.36 77.76 80.18 70.52 66.37 87.29 85.54 82.33 76.34
+KG 86.78 87.01 78.67 76.33 80.06 78.79 70.10 61.21 79.85 81.89 71.78 68.89 88.82 88.63 82.94 76.44
+IR 83.66 86.02 79.44 76.60 79.12 78.00 70.99 61.53 78.19 81.22 72.86 70.11 88.01 86.55 83.45 76.95
+KG+IR 87.91 88.82 80.00 76.95 81.90 80.32 71.51 62.24 80.14 82.96 73.23 72.73 90.06 90.53 84.08 78.27

F1 BMRC 81.97 84.37 77.64 74.89 81.10 79.77 72.36 62.23 78.15 80.12 70.66 66.66 84.14 82.86 79.31 73.65
+KG 85.83 86.85 78.39 75.38 83.21 81.17 73.38 64.04 80.64 82.05 71.62 68.20 86.28 86.28 79.93 74.18
+IR 82.89 85.26 79.11 75.37 81.49 80.16 74.15 64.36 79.05 81.37 72.52 69.16 84.96 84.15 80.50 74.61
+KG+IR 86.71 88.00 79.68 75.61 84.79 82.8 74.66 64.99 81.46 83.31 72.93 71.81 87.89 88.11 81.01 76.08

Experimental Design: Knowledge Augmentation Ablation Experi-
ment Based on Knowledge Graph: Only the original BMRC model was
used for the emotion triplet extraction task and compared with the complete
BMRC model with knowledge augmentation. At the same time, experiments
were repeated on four data sets: 14-Res, 14-Lap, 15-Res, and 16-Res. The pre-
diction accuracy of the model’s aspect extraction, opinion extraction, aspect-
opinion pair extraction, and aspect-opinion-sentiment triplet extraction on each
data set was recorded, and the impact of knowledge augmentation on model
prediction accuracy and generalization was analysed.

Case Regularization Ablation Experiment: Only the original BMRC model
is used for the emotion triplet extraction task and compared with the BMRC
model added with case regularization. At the same time, experiments are
repeated on four data sets, 14-Res, 14-Lap, 15-Res, and 16-Res, and the pre-
diction accuracy of the model with respect to extraction, opinion extraction,
aspect-opinion pair extraction, aspect-opinion emotion triplet extraction and
other tasks on each data set is recorded. The influence of example regularization
on the prediction accuracy and generalization of the model is analysed.

Joint Ablation Experiment of Knowledge Enhancement and Instance
Regularization Based on Knowledge Graph: Only the original BMRC
model is used for the emotion triple extraction task and compared with the
complete experiment of introducing the joint ablation experiment of knowledge
enhancement and instance regularization. At the same time, experiments are
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repeated on four data sets, namely, 14-Res, 14-Lap, 15-Res, and 16-Res, and the
model’s aspect extraction, opinion extraction, and aspect-opinion pair extraction
on each data set are recorded. The prediction accuracy rate of aspect-opinion-
sentiment triple extraction is analysed, and the impact of instance regularization
on the prediction accuracy and generalization of the model is analysed.

Experimental Results: From Table 4, it can be perceived that the BMRC
model that separately introduces knowledge enhancement based on knowl-
edge graph and instance regularization has obvious improvement in aspect
extraction, opinion extraction, aspect-opinion extraction, and aspect-opinion-
sentiment triplet extraction tasks, but the BMRC model that only introduces
knowledge enhancement based on knowledge graph has better effect in aspect
extraction than the BMRC model that only introduces instance regularization,
The BMRC model with knowledge enhancement based on knowledge graph is
2.14% and 1.38% higher than the BMRC model with instance regularization
in aspect extraction, and the BMRC model with instance regularization only
is 0.79% higher in aspect-opinion pair than the BMRC model with knowledge
enhancement based on knowledge graph only, which suggests that knowledge
enhancement based on knowledge graphs primarily impacts the aspect extrac-
tion and opinion extraction of BMRC in the nonrestricted query phase, while
instance regularization primarily impacts the performance of restrictive phase
aspect-opinion pair extraction. In addition, we can also see from Table 4 that
the F1 value of the BMRC model combined with knowledge enhancement based
on knowledge map and instance regularization in various tasks is higher than
that of the BMRC model that separately introduces knowledge enhancement
based on knowledge map and instance regularization, which indicates that knowl-
edge enhancement and instance regularization can complement each other and
improve the performance of the model.

8 Conclusion

Based on the BMRC algorithm, this paper improves the triple extraction task
of aspect emotion so that the model can effectively extract the triple of aspect,
opinion and emotion in the context. With the aim of addressing the current
challenges of the emotion triplet extraction task based on BMRC, we added
a knowledge map, instance regularization and other measures to improve it.
This method can effectively deal with complex ASTE tasks. Furthermore, our
model’s effectiveness has been demonstrated through a multitude of ablation
experiments.
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